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## 9. DYNAMICS

# ON A CURIOUS PROBLEM AND WHAT IT LEAD TO 

## MIKLÓS ABÉRT

## ABSTRACT

This note tells a story of an open problem on the asymptotic behavior of the minimal number of generators of groups that motivated several of my research directions.

## MATHEMATICS SUBJECT CLASSIFICATION 2020

Primary 20F69; Secondary 22D40, 20F05, 60G55, 22E40

## KEYWORDS

Rank gradient, cost, Benjamini-Schramm convergence, weak containment, point processes on locally compact groups, Heegaard genus, homology torsion growth

In this note I will attempt to tell the story of an open problem on the minimal number of generators of groups that I am interested in for a long time and that motivated several of my research directions, sometimes in surprising ways. As stories go, the focus on the protagonist (the rank gradient problem) tends to do injustice to the other characters. This means that for some of the connected math described, even major results will get suppressed. I will also attempt to build up the character subjectively and from its birth, so not every result will be stated in its strongest form immediately, like Pallas Athene jumping out of her father's head in her full strength. In any case, the note circles around unsolved problems, which is the very opposite of this image. I will try to mitigate the damages with side stories and remarks. Finally, I believe that the truth, even mathematical, is inherently subjective and is born from a dialogue of people arriving from infinitely far. I attempt to tell this story from my own perspective but this should not be taken as a suggestion on my role in the projects I describe.

For a discrete group $\Gamma$, let $d(\Gamma)$ denote the minimal number of generators of $\Gamma$, that is, the minimal size of a subset $S$ of $\Gamma$ that generates $\Gamma$. We will also call this the rank of $\Gamma$, although the word "rank" is used by a lot of other notions already. We are interested in the case when $\Gamma$ is also residually finite, that is, the intersection of its subgroups of finite index is the trivial subgroup. A rich source of residually finite groups is finitely generated matrix groups.

The rank is a rather mysterious invariant, already for finite groups. While natural (geometric) generating sets give suggestions for the rank, other generating sets may beat them to the punch. The finite symmetric group $\operatorname{Sym}(n)$ can be generated by all transpositions $(i, j)$ and also by the neighboring transpositions $(i, i+1)$. But it can also be generated by just 2 elements. On this track, we know that every finite simple group can be generated by at most 2 elements, but as of now, this only follows from the classification of finite simple groups.

When dealing with infinite groups, the picture does not get clearer, either. Virtually the only general way to bound the rank from below is to use the first homology, and when this does not help, one has to play it by the ears. A beautiful exception is the Grushko-Neumann theorem. The rank is not only hard to control for abstract groups. When $\Gamma$ arises as the fundamental group of a nice manifold, say, one would expect that a minimal generating set, as a family of loops, will carry some geometric meaning. While there are examples when this is indeed the case, in general this is too much to hope for.

When an invariant of a residually finite group is rather unruly, one can attempt to stabilize it by looking at its growth over its subgroups of finite index and hope that this will give a more robust invariant. The biggest success story here is $L^{2}$ cohomology, or, more generally, spectral theory and representation theory, as we will discuss later on. On the geometric side, this means that instead of the defining manifold or complex $M$ of $\Gamma$, we look at the family of finite sheeted coverings of $M$ and try to build a geometric understanding of asymptotic homotopy on these spaces.

Rank gradient. By the Nielsen-Schreier theorem, when $\Gamma$ is a free group, and $H$ is a finite index subgroup of $\Gamma$, we have $d(H)-1=(d(\Gamma)-1)|\Gamma: H|$. In other words, the number

$$
r(\Gamma, H)=\frac{d(H)-1}{|\Gamma: H|}
$$

is constant $d(\Gamma)-1$ when $\Gamma$ is free, hence for an arbitrary $\Gamma$, we have the inequality $r(\Gamma, H) \leq d(\Gamma)-1$. A little exercise then shows that for $K \leq H \leq \Gamma$, we have $r(\Gamma, K) \leq$ $r(\Gamma, H)$. This implies that for a chain of finite index subgroups $\Gamma=H_{0} \geq H_{1} \geq \cdots$, the limit

$$
\operatorname{RG}\left(\Gamma,\left(H_{n}\right)\right)=\lim _{n \rightarrow \infty} r\left(\Gamma, H_{n}\right)
$$

will exist. We call this the rank gradient of $\Gamma$ with respect to the chain $\left(H_{n}\right)$. The notion comes from Marc Lackenby [32], see also an early profinite version in [36]. One can also define it to an arbitrary subset $\left\{H_{n}\right\}$ of finite index subgroups of $\Gamma$ as

$$
\operatorname{RG}\left(\Gamma,\left\{H_{n}\right\}\right)=\inf _{n} r\left(\Gamma, H_{n}\right) .
$$

Many years ago, we started to study this notion by ourselves with Nik Nikolov, proved some initial results using elementary group theory, and soon realized that we do not know a convincing example for when the rank gradient in fact depends on the chain. A nonconvincing example comes from $\Gamma=F_{2} \times F_{2}$ : normal chains in $\Gamma$ with trivial intersection have rank gradient zero, but chains that only walk down on one of the factors have positive rank gradient. We could not find an example, however, when the $H_{n}$ are normal subgroups of finite index and their intersection is trivial. We still cannot.

Problem 1 (Rank gradient). Let $\Gamma$ be finitely generated and let $\left(H_{n}\right)$ and $\left(K_{n}\right)$ be normal chains in $\Gamma$ with trivial intersection. Does

$$
\operatorname{RG}\left(\Gamma,\left(H_{n}\right)\right)=\operatorname{RG}\left(\Gamma,\left(K_{n}\right)\right) ?
$$

What do you do when you encounter an elusive but attractive invariant? 1. Prove that it vanishes in some natural cases; 2. Try to look for translations or analogues in other fields and try to make mathematical energy flow through; 3. Connect it to some other, maybe tamer invariants; 4 . Extend the notion wildly and see what happens. In what follows, I will describe some attempts of these points and where they lead.

The cost correspondence. A good starting exercise for the reader is to prove by hand that if $\Gamma$ has a central element of infinite order, then the rank gradient vanishes for any normal chain with trivial intersection. After proving some starting results like this with Nik Nikolov on rank gradient, we managed to connect the rank gradient to cost.

The notion of cost was introduced by Gilbert Levitt [34] and most of the subsequent, deep work on it was done by Damien Gaboriau [24]. I will not define the notion here, just state that every probability measure preserving (p.m.p.) action of a countable group $\Gamma$ has a cost, which is a real number between 1 and $d(\Gamma)$. A major question on cost is the following [24].

Problem 2 (Fixed price). Let $\Gamma$ be a countable group. Does every free p.m.p. action of $\Gamma$ have the same cost?

In his hallmark result [24], Damien Gaboriau showed that this is true for free groups. Since the cost only depends on the equivalence relation spanned by the action, it immediately follows that the free groups $F_{2}$ and $F_{3}$ are not orbit equivalent, a well-known open problem at the time.

In [9] we established the following correspondence. For a chain $\left(\Gamma_{n}\right)$ in $\Gamma$, one can associate its coset tree $T\left(\Gamma,\left(\Gamma_{n}\right)\right)$ as follows. The vertex set of $T$ is the union of cosets $\Gamma / \Gamma_{n}$ and the edges are defined by immediate inclusion of cosets. The group $\Gamma$ acts on $T$ by automorphisms and this action extends to the boundary $\partial T$ of $T$ as a continuous action. There is a natural measure on the boundary (the product measure on infinite walks) and the action preserves this measure.

Theorem 3 (Cost correspondence). Let $\Gamma$ be finitely generated and let $\left(\Gamma_{n}\right)$ be a normal chain in $\Gamma$ with trivial intersection. Then

$$
\operatorname{RG}\left(\Gamma,\left(\Gamma_{n}\right)\right)=\mathrm{c}\left(\Gamma,\left(\Gamma_{n}\right)\right)-1,
$$

where $\mathrm{c}\left(\Gamma,\left(\Gamma_{n}\right)\right)$ denotes the cost of $\Gamma$ acting on $\partial T\left(\Gamma,\left(\Gamma_{n}\right)\right)$.
So, for chains, the rank gradient problem is a special case of the fixed price problem for profinite actions.

The existing cost theory immediately gave new vanishing results on rank gradient for a large class of groups, including amenable groups and more importantly, the so called right angled groups. These are groups that admit a list of generators of infinite order such that neighboring generators commute. It is an important class as it contains many nonuniform lattices, like $\operatorname{SL}(3, \mathbb{Z})$.

Looking at the cost literature, we also realized that a seemingly innocent result on cost would actually positively solve the RG problem. The question is whether the cost minus 1 is multiplicative for finite-index subrelations, just like rank minus 1 is for free groups. The result was announced to be solved at the time with versions of a preprint circulating but by now the community agrees that it should be considered unsolved. I still think that this could lead to a fruitful attack on either fixed price, or the rank gradient problem.

The rank vs. Heegaard genus problem. In our project with Nik Nikolov, we studied Marc Lackenby's work and its topological motivations $[32,33]$ and got aware that using his results on Heegaard genus and expansion [31], proving the vanishing of rank gradient for $\Gamma=\operatorname{SL}(2, \mathbb{Z}[i])$ would solve a famous old problem in 3-manifold theory. The problem that is still open is whether for finite volume 3-manifolds, the ratio of the Heegaard genus and the rank can get arbitrarily large. Note that for hyperbolic manifolds, it was also open for a long time whether the rank can even differ from the Heegaard genus. Now this is solved by Tao Li [35]. The deal for the ratio is that by [31] the Heegaard genus grows linearly for any chain of subgroups with property $(\tau)$ and it is easy to produce a normal chain in $\Gamma$ with vanishing rank gradient, since it is virtually a finitely generated free by cyclic group. So if the
rank gradient is independent of the chain, then a chain of principal congruence subgroups in $\Gamma$ will have property $(\tau)$ and hence positive Heegaard genus growth but vanishing rank gradient, which makes the ratio of the two invariants go to infinity. On the other hand, if the rank gradient may depend on the chain, then the fixed price problem is solved negatively.

That is, we managed to show that at least one of these well-studied problems have a negative solution, but we still do not know which one(s). This is certainly a good joke, but a word of caution is due here. It could very well be that eventually both problems have a negative solution but for entirely different reasons, and then our bridge between them will not prove to be useful, as no one walks through it.

Homology growth and Lück approximation. The first rational homology $b_{Q}$ of a group is a trivial lower bound for its rank, in fact, it is the only general lower bound people use. As a consequence, the growth of homology satisfies

$$
\lim _{n \rightarrow \infty} \sup \frac{b_{Q}\left(\Gamma_{n}\right)}{\left|\Gamma: \Gamma_{n}\right|} \leq \operatorname{RG}\left(\Gamma,\left(\Gamma_{n}\right)\right) .
$$

The good news here is that when $\Gamma$ is finitely presented, a famous theorem of Wolfgang Lück [37] implies that the limit of the left-hand side exists and is independent of the chain.

Theorem 4 (Lück approximation). Let $\Gamma$ be a finitely presented group and let $\left(\Gamma_{n}\right)$ be a chain of normal subgroups of finite index in $\Gamma$ with trivial intersection. Then we have

$$
\lim _{n \rightarrow \infty} \frac{b_{Q}\left(\Gamma_{n}\right)}{\left|\Gamma: \Gamma_{n}\right|}=\beta^{1}(\Gamma),
$$

where $\beta^{1}(\Gamma)$ is the first $L^{2}$ Betti number of $\Gamma$.
The $L^{2}$ story that starts here is quite extensive and beautiful (see [37] and around), but for us what matters now is that for finitely presented groups we have

$$
\operatorname{RG}\left(\Gamma,\left(H_{n}\right)\right) \geq \beta^{1}(\Gamma)
$$

We still do not know an example where there is a proper inequality here. Note that for a classical group theorist, it sounds quite weird that the abelianization of $\Gamma_{n}$ should asymptotically control its rank! For instance, this suggests that if the $\Gamma_{n}$ are perfect groups, then by some miracle we should be able to generate them by fewer elements than the trivial bound.

When turning to the measured setting and use the cost correspondence, this takes the form of a question already asked in the initial paper of Gaboriau [24]. He shows that for every free action of $\Gamma$ the cost of the action minus 1 is at least $\beta^{1}(\Gamma)$ and no one knows an example when they are not equal.

I will not state the full generality of the Lück approximation result, but need to make some side comments here. First, the proof is really about spectral convergence. It is easy to see that for normal chains with trivial intersection, the eigenvalue distribution of any locally defined operator on the finite quotient will weakly converge to the spectral measure of the same operator in the limit. The gist of Lück approximation is to show that the measure of the set $\{0\}$ will also converge. This is a tightness result that does not follow from weak convergence in general. The result was later generalized by Andreas Thom [41] for arbitrary real values instead of 0 .

Graph sequences, combinatorial cost, and the Farber condition. In our project leading to [9], we also studied what happens with arbitrary instead of normal subgroups or when we ease up on having trivial intersection. These were not arbitrary questions. First, we hoped to find counterexamples easier in this bigger class. Second, in a lot of cases when one is interested in the asymptotic behavior of an invariant on a family of finite index subgroups, they do not form a chain and are not normal. For instance, in number theory we often care about the congruence subgroups $\Gamma_{0}(N)$ : they are not normal and do not form a chain. These questions has lead to a connection to graph limit theory.

What connects two different chains of normal subgroups in $\Gamma$ with trivial intersection? The best answer I know is that they are locally indistinguishable. That is, from every vertex, the corresponding Schreier graphs locally look more and more like the infinite Cayley graph of $\Gamma$. When you only ask that the same holds for most vertices, you get the notion of Benjamini-Schramm convergence [13].

In the homological direction, we found Michael Farber's extension of the Lück approximation theorem [22] and the subsequent work of Nicolas Bergeron and Damien Gaboriau [14] on when and how such an extension may fail. It is clear that the Farber condition is equivalent to asking that the action of $\Gamma$ on the boundary of the coset tree is essentially free. We called these chains Farber chains.

For a fixed generating set $S$ of $\Gamma$, one can visualize the chain ( $\Gamma_{n}$ ) by looking at the sequence of finite Schreier graphs $\left(\operatorname{Sch}\left(\Gamma / \Gamma_{n}, S\right)\right)$ and attempt to understand rank gradient using the asymptotic metric geometry of this graph sequence. Now we can state what the Farber condition is, in various ways. For a permutation action of $\Gamma$ and $g \in \Gamma$, let $\operatorname{Fix}\left(g, \Gamma / \Gamma_{n}\right)$ denote the number of fixed points of $g$.

Proposition 5. Let $\Gamma$ be a group generated by the finite symmetric set $S$ and let $\left(\Gamma_{n}\right)$ be a sequence of subgroups in $\Gamma$. Then the following are equivalent:

1. For every $1 \neq g \in \Gamma$, we have

$$
\lim _{n \rightarrow \infty} \frac{\operatorname{Fix}\left(g, \Gamma / \Gamma_{n}\right)}{\left|\Gamma: \Gamma_{n}\right|}=0 \quad \text { (Farber condition); }
$$

2. A random conjugate of $\Gamma_{n}$ as an invariant random subgroup weakly converges to the trivial one;
3. $\operatorname{Sch}\left(\Gamma / \Gamma_{n}, S\right)$ Benjamini-Schramm converges to $\operatorname{Cay}(\Gamma, S)$;
4. The coset actions of $\Gamma$ on $\Gamma / \Gamma_{n}$ form a sofic approximation of $\Gamma$.

These equivalences are all easy once one learns the language. However, these forms are important to note, as they highlight the fields that got connected by this theory: in order, representation theory, ergodic theory, graph limits, and soficity.

An example for a Farber sequence is the above mentioned congruence subgroups $\Gamma_{0}(p)$ ( $p$ prime). Let me remark that the notion of Farber sequence can be naturally extended to a sequence of lattices in a fixed locally compact group. In [12] that some people call the 7 samurai paper, we prove that in a higher rank simple Lie group, every sequence of lattices
with covolume tending to infinity is Farber! We use invariant random subgroups in the proof, a notion that was coined (but not invented) in [6]. There would be a lot to tell here, but this story is about rank gradient, so we stop at this point.

When looking at it as a graph theory problem, the rank gradient problem asks if the asymptotic rank is a local invariant, or whether it depends on global properties of $\operatorname{Sch}\left(\Gamma / \Gamma_{n}, S\right)$.

The idea of bringing graph limit theory to cost and $L^{2}$ theory is due to Gabor Elek [21], who in an early paper [20] defined the combinatorial cost of a graph sequence and proved the analogues of the known results on cost and homology growth in this setting. A quick definition of combinatorial cost is as follows. For a sequence of finite graphs, a bi-Lipshitz rewiring of the sequence is another graph sequence using the same vertex sets, such that there exists a constant $L$ where the distance of every edge in one graph can be substituted by a path of length at most $L$ in the other. The combinatorial cost is the infimum of edge densities that can be achieved by such a rewiring. Note that much later, two groups consisting of Alessandro Carderi, Damien Gaboriau, and Mikael de la Salle, and me and Laszlo Toth, respectively, independently showed that using an ultraproduct language [19] or local-global convergence [10], the combinatorial cost is, in fact, equal to the cost of a suitable limiting object. But by then, the damage was done and graph limit theory was affecting the field in various ways.

When you ease up on normality, the intersection of the subgroups really will not matter, even for chains, and it is the Farber condition that will really affect the behavior. By [24], every aperiodic p.m.p. action of an amenable group has vanishing cost, but the rank gradient correspondence only works for Farber chains. Indeed, it is not true that for an amenable group the rank gradient vanishes for any normal chain, an easy counterexample comes from the lamplighter group. However, Marc Lackenby [33] showed that for finitely presented amenable groups, the rank gradient vanishes for arbitrary normal chains, that is, trivial intersection is not needed there. By pushing his trichotomy theorem a bit further, together with Nik Nikolov and Andrei Jaikin-Zapirain, we managed to show that for finitely presented amenable groups, the rank gradient also vanishes for arbitrary chains [7]. This is one of the examples I know where a result on rank gradient does not seem to have an immediate cost counterpart.

Weak containment. Using the above observation on local behavior, with Gabor Elek we attempted to solve the rank gradient problem by showing that the Schreier graphs of any two normal chains in the same group can be asymptotically "massaged onto each other" by almost covering maps. We soon realized that what we look at is already investigated for p.m.p. actions by Alekos Kechris [29] under the name weak containment and is also strongly connected to the notion of local-global convergence introduced by Bela Bollobas and Oliver Riordan [16] and developed by Hamed Hatami, Laszlo Lovasz, and Balazs Szegedy [27]. Ironically, we found that, in fact, the opposite of what we attempted holds, and proved the following rigidity result in [4].

Theorem 6 (Weak containment rigidity). If a strongly ergodic p.m.p. action of $\Gamma$ weakly contains a finite action of $\Gamma$ then it factors onto it. In particular, if two normal chains in $\Gamma$ with property $(\tau)$ define weakly equivalent coset tree actions, then the two chains are refinements of each other.

From the point of view of the rank gradient problem, this can be considered as a harsh no entry sign, but it does show that arithmetic lattices admit uncountably many weakly inequivalent p.m.p. actions.

Although weak containment has not yet been successful to prove new results on rank gradient, let me mention a quite elegant application by Alekos Kechris [30]. A result of Lewis Bowen [17] implies that for the free group $F_{n}$, its profinite completion weakly contains any free p.m.p. action of $F_{n}$. By the cost monotonicity result for weak containment [29], this implies that among free p.m.p. actions of $F_{n}$, the cost is minimal for the profinite completion. Now using the cost-rank-gradient correspondence above, one yields that the cost of any free action of $F_{n}$ is at least $n$, hence $F_{n}$ has fixed price $n$, giving an alternate proof for the famous starting result of Damien Gaboriau.

The graph limit language suggested another possible attempt at the rank gradient problem, using a factor of iid generating set for the $\Gamma_{n}$. For a Farber chain, the quotient Schreier graphs look like the infinite limiting Cayley graph from most points. So, one may apply the same rule using an iid seed, to get a cheap generating set, and since the seed was iid, the resulting cheap rewiring also works for any Farber sequence the same way. This attempt also did not work (yet) but it did eventually lead to the result with Benjy Weiss [11] that every free action of a countable group $\Gamma$ weakly contains its iid actions, hence showing that iid actions of $\Gamma$ have maximal cost.

Homology torsion growth. When trying to interpret the fixed price 1 result of Damien Gaboriau for right angled groups with Tsachik Gelander and Nik Nikolov in the finite setting, we realized that there is an interesting rewiring complexity notion hiding behind it and that the notion can be used to prove vanishing of the first homology torsion growth.

More precisely, when building the cheap rewiring on the finite level, using Damien Gaboriau's trick, not only the rewiring gets cheap, but at the same time its complexity also stays low. In particular, it gives cost $1+\varepsilon$ with a bi-Lipschitz constant that is polynomial in $1 / \varepsilon$. We then realized that this is enough to prove not only the vanishing of rank gradient, but also the vanishing of the first homology torsion growth.

For a finitely presented group, it is easy to show that the size of the torsion part of the abelianization of a subgroup is at most exponential in the index of the subgroup. Hence, the right growth notion to consider is

$$
\mathrm{t}\left(\Gamma,\left(\Gamma_{n}\right)\right)=\lim _{n \rightarrow \infty} \frac{\log \left(\operatorname{tor}\left(\Gamma_{n}\right)\right)}{\left|\Gamma: \Gamma_{n}\right|}
$$

assuming this limit exists. Torsion homology growth is studied by various groups for various reasons, see [15] and references therein. In [5] we prove the following.

Theorem 7 (First torsion homology growth). Let $\Gamma$ be a right angled group and let $\left(\Gamma_{n}\right)$ be a Farber sequence in $\Gamma$. Then

$$
\mathrm{t}\left(\Gamma,\left(\Gamma_{n}\right)\right)=0
$$

In fact, the proof works for any Farber sequence where the above defined byLipschitz constant is subexponential in the index. This brought an interesting connection to the Bergeron-Venkatesh conjecture [15], that made me understand something about how unruly the notion of rank may be in reality.

A special case of the Bergeron-Venkatesh conjecture says that for a principal congruence chain in $\Gamma=\operatorname{SL}(2, \mathbb{Z}[i])$, the first torsion homology growth is a positive constant. If we believe this, and also that the rank gradient is zero for these chains (these are both tall orders of course), then the previous theorem implies that while these congruence subgroups may admit cheap generating sets, their complexity must be exponential in the error $1 / \varepsilon$. That is, we may not be able to find them in a nice and geometric way as they hide deep in the cruel and dark embrace of algebra.

Vanishing theorems can be cool, but they tend to emit a somewhat pessimistic aura. After all, at the end, we reach zero. However, in the case of first homology torsion growth, currently no one can do better, as the following is still open.

Problem 8. Is there a finitely presented group $\Gamma$ and a Farber sequence $\left(\Gamma_{n}\right)$ in $\Gamma$ such that $\mathrm{t}\left(\Gamma,\left(\Gamma_{n}\right)\right)>0$ ?

While there are lower bounds for the torsion, currently they do not get this high.
It is a natural question whether there is a natural "higher rank" notion of being right angled so that the above vanishing theorem generalizes for higher homology torsion. Recently this was addressed in the paper [2], together with Nicolas Bergeron, Mikolaj Fraczyk, and Damien Gaboriau.

Uniform rank gradient and Poisson processes. As we discussed above, to solve the rank vs Heegaard genus problem, it would be enough to effectively estimate the rank of principal congruence subgroups of $\operatorname{SL}(2, \mathbb{Z}[i])$. Note that this approach is a blessing and a curse at the same time. Indeed, while the ambient group and its congruence subgroups seem very concrete, they are inherently number-theoretic which means that any attempt would also involve some possibly rather nontrivial number theory. In fact, the same could be said when we want to estimate the rank gradient of any discrete group, using geometric methods. Indeed, unless the group is of some quite special form, like close to free, right angled, or amenable, the geometry of its Cayley graphs seem quite complicated.

It turns out, however, that when we ask for much more, it immediately forces our hand in a good way and seems to give a much simpler image to deal with. Let $G$ be a locally compact group, but for simplicity just concentrate on when $G$ is a simple real Lie group. When $\Gamma$ is a lattice in $G$, it is finitely generated, moreover, by the work of Tsachik Gelander [26], we have

$$
d(\Gamma) \leq C \operatorname{vol}(G / \Gamma)
$$

where $C$ is an absolute constant. The notion of Farber sequences make perfect sense, using either Benjamini-Schramm convergence of the quotient spaces $G / \Gamma$ (or $X / \Gamma$ where $X$ is the symmetric space for $G$ ) or invariant random subgroups.

Problem 9. Let $G$ be a semisimple Lie group and let $\left(\Gamma_{n}\right)$ be a Farber sequence of lattices in G. Does

$$
\operatorname{RG}\left(G,\left(\Gamma_{n}\right)\right)=\lim \frac{d\left(\Gamma_{n}\right)-1}{\operatorname{vol}\left(G / \Gamma_{n}\right)}
$$

exist?
If it does, then the limit is independent of the sequence, since you can merge two Farber sequences and they stay Farber. This is one of the advantages over using chains of lattices. In fact, one can define Benjamini-Schramm convergence in the realm of Riemannian manifolds [3]. On this language one gets the Poisson point process on a symmetric space as the limit of independent random subsets of the finite volume manifolds.

To address this problem, with Sam Mellick [8], we recently introduced a cost theory for point processes of locally compact groups. Note that Alessandro Carderi has already introduced the cost of p.m.p. actions of locally compact groups in his nice paper [18] and used an ultraproduct language to prove that the maximal cost of a p.m.p. action of $G$ dominates the rank gradient, at least for uniformly discrete Farber sequences of lattices. Our approach of using point processes allows us to remove his uniform discreteness assumption and answer his question whether $G \times \mathbb{Z}$ has fixed price 1 .

In the paper [8] we prove that the Poisson processes have maximal cost among free point processes and that this number dominates the rank gradient of any Farber sequence in $G$. This is an analogue of my theorem with Benjy Weiss for discrete groups [11], as Poisson processes are arguably the substitutes of iid actions in the locally compact setting. In particular, if the cost of the Poisson process is 1 , then any free point process has cost 1 and the rank gradient vanishes for any Farber sequence of lattices.

Instead of $G$, one can again consider Poisson processes on its symmetric space $X$, as they have the same cost. In particular, to settle the rank vs Heegaard genus problem, it would be enough to show that Poisson processes on the hyperbolic space $H^{3}$ have cost 1 .

Problem 10 (Poisson cost). Does the Poisson process on $H^{3}$ of intensity 1 have cost 1 ?
This seems to be a much simpler and more direct geometric-stochastic question than estimating the rank of congruence subgroups directly. On the other hand, if this cost happens to be greater than 1 , this would not tell anything about the rank gradient, but it would still imply the existence of a countable equivalence relation whose cost does not equal to its first $L^{2}$ Betti number, answering a question of Damien Gaboriau (see [25] on $L^{2}$ numbers of countable equivalence relations).

Apart from the case when $X$ is the upper half-plane, as of now, nothing is known for semisimple Lie groups. The reasonable conjecture is that for every other $G$, the cost of the Poisson processes should vanish. When we look at homological counterparts, we still get a nontrivial task. For rational homology growth, the 7 samurai project [12] and [1] settled most
of the questions. In the direction of mod $p$ homology growth, Mikolaj Fraczyk [23] proved in a beautiful paper that when $G$ has higher rank and property ( T ), then the first mod 2 homology growth vanishes for arbitrary Farber sequences of lattices. In fact, he showed that every homology class admits a cycle of length that is sublinear in the volume. The difficulty is clearly shown in the fact that for odd primes, these are still open, although it would follow from the vanishing of the cost of Poisson processes.

Further questions on rank gradient. Kazhdan's property (T) is a strong property that can be used in manifold ways, in particular, it implies that the first $L^{2}$ Betti number vanishes. So, it makes sense to ask the following.

Problem 11 (Kazhdan groups). Does the rank gradient vanish for finitely presented, residually finite groups with property $(T)$ ?

In other words, does it vanish for every normal chain with trivial intersection? When switching to the ergodic side, this asks whether property ( T ) groups have fixed price 1 . This is also open, however, Tom Hutchcroft and Gabor Pete recently showed in a recent, very nice paper [28] that such groups always admit an action with cost 1 , that is, the infimal cost of $\Gamma$ is 1. It would be natural to use [11] here, but the processes they ingeniously generate are not factor of iid, so their result does not establish fixed price 1, and also does not seem to settle the rank gradient problem for these groups. Nevertheless, it is still tempting to try to adapt their method somehow in the finite setting and yield a vanishing result on rank gradient.

In another direction, it would be interesting to say something meaningful on groups with positive rank gradient. Marc Lackenby's trichotomy theorem [32] gives some restrictions and also his theorem that finitely presented groups with positive $p$-gradient are large. On the other hand, if we omit the finite presentation condition, we will have some positive rank gradient monsters lurking around, as Denis Osin [39] and Jan-Christoph Schlage-Puchta [40] showed. A specific question due to Nik Nikolov is as follows.

Problem 12. Can a group satisfying a nontrivial identity have a positive rank gradient?
Nik Nikolov recently managed to show that in this case, the profinite gradient does vanish [38].
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We discuss recent progress in understanding rigidity properties of smooth actions of higher-rank lattices. We primarily discuss questions of existence in low dimensions (Zimmer's conjecture), classification in the smallest possible dimension, and further classification assuming dynamical properties of the action. Two common themes arise in the proofs: (1) dynamical properties of the lattice action are mimicked by certain measures on an induced $G$-space; (2) such measures often exhibit additional rigidity properties. Throughout, we state some open problems and possible directions for future research.
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## 1. INTRODUCTION: LATTICES, GROUP ACTIONS, AND RIGIDITY

### 1.1. Rigidity of linear representations

For $n \geq 2$, consider the group $\Gamma=\operatorname{SL}(n, \mathbb{Z})$ of $n \times n$ integer matrices with determinant 1 or a more general lattice subgroup of $\operatorname{SL}(n, \mathbb{R})$. There is a stark distinction between the case $n=2$ and $n \geq 3$; in particular, relative to various group- and representation-theoretic properties, the group $\Gamma=\operatorname{SL}(2, \mathbb{Z})$ is rather "flexible" whereas the group $\Gamma=\operatorname{SL}(n, \mathbb{Z})$ is very "rigid" whenever $n \geq 3$.

Indeed, when $n=2$, linear representations $\rho: \Gamma \rightarrow \operatorname{GL}(d, \mathbb{R})$ are very flexible. In contrast, when $n \geq 3$, linear representations $\rho: \Gamma \rightarrow \operatorname{GL}(d, \mathbb{R})$ exhibit many well-known rigidity properties; we highlight local rigidity of the inclusion $t: \Gamma \rightarrow \operatorname{SL}(n, \mathbb{R})$ [62, 64], local rigidity of general representations $\pi: \Gamma \rightarrow \operatorname{GL}(d, \mathbb{R})[52,59,65]$, and Mostow's strong rigidity $[50,53,56]$. The principle result that includes those above is Margulis' superrigidity theorem. Roughly, Margulis' theorem states (when $n \geq 3$ ) that any representation $\rho: \Gamma \rightarrow$ $\mathrm{GL}(d, \mathbb{R})$ coincides-up to a compact error-with the restriction of a continuous representation $\pi: \operatorname{SL}(n, \mathbb{R}) \rightarrow \operatorname{GL}(d, \mathbb{R})$. Since representations of $\operatorname{SL}(n, \mathbb{R})$ are classified, this more-or-less classifies all representations of $\Gamma$.

### 1.2. The general setting

Throughout, $G$ will be a connected noncompact semisimple Lie group. We will always assume the Lie algebra of $G$ is simple and say that $G$ is a simple Lie group. Throughout, we will typically assume that $G$ has higher real rank. (The Lie algebra $g$ of $G$ admits an Iwasawa decomposition $\mathfrak{g}=\mathfrak{f a n}$. The real rank of $\mathfrak{g}$ is $\operatorname{dim}(\mathfrak{a})$ and $G$ is higher rank if it has real rank at least 2.) At times we may also assume $G$ has finite center though that is not technically necessary for most results.

Such groups $G$ admit biinvariant Haar measures. A lattice in $G$ is a discrete subgroup $\Gamma$ of $G$ such that the coset space $G / \Gamma$ has finite volume. A lattice $\Gamma$ is cocompact if, in addition, the quotient $G / \Gamma$ is compact; otherwise, $\Gamma$ is nonuniform. When $G$ is simple and is of higher real rank, we say a lattice $\Gamma$ in $G$ is a higher-rank lattice.

For simplicity of exposition, we formulate most results and conjectures in the case that $G=\operatorname{SL}(n, \mathbb{R})$ (though many results and conjectures hold for wider classes of groups). The real rank of $\operatorname{SL}(n, \mathbb{R})$ is $n-1$ and thus we typically assume $n \geq 3$ to ensure we are in the higher-rank setting. The standard example of a lattice subgroup in $G=\operatorname{SL}(n, \mathbb{R})$ is the subgroup $\Gamma=\operatorname{SL}(n, \mathbb{Z})$. The subgroup $\operatorname{SL}(n, \mathbb{Z})$ is nonuniform, though we note that $\mathrm{SL}(n, \mathbb{R})$ admits cocompact lattices.

### 1.3. Actions on manifolds and the Zimmer program

Beyond linear representations, we might replace the vector space $\mathbb{R}^{d}$ with a compact manifold $M$ and replace the finite-dimensional Lie group $\operatorname{GL}(d, \mathbb{R})$ with $\operatorname{Diff}^{r}(M)$, the group of all $C^{r}$-diffeomorphisms ${ }^{1}$ of $M$. A homomorphism $\alpha: \Gamma \rightarrow \operatorname{Diff}^{r}(M)$ then defines a
$1 \quad$ If $r \geq 1$ is not integral, we write $r=k+\beta$ where $k \in \mathbb{N}$ and $\beta \in(0,1)$ and say that $f: M \rightarrow M$ is $C^{r}$ if it is $C^{k}$ and if the $k$ th derivatives of $f$ are $\beta$-Hölder continuous.
$C^{r}$ action of $\Gamma$ on $M$. If vol is a smooth volume form on $M$, we also consider $\operatorname{Diff}_{\mathrm{vol}}^{r}(M)$, the group of volume-preserving diffeomorphisms, and study volume-preserving actions $\alpha: \Gamma \rightarrow$ $\operatorname{Diff}_{\text {vol }}^{r}(M)$.

For $\Gamma=\operatorname{SL}(2, \mathbb{Z})$, actions $\alpha: \Gamma \rightarrow \operatorname{Diff}^{r}(M)$ on manifolds are again quite flexible. However, by analogy with rigidity properties of linear representations, we might ask if (possibly volume-preserving) actions of higher-rank lattices exhibit rigidity properties analogous to those that hold for linear representations. To motivate statements, it is useful to recall some standard low-dimensional, algebraically defined actions by lattices in $\operatorname{SL}(n, \mathbb{R})$.
(1) Affine actions on tori. Consider the case that $\Gamma$ has finite index in $\operatorname{SL}(n, \mathbb{Z})$. We obtain an action $\alpha: \Gamma \rightarrow \operatorname{Diff}\left(\mathbb{T}^{n}\right)$ on the $n$-dimensional torus $\mathbb{T}^{n}=\mathbb{R}^{n} / \mathbb{Z}^{n}$ given by $\alpha(\gamma)\left(x+\mathbb{Z}^{n}\right)=\gamma \cdot x+\mathbb{Z}^{n}$ for every matrix $\gamma \in \Gamma \subset \operatorname{SL}(n, \mathbb{Z})$. Since there exists $\gamma \in \operatorname{SL}(n, \mathbb{Z})$ with all eigenvalues outside of the unit circle, this gives an example of an affine Anosov action (see Definition 4.3). Observe that these actions preserve the Haar measure on $\mathbb{T}^{d}$.
(2) Projective actions. Given any lattice subgroup $\Gamma \subset \operatorname{SL}(n, \mathbb{R})$, the linear action of $\Gamma$ on $\mathbb{R}^{n}$ induces an action on the space of rays (or lines) in $\mathbb{R}^{n}$ through the origin. We thus obtain an action of $\Gamma$ on the $(n-1)$-dimensional sphere $S^{n-1}$ (or $\mathbb{R} P^{n-1}$ ). The subgroup $\Gamma \subset \operatorname{SL}(n, \mathbb{R})$ also acts on Grassmanians of higherdimensional planes in $\mathbb{R}^{n}$ and on spaces of flags in $\mathbb{R}^{n}$. These actions are all left actions of $\Gamma$ on $G / Q$ for some parabolic subgroup $Q \subset G=\operatorname{SL}(n, \mathbb{R})$. We remark that these actions admit no $\Gamma$-invariant probability measure.
(3) Isometric actions. Certain cocompact lattices $\Gamma \subset \operatorname{SL}(n, \mathbb{R})$ admit representations $\pi: \Gamma \rightarrow \mathrm{SU}(n)$ with infinite image (see discussion in [69, sections 6.7, 6.8, WARNing 16.4.3]). The representation $\pi$ then induces an isometric action of $\Gamma$ on the $(2 n-2)$-dimensional space $M=\mathrm{SU}(n) / \mathrm{S}(\mathrm{U}(1) \times \mathrm{U}(n-1))$.

In the early 1980s, Zimmer established a superrigidity theorem for linear cocycles over ergodic, measure-preserving actions of higher-rank Lie groups and their lattices (see [72]). The cocycle superrigidity theorem, its corollaries, and contemporaneous results of Zimmer's (see [72-77]) led Zimmer to formulate several conjectures and questions concerning ( $C^{\infty}$, volume-preserving) actions of higher-rank simple Lie groups and their lattices. These questions, conjectures, and more recent extensions are usually referred to as the Zimmer program. Roughly, the Zimmer program aims to establish analogues of rigidity results for linear representations in the setting of smooth actions on compact manifolds. See, for instance, [24] for an overview and statements of many conjectures in this area.

## 2. LOW DIMENSIONS AND ZIMMER'S CONJECTURE

We present some motivation, state a contemporary version of Zimmer's conjecture, and outline recent progress in the area. See also the article by D. Fisher in the same proceedings for related discussion.

### 2.1. Motivation and Zimmer's conjecture

For $n \geq 3$, let $\Gamma$ be a lattice subgroup of $\operatorname{SL}(n, \mathbb{R})$. Recall the action of $\Gamma$ on $S^{n-1}$ and, assuming $\Gamma$ is commensurable with $\operatorname{SL}(n, \mathbb{Z})$, the affine action of $\Gamma$ on $\mathbb{T}^{n}$ discussed in Section 1.3. Zimmer's conjecture asserts that these represent the minimal dimensions in which nontrivial actions of such $\Gamma$ could occur. To be precise, note that if $\Gamma^{\prime} \subset \Gamma$ is a finite-index normal subgroup, the finite quotient group $F=\Gamma / \Gamma^{\prime}$ may act on manifolds of arbitrary dimension. This induces an action of $\Gamma$ that should be considered rather trivial. Assuming $\operatorname{dim}(M)$ is sufficiently small, Zimmer's conjecture states all actions of $\Gamma$ factor through the action of a finite group.

Conjecture 2.1 (Zimmer's conjecture for lattices in $\operatorname{SL}(n, \mathbb{R})$ ). For $n \geq 3$, let $\Gamma \subset \operatorname{SL}(n, \mathbb{R})$ be a lattice subgroup. Let $M$ be a compact manifold.
(1) If $\operatorname{dim}(M)<n-1$, then any homomorphism $\Gamma \rightarrow \operatorname{Diff}(M)$ has finite image.
(2) In addition, if vol is a volume form on $M$ and if $\operatorname{dim}(M)=n-1$, then any homomorphism $\Gamma \rightarrow \operatorname{Diff}_{\mathrm{vol}}(M)$ has finite image.

A motivation (by analogy) for this conjecture is the following corollary of Margulis’ superrigidity theorem: Let $\Gamma$ be a lattice in $\operatorname{SL}(n, \mathbb{R})$ for $n \geq 3$. For any $d<n$, the image of any representation $\rho: \Gamma \rightarrow \mathrm{GL}(d, \mathbb{R})$ is finite. Indeed, using that there are no nontrivial representations $\pi: \operatorname{SL}(n, \mathbb{R}) \rightarrow \operatorname{SL}(d, \mathbb{R})$, the image $\rho(\Gamma)$ is contained in a compact subgroup $K$ of $\operatorname{GL}(d, \mathbb{R})$; Margulis further studies representations into compact Lie groups and shows the Lie algebra of $K$ contains only copies of $\mathfrak{s u}(n)$, the compact real form of $\mathfrak{s l}(n, \mathbb{R})$. A dimension count implies the Lie algebra of $K$ vanishes and thus $K$ is finite.

In the volume-preserving setting, Conjecture $2.1(2)$ is motivated by the following corollary of Zimmer's cocycle superrigidity theorem: For $n \geq 3, \Gamma \subset \operatorname{SL}(n, \mathbb{R})$, and $\operatorname{dim}(M)<n$, a volume-preserving action $\Gamma \rightarrow \operatorname{Diff}_{\text {vol }}(M)$ preserves a measurable Riemannian metric on $T M$. If this metric were $C^{0}$, the image $\alpha(\Gamma)$ would be contained in the compact isometry group of this metric. A dimension count again yields finiteness. Thus, if $\operatorname{dim}(M)$ is sufficiently small, one might expect the image $\alpha(\Gamma)$ to be contained in a compact isometry group $K$ of $M$. To extend the conjecture to other groups, to each simple, noncompact Lie group $G$ we associate 3 positive integers $v(G), n(G)$, and $d(G)$ defined, roughly, as follows:
(1) $v(G)$ is the minimal dimension of $G / H$ as $H$ varies over all proper closed subgroups $H \subset G$. (We remark that $H$ is a parabolic subgroup in this case.)
(2) $n(G)$ is the minimal dimension of a nontrivial linear representation of (the Lie algebra of) $G$.
(3) $d(G)=v\left(G_{\text {cmt }}\right)$ is the minimal dimension of all nontrivial homogeneous spaces of the compact real form, $G_{\mathrm{cmt}}$, of $G$.

We also define another number, $r(G)$, first defined in [8], which arises from certain dynamical arguments. A simpler definition of $r(G)$ is the following:
(4) $r(G)=v\left(G^{\prime}\right)$ where $G^{\prime}$ is a maximal $\mathbb{R}$-split subgroup of $G$ (with the same reduced restricted root system as $G$ ).

We note that $n(G), d(G)$, and $v(G)$ depend only on the Lie algebra $g$ of $G ; r(G)$ depends only on the restricted root system of $\mathfrak{g}$. See Tables 1, 2, and 3, in Appendix A for computations of the numbers $v(G), d(G), n(G)$, and $r(G)$ for various classical groups. Given the integers $n(G), d(G)$, and $v(G)$, we have the following general conjecture.

Conjecture 2.2 (Zimmer's conjecture; general). Let $\Gamma \subset G$ be a lattice in a connected higher-rank simple Lie group $G$. Let $M$ be a compact manifold and let vol be a volume form on $M$.
(1) If $\operatorname{dim}(M)<\min \{n(G), d(G), v(G)\}$ then any homomorphism $\alpha: \Gamma \rightarrow \operatorname{Diff}(M)$ has finite image.
(2) If $\operatorname{dim}(M)<\min \{n(G), d(G)\}$ then any homomorphism $\alpha: \Gamma \rightarrow \operatorname{Diff}_{\mathrm{vol}}(M)$ has finite image.
(3) If $\operatorname{dim}(M)<\min \{v(G), n(G)\}$ then for any homomorphism $\alpha: \Gamma \rightarrow \operatorname{Diff}(M)$, the image $\alpha(\Gamma)$ preserves a Riemannian metric.
(4) If $\operatorname{dim}(M)<n(G)$ then for any homomorphism $\alpha: \Gamma \rightarrow \operatorname{Diff}_{\mathrm{vol}}(M)$, the image $\alpha(\Gamma)$ preserves a Riemannian metric.

We are intentionally vague about the regularity of the action in the conjecture as it is unclear what the optimal regularity should be. In parts (3) and (4), the invariant Riemannian metric should be at least $C^{0}$. Most results discussed below require the action to be at least $C^{1+\text { Hölder }}$ though some results hold for $C^{1}$ or even $C^{0}$ actions. We note that part (3) of Conjecture 2.2 implies part (1) and part (4) implies part (2) by compactness of the isometry group of the invariant metric, superrigidity, and definition of $d(G)$.

Many prior results towards this conjecture focused on actions on the circle including [ $10,32,68]$ and for volume-preserving (and general measure-preserving) actions on surfaces including [29,30,55]. See also [31] and [22] for results on real-analytic actions and [11,13,14] for results on holomorphic and birational actions. There are also many results (including in the $C^{0}$ setting) for actions of specific lattices on manifolds with certain topology, where topological obstructions constrain the possible actions; a partial list of such results includes [2, 54, 66, 67, 70, 78].

### 2.2. Work of Brown, Fisher, and Hurtado

The series of papers [5-7] established Conjecture 2.1, Zimmer's conjecture, for $C^{r}$ actions by lattices in $\operatorname{SL}(n, \mathbb{R})$.

Theorem 2.3 ([7]). Conjecture 2.1 holds for $C^{r}$ actions, $r>1$.

For actions by general higher-rank lattices, the same series of papers establishes the following which directly implies Theorem 2.3 (see Table 1 in Appendix A).

Theorem 2.4 ([5] cocompact case; [7] nonuniform case). Let $\Gamma \subset G$ be a lattice in a connected higher-rank simple Lie group $G$. Let $M$ be a compact manifold and let $r>1$.
(1) If $\operatorname{dim}(M)<r(G)$ then any homomorphism $\Gamma \rightarrow \operatorname{Diff}^{r}(M)$ has finite image.
(2) In addition, if vol is a volume form on $M$ and if $\operatorname{dim}(M)=r(G)$ then any homomorphism $\Gamma \rightarrow \operatorname{Diff}_{\mathrm{vol}}^{r}(M)$ has finite image.

We outline the broad steps in the proof of Theorem 2.4. Readers interested in the case of actions by cocompact lattices in $\operatorname{SL}(n, \mathbb{R})$ may consult expository accounts in [3] and [12] for detailed proofs.

Step 1: subexponential growth. Fix a lattice subgroup $\Gamma$ as in Theorem 2.4. We have that $\Gamma$ is finitely generated. Given $\gamma \in \Gamma$, let $|\gamma|=|\gamma|_{S}$ denote the word-length of $\gamma$ relative to some finite symmetric generating set $S$. Equip $T M$ with a Riemannian metric.

Definition 2.5. An action $\alpha: \Gamma \rightarrow \operatorname{Diff}^{1}(M)$ has uniform subexponential growth of derivatives if for every $\varepsilon>0$ there exists $C=C_{\varepsilon}$ such that for every $\gamma \in \Gamma$,

$$
\sup _{x \in M}\left\|D_{x} \alpha(\gamma)\right\| \leq C e^{\varepsilon|\gamma|} .
$$

The following is the primary technical result established in [5-7].
Theorem 2.6 ([5, theorem 2.3], [7, theorem c]). Let $\Gamma$ and $M$ be as in Theorem 2.4. For $r>1$, let $\alpha: \Gamma \rightarrow \operatorname{Diff}^{r}(M)$ be an action. Suppose that either
(1) $\operatorname{dim}(M)<r(G)$, or
(2) $\operatorname{dim}(M) \leq r(G)$ and $\alpha$ preserves a smooth volume.

Then $\alpha$ has uniform subexponential growth of derivatives.
Step 2: strong property (T) and averaging Riemannian metrics. The lattices $\Gamma$ in Theorem 2.4 are known to have strong property (T). Strong property (T) was introduced by V. Lafforgue in [45] and shown for cocompact lattices in higher-rank groups in [16, 45] and extended to nonuniform lattices by de la Salle in [15]. An action $\alpha: \Gamma \rightarrow \operatorname{Diff}^{r}(M)$ induces an action on Riemannian metrics. If $r \geq 2$, one can average over elements of this action and apply strong property $(T)$ to obtain the following.

Theorem 2.7 ([5, theorem 2.4]). Let $\Gamma$ be a finitely generated group and let $M$ be a compact manifold. For $k \geq 2$, let $\alpha: \Gamma \rightarrow \operatorname{Diff}^{k}(M)$ be an action. If $\alpha$ has uniform subexponential growth of derivatives and if $\Gamma$ has strong property $(T)$ then $\alpha(\Gamma)$ preserves a Riemannian metric that is $C^{k-1-\delta}$ for all $\delta>0$.

For $C^{1+H o ̈ l d e r ~ a c t i o n s, ~ t h e ~ p r o o f ~ c a n ~ b e ~ a d a p t e d ~ t o ~ e s t a b l i s h ~ a n ~ a n a l o g u e ~ o f ~ T h e o-~}$ rem 2.7. For $C^{1}$ actions, an analogue of Theorem 2.7 is obtained in [4, PROPOSItion 5].

Step 3: Margulis superrigidity. From Steps 1 and 2, the image $\alpha(\Gamma)$ is contained in a compact group $K$. Finiteness then follows immediately from Margulis' superrigidity, and a dimension count since (one can check) $r(G)<d(G)$; Theorem 2.4 follows.

## 2.3. $C^{1}$ actions

To establish a $C^{\mathbf{1}}$ version of Conjecture 2.2, an analogue of Theorem 2.7 is given by [4, PROPOSItIION 5]; it remains to establish a $C^{1}$ analogue of Theorem 2.6. However, a crucial step in the proof of Theorem 2.6 uses Pesin theory and Ledrappier-Young theory, which requires the consideration of $C^{r}$ actions for $r>1$. Still, a partial analogue of Theorem 2.6 holds under stronger constraints on the dimension of $M$.

Theorem 2.8 ([4]). Let $\Gamma \subset G$ be a lattice in a connected, simple, higher-rank Lie group $G$. Let $M$ be a compact manifold.
(1) If $\operatorname{dim}(M)<\operatorname{rank}(G)$, then any homomorphism $\Gamma \rightarrow \operatorname{Diff}^{1}(M)$ has finite image.
(2) In addition, if vol is a volume form on $M$ and if $\operatorname{dim}(M) \leq \operatorname{rank}(G)$, then any homomorphism $\Gamma \rightarrow \operatorname{Diff}_{\mathrm{vol}}^{2}(M)$ has finite image.

We note that the dimension bounds in Theorem 2.8 only coincide with the dimensions in Conjecture 2.2 in the case $G=\operatorname{SL}(n, \mathbb{R})$.

Question 2.9. Let $\Gamma$ be a lattice subgroup of $G=\operatorname{Sp}(2 n, \mathbb{R})$, $\mathrm{SO}(n, n)$, or $\operatorname{SO}(n, n+1)$. Do Theorem 2.6 and Conjecture 2.2(1)-(2) hold for $C^{1}$ actions of $\Gamma$ ?

## 2.4. $C^{0}$ actions and actions on the circle

Given the results of Theorem 2.4 and Theorem 2.8, it is natural to ask if any analogous results hold for actions by homeomorphisms. For actions of general higher-rank lattices, most results on $C^{0}$ actions have focused on (non-volume-preserving) actions on the circle or the interval. We mention in particular [68] where it is shown that actions of higher- $\mathbb{Q}$-rank groups $\Gamma$ on the circle are finite. A recent breakthrough by B. Deroin and S. Hurtado [17] completely resolves the question of $C^{0}$ action on the circle (among many other results).

Theorem 2.10 (Corollary of [17, theorem 1.5]). Let $\Gamma$ be a lattice in higher-rank simple Lie group $G$. For every action $\alpha: \Gamma \rightarrow \operatorname{Homeo}\left(S^{1}\right)$, the image $\alpha(\Gamma)$ is finite.

The proof of Theorem 2.10 follows somewhat the approach in the proof of Theorem 2.4 but, due to the lack of differentiability, new tools need to be developed. We mention only one novelty of working on the circle used in [17]: following [18], one may replace minimal $C^{0}$ actions with bi-Lipschitz actions.

### 2.5. Beyond $\mathbb{R}$-split groups

Theorem 2.4 only gives the optimal dimension bounds for Conjecture 2.2(3) (and thus Conjecture 2.2(1)) in the case of $\mathbb{R}$-split Lie groups; see Tables 1 in Appendix A. Further
analysis of objects arising in the proof of Theorem 2.6 establishes the conjectured bounds in Conjecture 2.2(3) for some nonsplit groups. This was first shown for actions of lattices in $\mathrm{SL}(n, \mathbb{C})$ in [71]: For $n \geq 3$, Conjecture 2.2(3) holds for $C^{r}(r>1)$ actions of cocompact lattices in $\operatorname{SL}(n, \mathbb{C})$. The same holds for lattices in general complex simple groups. Beyond actions by lattices in complex Lie groups, one can establish Conjecture 2.2(3) for large parameter ranges of many nonsplit Lie groups. The following (nonexhaustive list) gives some ranges where such results can be shown.

Theorem 2.11 (J. An, A. Brown, and Z. Zhang; in preparation). Conjecture 2.2(3) holds for $C^{r}(r>1)$ actions of lattices in the following Lie groups:
(1) all higher-rank simple complex Lie groups;
(2) $\operatorname{SL}(n, \mathbb{H})$ with $n \geq 9$;
(3) $\mathrm{SO}^{+}(m, n)$ with $2 \leq n<m \leq \frac{1}{2}\left(n^{2}-n+4\right)$;
(4) $\mathrm{SU}(m, n)$ with $6 \leq n \leq m \leq \frac{1}{4}\left(n^{2}-3 n+6\right)$;
(5) $\mathrm{SO}^{*}(2 n)$ with $n \geq 30$.

This naturally leads to the following question.
Question 2.12. Does Conjecture 2.2(3) hold for actions of lattices in all higher-rank simple Lie groups?

We also show some partial results towards Conjecture 2.2(4).
Theorem 2.13 (J. An, A. Brown, and Z. Zhang; in preparation). Let $\Gamma$ be a lattice in $\operatorname{SL}(n, \mathbb{C})$ for $n \geq 4$. If $\operatorname{dim}(M) \leq n(G)-2$ then for any homomorphism $\alpha: \Gamma \rightarrow \operatorname{Diff}_{\mathrm{vol}}^{r}(M)$ ( $r>1$ ), the image $\alpha(\Gamma)$ preserves a Riemannian metric.

### 2.6. Dimension gaps between (3) and (4) of Conjecture 2.2

Theorem 2.4 implies all statements of Conjecture 2.2 for actions by lattices in $\operatorname{SL}(n, \mathbb{R})$ and $\operatorname{Sp}(n, \mathbb{R})$ since $r(G)=v(G)=n(G)-1<d(G)$. However, for the $\mathbb{R}$-split groups $G=\mathrm{SO}(n, n)$ and $G=\mathrm{SO}(n, n+1)$, we have

$$
r(G)=v(G)=n(G)-2<d(G)=n(G)-1<n(G)
$$

Thus, for these groups, Theorem 2.4 implies Conjecture 2.2(1)-(3) but does not imply Conjecture 2.2(4). This gap also arises for $\mathbb{R}$-split exceptional groups and many non- $\mathbb{R}$-split groups. For instance, Theorem 2.13 implies that volume-preserving actions of lattices in $\operatorname{SL}(n, \mathbb{C})$ (for $n \geq 4$ ) preserve a Riemannian metric if $\operatorname{dim}(M) \leq 2 n-2$; Conjecture 2.2(4) asserts the same should hold if $\operatorname{dim}(M)=2 n-1=n(G)-1$.

Question 2.14. Does Conjecture 2.2(4) hold for lattices $\Gamma$ in $\mathrm{SO}(n, n), \mathrm{SO}(n, n+1)$, or $\operatorname{SL}(n, \mathbb{C}), n \geq 3$ ? Specifically, if $\operatorname{dim}(M)<n(G)$, does every volume-preserving action $\alpha: \Gamma \rightarrow \operatorname{Diff}_{\mathrm{vol}}^{\infty}(M)$ preserve a $\left(C^{0}\right.$ or $\left.C^{\infty}\right)$ Riemannian metric?

We note that every lattice $\Gamma$ in $G=\mathrm{SO}(n, n)$ and $G=\mathrm{SO}(n, n+1)$ admits a nonisometric action on a compact manifold of dimension $n(G)-1$. Indeed, there is a parabolic subgroup $Q \subset G$ with codimension $v(G)=n(G)-2$; the left action of $\Gamma$ on $G / Q$ is nonisometric. Taking $M=(G / Q) \times S^{1}$, let $\Gamma$ act on $M$ naturally on the left in the first coordinate and as the identity in the second coordinate. We note that this action does not preserve any volume form on $M$ so does not contradict Question 2.14. As a first step towards Question 2.14, we might rule out related constructions that would yield counterexamples as in the following.

Problem 2.15. Let $\Gamma$ be a lattice in $G=\mathrm{SO}(n, n)$ or $G=\mathrm{SO}(n, n+1)$. Show there is no volume-preserving action of $\Gamma$ on $M=(G / Q) \times S^{1}$ with infinite image.

As a first step towards solving Problem 2.15, one might restrict to actions that factor onto the projective action on $G / Q$. In a related direction, we also pose the following.

Question 2.16. For $n \geq 3$, let $\Gamma$ be a lattice in $G=\operatorname{SO}(n, n)$ or $\operatorname{SO}(n, n+1)$. Suppose that $\operatorname{dim}(M)=n(G)-1$ and that $\alpha: \Gamma \rightarrow \operatorname{Diff}^{\infty}(M)$ is an action that does not preserve any ( $C^{0}$ or $C^{\infty}$ ) Riemannian metric. Is there either (1) an invariant embedded $G / Q$ in $M$ on which the dynamics restricts to the standard action or (2) an invariant open subset $U \subset M$ restricted to which the dynamics factors onto the standard action on $G / Q$ ?

## 3. CLASSIFICATION IN LOWEST DIMENSIONS AND RIGIDITY OF PROJECTIVE ACTIONS

For $n \geq 3$, Theorem 2.3 implies that actions by lattices in $\operatorname{SL}(n, \mathbb{R})$ are finite when $\operatorname{dim}(M)<n-1$. When $\operatorname{dim}(M)=n-1$, recall the natural action of $\Gamma$ on $S^{n-1}$ or $\mathbb{R} P^{n-1}$. In work in progress, we show these to be the only actions with infinite image.

Theorem 3.1 (A. Brown, F. Rodriguez Hertz, Z. Wang; in preparation). For $n \geq 3$, let $\Gamma$ be a lattice subgroup of $\mathrm{SL}(n, \mathbb{R})$. Let $M$ be a connected compact manifold of dimension $n-1$. Fix $r>1$ and let $\alpha: \Gamma \rightarrow \operatorname{Diff}^{r}(M)$ be an action with infinite image $\alpha(\Gamma)$. Then
(1) there is a $C^{r}$-diffeomorphism $h$ between $M$ and either $S^{n-1}$ or $\mathbb{R} P^{n-1}$ such that
(2) for all $x \in M$ and $\gamma \in \Gamma, h(\alpha(\gamma)(x))=\gamma \cdot h(x)$ where the right-hand side denotes the standard projective action of $\Gamma$ on $S^{n-1}$ or $\mathbb{R} P^{n-1}$.

The techniques used to prove Theorem 3.1 also give local rigidity of higher-dimensional projective actions, extending the results of [38] and [44, THEOREM 17].

Theorem 3.2. For $n \geq 3$, let $\mathcal{F}$ be a flag manifold (of flags in $\mathbb{R}^{n}$ ) and let $\Gamma \subset \operatorname{SL}(n, \mathbb{R})$ be a lattice subgroup. Then the standard action $\rho: \Gamma \rightarrow \operatorname{Diff}(\mathscr{F})$ is $C^{\infty, 1, \infty}$-locally rigid.

Theorem 3.2 says for any action $\alpha: \Gamma \rightarrow \operatorname{Diff}^{\infty}(\mathcal{F})$ sufficiently $C^{1}$ close to the standard projective action $\rho$, there exists a $C^{\infty}$ diffeomorphism $h: \mathcal{F} \rightarrow \mathcal{F}$ such that $h \circ$
$\alpha(\gamma)=\rho(\gamma) \circ h$ for all $\gamma \in \Gamma$. The above results lead to the following question classifying all actions on flag manifolds.

Question 3.3 (Global rigidity). For $n \geq 3$, let $\Gamma$ be a lattice subgroup in $\operatorname{SL}(n, \mathbb{R})$ and let $\mathcal{F}$ be a flag manifold (of flags in $\mathbb{R}^{n}$ ). Let $\alpha: \Gamma \rightarrow \operatorname{Diff}^{\infty}(\mathcal{F})$ be an action with infinite image $\alpha(\Gamma)$. Is $\alpha$ smoothly conjugate to the standard projective action on $\mathcal{F}$ ?

## 4. CLASSIFICATION UNDER DYNAMICAL AND TOPOLOGICAL HYPOTHESES

### 4.1. Classification in dimension $n$

Given the classification in Theorem 3.1, it is natural to ask if it is possible to classify all (possibly volume-preserving) actions $\alpha: \Gamma \rightarrow \operatorname{Diff}^{\infty}(M)$ when $\Gamma$ is a lattice in $\operatorname{SL}(n, \mathbb{R})$ and $M$ is a compact connected manifold of dimension $n$. This seems much harder since there are known examples of "exotic" actions in dimension $n$. In the non-volume-preserving case, there exist many nonequivalent real-analytic actions of $\operatorname{SL}(n, \mathbb{R})$ on the $n$-sphere constructed in [63] and the restriction to $\Gamma=\operatorname{SL}(n, \mathbb{Z})$ yields exotic actions of $\Gamma$. Roughly, one builds a skew-product $\operatorname{SL}(n, \mathbb{R})$-action on $S^{n-1} \times(-1,1)$ factoring onto the standard action on $S^{n-1}$ and takes the two-point compactification. This motivates the following alternative version of Question 2.16.

Question 4.1. Let $\Gamma$ be a lattice in $G=\operatorname{SL}(n, \mathbb{R})$ for $n \geq 3$. Let $\operatorname{dim} M=n$ and let $\alpha: \Gamma \rightarrow \operatorname{Diff}^{\infty}(M)$ be an action with infinite image that does not preserve any volume form (or absolutely continuous measure). Does $M$ contain an embedded projective action or an invariant open subset that factors onto the projective action on $\mathbb{R} P^{n-1}$ ?

In the setting of volume-preserving actions, given the affine action of $\operatorname{SL}(n, \mathbb{Z})$ on $\mathbb{T}^{n}$, it is possible to blowup a fixed point (or a finite $\Gamma$ orbit) to obtain a smooth action on a $n$ manifold preserving a smooth density; in [40], A. Katok and J. Lewis showed these examples can be perturbed to preserve a smooth, nowhere vanishing density.

One might conjecture that actions of lattices $\Gamma \subset \operatorname{SL}(n, \mathbb{R})$ in dimension $n$ are built by gluing together modifications of standard actions such as those described above. At this time though, it seems any conjectured picture is far from understood. Thus to classify actions of $\Gamma \subset \operatorname{SL}(n, \mathbb{R})$ in dimension $n$ (and higher), it is natural to first impose additional dynamical or topological hypotheses. The remainder of this section discusses several results in this direction.

### 4.2. Toral homeomorphisms and Anosov diffeomorphisms

Given a homeomorphism $f \in \operatorname{Homeo}\left(\mathbb{T}^{d}\right)$, there is a unique matrix $A_{f} \in \operatorname{GL}(d, \mathbb{Z})$ such that any lift $\tilde{f}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ of $f$ is of the form $\tilde{f}(x)=A_{f} x+\phi(x)$ for some $\mathbb{Z}^{d}$-periodic $\phi: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$. We call $A_{f}$ the linear data of $f$ and note that $A_{f}$ induces an automorphism $L_{A_{f}}$ on the torus $\mathbb{T}^{d}$. If $\alpha: \Gamma \rightarrow \operatorname{Homeo}\left(\mathbb{T}^{d}\right)$ is an action we similarly obtain $\rho: \Gamma \rightarrow$ $\mathrm{GL}(d, \mathbb{Z})$ called the linear data of $\alpha$. A matrix $A \in \mathrm{GL}(d, \mathbb{Z})$ is hyperbolic if no eigenvalue
of $A$ is on the unit circle. The following theorem characterizes (up to continuous semiconjugacy) maps $f: \mathbb{T}^{d} \rightarrow \mathbb{T}^{d}$ whose linear data $A_{f}$ is hyperbolic.

Theorem 4.2 (Franks, [28]). Let $f: \mathbb{T}^{d} \rightarrow \mathbb{T}^{d}$ be a homeomorphism with hyperbolic linear data $A_{f}$. There exists a continuous, surjective $h: \mathbb{T}^{d} \rightarrow \mathbb{T}^{d}$ such that $h \circ f=L_{A_{f}} \circ h$.

We recall Anosov diffeomorphisms, which provide the main example of homeomorphisms satisfying the hypotheses of Theorem 4.2.

Definition 4.3. A $C^{1}$ diffeomorphism $f: M \rightarrow M$ of a compact Riemannian manifold $M$ is Anosov if there is a continuous, $D f$-invariant splitting of the tangent bundle $T M=E^{s} \oplus E^{u}$ and constants $0<\kappa<1$ and $C \geq 1$ such that for every $x \in M$ and every $n \in \mathbb{N}$,

$$
\left\|D_{x} f^{n}(v)\right\| \leq C \kappa^{n}\|v\|, \quad \text { for } v \in E^{s}(x), \quad\left\|D_{x} f^{-n}(w)\right\| \leq C \kappa^{n}\|w\|, \quad \text { for } w \in E^{u}(x)
$$

All known examples of Anosov diffeomorphisms occur on finite factors of tori and nilmanifolds. From [28,49] we have a complete classification of Anosov diffeomorphisms on tori (and nilmanifolds) up to homeomorphism.

Theorem 4.4 (Franks-Manning, [28,49]). If $f: \mathbb{T}^{n} \rightarrow \mathbb{T}^{n}$ is Anosov, then $f$ is homotopic to $L_{A}$ for some hyperbolic $A \in \mathrm{GL}(n, \mathbb{Z})$; moreover, there is a homeomorphism $h: \mathbb{T}^{n} \rightarrow \mathbb{T}^{n}$ such that $h \circ f=L_{A} \circ h$.

### 4.3. Global topological and smooth rigidity of Anosov actions

For simplicity, consider $\Gamma \subset \operatorname{SL}(n, \mathbb{R})$. An action $\alpha: \Gamma \rightarrow \operatorname{Diff}(M)$ is Anosov if $\alpha\left(\gamma_{0}\right)$ is Anosov for some $\gamma_{0} \in \Gamma$; see Definition 4.3. We state the following conjecture which is motivated in part by the works of Feres-Labourie [23] and Goetze-Spatzier [33].

Conjecture 4.5 ([24, conjecture 1.3]). If $\Gamma$ is a lattice in $\operatorname{SL}(n, \mathbb{R})$ where $n \geq 3$, then any $C^{\infty}$, volume-preserving, Anosov action by $\Gamma$ on a compact manifold is smoothly conjugate to an action by affine automorphisms of an infranilmanifold.

See also [35, conjecture 1.1] and [40, conjecture 1.1] for related conjectures. The assumption that the action preserves a volume is standard though results discussed below suggest that such a hypothesis may be unnecessary. Most progress on this conjecture requires additional strong dynamical hypotheses on the action, low dimensionality of the manifold, or assumptions on the topology of the underlying manifold.

We note that affine Anosov actions of higher-rank lattices are known to be local rigid by the work of A. Katok and R. Spatzier [44], extending many earlier results including [34,39,58]. Several partial results towards Conjecture 4.5 appear in [23, 33, 34, 40, 41,51, 57]. In [9], a new topological and smooth classification of higher-rank lattice actions on tori and nilmanifolds was established. A novelty of the approach in [9] is that no invariant measure is assumed unlike many prior global rigidity results including those in [27,41,51]. For simplicity, we state the following result for actions on tori though versions on nilmanifolds also hold.

Theorem 4.6 ([9, theorem 1.3]). Let $\Gamma$ be a lattice in $\operatorname{SL}(n, \mathbb{R})$ for $n \geq 3$. Let $\alpha: \Gamma \rightarrow$ Homeo $\left(\mathbb{T}^{d}\right)$ be an action by homeomorphisms with linear data $\rho: \Gamma \rightarrow \operatorname{GL}(d, \mathbb{Z})$. Suppose
(1) the matrix $\rho\left(\gamma_{0}\right)$ is hyperbolic for some $\gamma_{0} \in \Gamma$, and
(2) for some finite-index subgroup $\Gamma^{\prime} \subset \Gamma$, the action $\alpha: \Gamma^{\prime} \rightarrow$ Homeo( $\left.\mathbb{T}^{d}\right)$ lifts to an action $\tilde{\alpha}: \Gamma^{\prime} \rightarrow$ Homeo $\left(\mathbb{R}^{d}\right)$.

Then there is a continuous, surjective $h: \mathbb{T}^{d} \rightarrow \mathbb{T}^{d}$ such that

$$
\begin{equation*}
h \circ \alpha(\gamma)=\rho(\gamma) \circ h \tag{4.1}
\end{equation*}
$$

for all $\gamma$ in a finite-index subgroup $\Gamma^{\prime \prime} \subset \Gamma$. In particular, the action $\alpha: \Gamma \rightarrow \operatorname{Homeo}\left(\mathbb{T}^{d}\right)$ is semiconjugate to an action by affine maps of $\mathbb{T}^{d}$.

Sufficient conditions for the lifting hypothesis (2) are known; see [9, remark 1.5] and references therein. In particular, this automatically holds if $\Gamma=\operatorname{SL}(d, \mathbb{Z})$ acts on $\mathbb{T}^{d}$ for $d \geq 5, \Gamma$ is cocompact, or $\alpha$ preserves a probability measure $\mu$.

Assuming that $\alpha\left(\gamma_{0}\right)$ is Anosov for some $\gamma_{0} \in \Gamma$, Theorem 4.4 implies the map $h$ in Theorem 4.6 is a homeomorphism. For actions by higher-rank lattices, the map $h$ is, in fact, smooth, thus classifying all Anosov actions on tori up to smooth coordinate change.

Theorem 4.7 ([9, theorem 1.7]). Let $\Gamma$ be a lattice in $\operatorname{SL}(n, \mathbb{R})$ for $n \geq 3$. Let $\alpha: \Gamma \rightarrow$ $\operatorname{Diff}^{\infty}\left(\mathbb{T}^{d}\right)$ be an action with linear data $\rho: \Gamma \rightarrow \mathrm{GL}(d, \mathbb{Z})$. Suppose that
(1) the diffeomorphism $\alpha\left(\gamma_{0}\right)$ is Anosov for some $\gamma_{0} \in \Gamma$, and
(2) for some finite-index subgroup $\Gamma^{\prime} \subset \Gamma$, the action $\alpha: \Gamma^{\prime} \rightarrow \operatorname{Diff}^{\infty}\left(\mathbb{T}^{d}\right)$ lifts to an action $\tilde{\alpha}: \Gamma^{\prime} \rightarrow \operatorname{Diff}^{\infty}\left(\mathbb{R}^{d}\right)$.

Then, there is a $C^{\infty}$ diffeomorphism $h: \mathbb{T}^{d} \rightarrow \mathbb{T}^{d}$ such that

$$
h \circ \alpha(\gamma)=\rho(\gamma) \circ h
$$

for all $\gamma$ in a finite-index subgroup $\Gamma^{\prime \prime} \subset \Gamma$. In particular, the action $\alpha: \Gamma \rightarrow \operatorname{Diff}^{\infty}\left(\mathbb{T}^{d}\right)$ is smoothly conjugate to an action by affine maps of $\mathbb{T}^{d}$.

Again, similar results hold for lattices in other higher-rank simple Lie groups and for Anosov actions on nilmanifolds. To establish Theorem 4.7, we need only show the homeomorphism $h$ in (4.1) given by Theorem 4.6 and Theorem 4.4 is $C^{\infty}$. Roughly, this follows by studying the restriction of the action $\alpha$ to a higher-rank abelian subgroup $\Sigma \subset \Gamma$. For Anosov actions of higher-rank abelian groups, the map intertwining the action with the linear data is often smooth as shown in [25,26] with the most general result obtained in [60]. The main work to establish Theorem 4.7 is to find $\gamma \in \Gamma$ (which may be different from $\gamma_{0}$ ) with sufficiently large centralizer in $\Gamma$ and for which $\alpha(\gamma)$ is Anosov.

Returning to the setting of Theorem 4.6, we might ask if it is possible to classify all (non-Anosov) $C^{\infty}$ actions on tori with hyperbolic linear data; it seems plausible that all
such actions are obtained by a blow-up or slow-down procedure of affine Anosov actions. This suggests the following.

Problem 4.8. Classify all $C^{\infty}$ actions satisfying the hypotheses of Theorem 4.6.
Specifically, the following may give a possible approach to Problem 4.8.
Question 4.9. Let $\alpha: \Gamma \rightarrow \operatorname{Diff}^{\infty}\left(\mathbb{T}^{d}\right)$ be an action satisfying the hypotheses of Theorem 4.6. Is there an $\alpha$-invariant open set $U \subset \mathbb{T}^{d}$ such that for the map $h$ satisfying (4.1), $h(U)$ is dense, $h \upharpoonright_{U}$ is injective, and $h \upharpoonright_{U}$ is smooth?

In the proof of Theorem 4.7, one shows that every Anosov action of a higher-rank lattice $\Gamma$ on $\mathbb{T}^{d}$ preserves a volume form. It is natural to ask if the same holds for the actions as in Theorem 4.6 and ask if a weaker version of Question 4.9 holds. We note that this holds for $\operatorname{SL}(n, \mathbb{Z})$ acting on $\mathbb{T}^{n}$ by discussion and references in [9, THEOREM 1.6] and [42].

Question 4.10. Let $\alpha: \Gamma \rightarrow \operatorname{Diff}^{\infty}\left(\mathbb{T}^{d}\right)$ be an action satisfying the hypotheses of Theorem 4.6. Does $\alpha$ preserve an absolutely continuous probability measure $\mu$ on $\mathbb{T}^{d}$ ? If so, is there a set $U \subset \mathbb{T}^{d}$ of full $\mu$-measure such that for $h$ satisfying (4.1), $h(U)$ has full Lebesgue measure, $h \upharpoonright_{U}$ is injective, and $h$ is smooth along Pesin unstable manifolds?

### 4.4. Anosov actions in dimension $\boldsymbol{n}$

We return to the motiving problem of classifying actions of $\operatorname{SL}(n, \mathbb{Z})$ on $n$-manifolds. In [41], volume-preserving Anosov actions of $\operatorname{SL}(n, \mathbb{Z})$ on $n$-tori were shown to be smoothly conjugate to affine actions for $n \geq 3$. Recently, H. Lee considered the same problem but without any assumption on the topology of the underlying manifold.

Theorem 4.11 ([47, theorem 1.5]). For $n \geq 3$, let $\Gamma$ be a lattice in $\operatorname{SL}(n, \mathbb{R})$. Suppose $\operatorname{dim}(M)=n$ and let $\alpha: \Gamma \rightarrow \operatorname{Diff}_{\mathrm{vol}}^{1}(M)$ be an action such that $\alpha\left(\gamma_{0}\right)$ is Anosov for some $\gamma_{0} \in \Gamma$. Then there is a homeomorphism $h: M \rightarrow \mathbb{T}^{n}$ such that $h \circ \alpha(\gamma) \circ h^{-1}$ is affine for every $\gamma \in \Gamma$. Moreover, if $\alpha: \Gamma \rightarrow \operatorname{Diff}_{\mathrm{vol}}^{\infty}(M)$ then $h$ is $C^{\infty}$.

It is natural to ask if the assumption that the action preserves a volume form in Theorem 4.11 can be removed.

Conjecture 4.12. For $n \geq 3$, let $\Gamma \subset \operatorname{SL}(n, \mathbb{R})$ be a lattice. Let $\alpha: \Gamma \rightarrow \operatorname{Diff}^{r}(M)$ be an action such that $\alpha\left(\gamma_{0}\right)$ is Anosov for some $\gamma_{0} \in \Gamma$. Then $\Gamma$ preserves a smooth (nowhere vanishing) volume form on $M$.

In a recent collaboration, we were able to verify this conjecture in certain situations.
Theorem 4.13 (A. Brown and H. Lee; in preparation). Conjecture 4.12 holds for $C^{\infty}$ Anosov actions on $n$-manifolds by cocompact lattices in $\operatorname{SL}(n, \mathbb{R})$ for $n \geq 4$.

We also expect that Theorem 4.13 holds for nonuniform lattices. In Theorem 4.11, the only possible lattice subgroups $\Gamma \subset \operatorname{SL}(n, \mathbb{R})$ admitting Anosov actions on $\mathbb{T}^{n}$ are (up to conjugacy) commensurable with $\operatorname{SL}(n, \mathbb{Z})$. Combined with Theorem 4.11 , this would imply
that the only lattices $\Gamma \subset \operatorname{SL}(n, \mathbb{R})$ that admit a $C^{\infty}$ Anosov action in dimension $n$ are commensurable with $\operatorname{SL}(n, \mathbb{Z})$.

## 5. TOOLS USED IN PROOFS

### 5.1. Suspension space and induced $G$-action

Let $G$ be a Lie group and let $\Gamma$ be a lattice subgroup of $G$. Let $M$ be a compact manifold and let $\alpha: \Gamma \rightarrow \operatorname{Diff}(M)$ be an action. A well-known construction translates between the $\Gamma$-action on $M$ and an equivariant $G$-action on a fiber-bundle $X$ over $G / \Gamma$ with fibers diffeomorphic to $M$ : On $G \times M$ consider the right $\Gamma$-action and the left $G$-action:

$$
(g, x) \cdot \gamma=\left(g \gamma, \alpha\left(\gamma^{-1}\right)(x)\right), \quad a \cdot(g, x)=(a g, x)
$$

Define the quotient manifold $X:=(G \times M) / \Gamma$. The $G$-action on $G \times M$ descends to a $G$-action on $X$. For $g \in G$ and $x \in X$, denote the action by $g \cdot x$ and denote the derivative of the diffeomorphism $x \mapsto g \cdot x$ at $x \in X$ by $D_{x} g: T_{x} X \rightarrow T_{g \cdot x} X$.

The space $X$ is a fiber bundle over $G / \Gamma$. Let $\pi: X \rightarrow G / \Gamma$ be the projection and let $\mathcal{E}:=\operatorname{ker} D \pi$ denote the fiberwise tangent bundle. That is, $\mathcal{E}=(G \times T M) / \Gamma$.

We write $\mathcal{A}: G \times \mathcal{E} \rightarrow \mathcal{E}$ for the fiberwise derivative cocycle over the $G$-action $X$ : given $x \in X$, if $\mathcal{E}(x)$ is the fiber of $\mathcal{E}$ over $x$ then $\mathcal{A}(g, x): \mathcal{E}(x) \rightarrow \mathcal{E}(g \cdot x)$ is the restriction to $\mathcal{E}(x)$ of the derivative of translation by $g$ :

$$
\mathcal{A}(g, x)=D_{x} g \upharpoonright_{\mathcal{E}(x)} .
$$

When $\Gamma$ is cocompact, we equip $T X$ and $\mathcal{E}$ with any choice of Riemannian metric. When $\Gamma$ is nonuniform, we use arithmeticity of $\Gamma$ and Siegel domains in $G$ to equip $T X$ and $\mathcal{E}$ with Riemannian metrics adapted to the geometry of $\Gamma$ in $G$.

### 5.2. Common themes

Let $A=\exp$ a be a maximal $\mathbb{R}$-split Cartan subgroup of $G$; when $G=\operatorname{SL}(n, \mathbb{R})$, we take $A=\left\{\operatorname{diag}\left(e^{t_{1}}, \ldots, e^{t_{n}}\right): t_{1}+\cdots+t_{n}=0\right\}$, the subgroup of positive diagonal matrices whence $A \simeq \mathbb{R}^{n-1}$. Most results discussed above follow from precise formulations of the following 2 heuristics. In the remainder of this section, we discuss concrete examples of these. Throughout, we always assume $\operatorname{dim}(A) \geq 2$.

Theme 1. Dynamical properties of the $\Gamma$-action on $M$ induce $A$-invariant probability measures $\mu$ on $X$ factoring onto the Haar measure on $G / \Gamma$ with corresponding dynamical properties.

Theme 2. A-invariant probability measures $\mu$ on $X$ factoring onto the Haar measure on $G / \Gamma$ are expected to be very "rigid."

Theme 2 often leads to extra invariance or homogeneity of the measure $\mu$. Combined with dynamical structures associated with $\mu$ in Theme 1, this often constrains possible dynamical properties of $\Gamma$ on $M$ or reveals some homogeneous structures associated with the $\Gamma$-action on $M$.

Below we describe one instance of Theme 1 and several instances of Theme 2. We also outline cohomological versions of Theme 1 and Theme 2 that are used in the proof of Theorem 4.6.

### 5.3. Theme 1 and subexponential growth

Let $X=(G \times M) / \Gamma$ denote the induced $G$-space and let $\mathcal{A}$ denote the corresponding fiberwise derivative cocycle. Given $a \in G$ and an $a$-invariant probability measure $\mu$ on $X$, we define the average top Lyapunov exponent of $\mathcal{A}$ by

$$
\lambda_{\text {top }, a, \mu, \mathcal{A}}:=\liminf _{n \rightarrow \infty} \frac{1}{n} \int \log \left\|\mathcal{A}\left(a^{n}, x\right)\right\| d \mu(x) .
$$

This is finite whenever the function $x \mapsto \log \|\mathcal{A}(a, x)\|$ is $L^{1}(\mu)$ which—by the choice of norm on $\mathcal{E}$-holds for any probability measure $\mu$ on $X$ that factors onto the normalized Haar measure on $G / \Gamma$. We recall Definition 2.5. The main technical theorem established in the papers [5-7] is the following precise version of Theme 1 which, under the assumption that the conclusion of Theorem 2.6 fails, builds a measure on the suspension space $X$ with certain dynamical properties.

Theorem 5.1 ([7, theorem d]). Let $G$ be a connected semisimple Lie group with finite center, ${ }^{2}$ without compact factors, and with $\operatorname{rank}_{\mathbb{R}} G \geq 2$. Let $\Gamma$ be an irreducible lattice subgroup in $G$, let $M$ be a compact manifold, and let $\alpha: \Gamma \rightarrow \operatorname{Diff}^{1}(M)$ be an action. If the action $\alpha$ fails to have uniform subexponential growth of derivatives then there exists a maximal $\mathbb{R}$-split Cartan subgroup $A$ of $G$ and a probability measure $\mu$ on $X$ such that
(1) $\mu$ is $A$-invariant,
(2) $\mu$ projects to the Haar measure on $G / \Gamma$, and
(3) for some $a \in A$, the average top Lyapunov exponent $\lambda_{\text {top }, a, \mu, \leftrightarrow}$ is positive.

We remark that there are no constraints on the dimension of $M$ in the statement of Theorem 5.1. In particular, Theorem 5.1 serves as the starting point for the proofs of Theorems 2.4 and 2.6 as well as Theorems 2.11, 2.13, and 3.1 and may serve as a starting point for future results.

### 5.4. Theme 2 and invariance of measures

In Theme 2, we consider an $A$-invariant probability measure $\mu$ on $X$ factoring onto the Haar measure on $G / \Gamma$. One precise version of Theme 2 produces extra invariance of $\mu$ by certain subgroups of $G$ normalized by $A$. See especially [8, proposition 5.1]. This has the following corollary used to prove Theorem 2.6.

Theorem 5.2. Let $G$ be a higher-rank simple Lie group, let $\Gamma$ be a lattice in $G$, let $M$ be a compact manifold, and let $\alpha: \Gamma \rightarrow \operatorname{Diff}^{r}(M)$ be an action for $r>1$. Then

2 For simplicity of statement, we assume the center of $G$ is finite though that is not necessary for applications.
(1) if $\operatorname{dim}(M) \leq r(G)-1$, every $A$-invariant probability measure on $X$ that projects to the Haar measure on $G / \Gamma$ is $G$-invariant;
(2) if $\operatorname{dim}(M) \leq r(G)$ and $\alpha$ is volume-preserving, every $A$-invariant probability measure on $X$ that projects to the Haar measure on $G / \Gamma$ is $G$-invariant.

To prove Theorem 2.6, if $\operatorname{dim} M<n(G)$ and if $\mu$ is a $G$-invariant probability measure on $X$, then Zimmer's cocycle superrigity implies $\lambda_{\text {top }, a, \mu, \mathscr{A}}=0$ for every $a \in G$. Combined with Theorems 5.1 and 5.2, we obtain a contradiction unless the conclusion of Theorem 2.6 holds.

In the setting of $C^{1}$ actions, we have the following weaker version of Theorem 5.2 which follows from mild modifications of the invariance principle in [1] (extending results of [46]).

Theorem 5.3 ([4, proposition 3]). Let $G$ be a higher-rank simple Lie group, let $\Gamma$ be a lattice in $G$, let $M$ be a compact manifold, and let $\alpha: \Gamma \rightarrow \operatorname{Diff}^{1}(M)$ be an action. Then
(1) if $\operatorname{dim}(M) \leq \operatorname{rank}(G)-1$, every $A$-invariant probability measure on $X$ that projects to the Haar measure on $G / \Gamma$ is $G$-invariant;
(2) if $\operatorname{dim}(M) \leq \operatorname{rank}(G)$ and $\alpha$ is volume-preserving, every $A$-invariant probability measure on $X$ that projects to the Haar measure on $G / \Gamma$ is $G$-invariant.

The appearance of $r(G)$ (rather than $v(G)$ or $n(G)$ ) in Theorem 5.2 is the main reason why $r(G)$ appears in Theorem 2.4. However, one might expect an analogue of Theorem 5.2 with dimension bounds corresponding to those in Conjecture 2.2 holds.

Conjecture 5.4. Let $G$ be a higher-rank simple Lie group, let $\Gamma$ be a lattice in $G$, let $M$ be a compact manifold, and let $\alpha: \Gamma \rightarrow \operatorname{Diff}^{\infty}(M)$ be an action.
(1) If $\operatorname{dim}(M) \leq v(G)-1$, every $A$-invariant probability measure on $X$ that projects to the Haar measure on $G / \Gamma$ is $G$-invariant.
(2) If $\operatorname{dim}(M) \leq v(G)$ and if $\alpha$ is volume-preserving, every $A$-invariant probability measure on $X$ that projects to the Haar measure on $G / \Gamma$ is $G$-invariant.

One might further conjecture the following.
(3) If $\operatorname{dim}(M) \leq n(G)-1$ and if $\alpha$ is volume-preserving, every $A$-invariant probability measure on $X$ that projects to the Haar measure on $G / \Gamma$ is $G$-invariant.

For many non- $\mathbb{R}$-split groups $G$, (1) and (2) of Conjecture 5.4 can be established using tools of measure rigidity and cocycle superrigidity. We discuss this in the next section.

### 5.5. Theme 2: measure and cocycle rigidity; homogeneous structures

Let $A$ be a maximal (connected) $\mathbb{R}$-split Cartan subgroup of $G$; since $A \simeq \mathbb{R}^{\text {rank }(G)}$, $A$ is a higher-rank abelian group if $G$ is higher-rank. Measures invariant under higher-rank abelian groups (with positive entropy) are expected to exhibit some degree of homogeneity
unless they factor onto an action of a rank- 1 quotient of $A$. Such results have been established in the setting of homogenous dynamics, see especially [19-21,43,48,61], and in the setting of smooth non-linear dynamics, see especially [36,37].

To prove Theorem 2.11, it remains to establish relevant cases of Conjecture 5.4; this implies an analogous version of Theorem 2.6 and allows one to complete the outline in Section 2.2. An argument discovered by J . An shows that one may assume the $A$-invariant measure $\mu$ in the conclusion of Theorem 5.1 is invariant under a parabolic subgroup $Q \subset G$ containing $A$. When the Levi component of $Q$ is sufficiently large, Zimmer's cocycle superrigidity constrains the combinatorics of the Lyapunov spectrum of the cocycle $\mathcal{A}$ (over the action of $A$ and the measure $\mu$ ); this, combined with [8, PROPOSITION 5.1], yields many cases of Conjecture 5.4 including (among others) the ranges in Theorem 2.11. Adaptations of the nonlinear measure rigidity arguments in [36,37] yield further constraints on the combinatorics of the Lyapunov spectrum of $\mathfrak{A}$ solving additional cases of Conjecture 5.4. We summarize with following.

Theorem 5.5 (J. An, A. Brown, and Z. Zhang; in preparation).
(1) Conjecture 5.4(1) holds for lattices in complex simple Lie groups.
(2) Conjecture 5.4(2) holds for lattices in $\operatorname{SL}(n, \mathbb{C})$ for $n \geq 4$.
(3) Conjecture 5.4(1) holds for lattices in the groups appearing in Theorem 2.11.

While this establishes Conjecture 5.4 in many cases, there are many higher-rank simple groups for which Conjecture 5.4 is unresolved.

Problem 5.6. Find a new mechanism to obtain extra invariance of $A$-invariant measures that allows us to establish additional cases of Conjecture 5.4.

The result announced in Theorem 4.13 follows by similarly adapting the measure rigidity arguments of [36] as well as a version of Theme 1 involving topological entropy.

The proof of Theorem 3.1 follows from further adapting the techniques of measure rigidity. Very roughly, starting from the $A$-invariant measure $\mu$ in the conclusion of Theorem 5.1, we have that $\mu$ is invariant under a parabolic subgroup $Q \subset G$ containing $A$. Locally, every point $x \in X$ has a neighborhood parameterized as $U \times M$ where $U \subset G$ is an open neighborhood of the identity. If $V \subset G$ denotes the unipotent subgroup transverse to $Q$, one shows the restriction of the measure $\mu$ to such parameterized neighborhoods coincides with the graph of an injective, $C^{r}$ function $V \rightarrow M$. These graphs then assemble coherently to give local homogeneous coordinates relative to which $M$ admits the structure of a $\Gamma$-equivariant covering space of $G / Q$.

### 5.6. Cohomological versions of Theme 1 and Theme 2

We end this note with a reformulation of Theme 1 and Theme 2 used in the proof of Theorem 4.6. Let $\Gamma \subset \operatorname{SL}(n, \mathbb{R})$ be a lattice, let $\alpha: \Gamma \rightarrow \operatorname{Homeo}\left(\mathbb{T}^{d}\right)$ be as in Theorem 4.6, and let $\rho: \Gamma \rightarrow \mathrm{GL}(d, \mathbb{Z})$ be the linear data of $\alpha$. Passing to compact extensions and subgroups
of finite index, assume $\alpha$ lifts to an action $\tilde{\alpha}: \Gamma \rightarrow \operatorname{Homeo}\left(\mathbb{R}^{d}\right)$ and that $\rho$ coincides with the restriction to $\Gamma$ of a continuous representation $\rho: \operatorname{SL}(n, \mathbb{R}) \rightarrow \operatorname{SL}(d, \mathbb{R})$.

Cohomological reformulation. Consider the identify map $h_{0}: \mathbb{T}^{d} \rightarrow \mathbb{T}^{d}$; the defect of $h_{0}$ satisfying (4.1) determines a continuous, $\rho$-twisted 1-cocycle $c: \Gamma \times \mathbb{T}^{d} \rightarrow \mathbb{R}^{d}$, given by $c(\gamma, x)=\tilde{\alpha}(\gamma)(\tilde{x})-\rho(\gamma) \tilde{x}$ for any lift $\tilde{x} \in \mathbb{R}^{d}$ of $x$. In particular, for $\gamma_{1}, \gamma_{2} \in \Gamma$,

$$
\begin{equation*}
c\left(\gamma_{1} \gamma_{2}, x\right)=\rho\left(\gamma_{1}\right) c\left(\gamma_{2}, x\right)+c\left(\gamma_{1}, \alpha\left(\gamma_{2}\right)(x)\right) . \tag{5.1}
\end{equation*}
$$

Suppose that $c$ is a coboundary; that is, suppose there exists a continuous function $\eta$ : $\mathbb{T}^{d} \rightarrow$ $\mathbb{R}^{d}$ such that for every $\gamma \in \Gamma$ and $x \in \mathbb{T}^{d}, c(\gamma, x)=\rho(\gamma) \eta(x)-\eta(\alpha(\gamma)(x))$. The function $h(x)=h_{0}(x)+\eta(x)=x+\eta(x)$ then satisfies (4.1).

Cohomological version of Theme 1. Rather than study the $\Gamma$-action on $\mathbb{T}^{d}$, we pass to the $G$-action on the suspension space $X$ and define a related cocycle $\tilde{c}: G \times X \rightarrow \mathbb{R}^{d}$. While $\tilde{c}$ is continuous in every fiber of $X$, it is only Borel measurable over $G / \Gamma$. Nonetheless, to establish Theorem 4.6, it suffices to show $\tilde{c}$ is a coboundary: for every $g \in G$,

$$
\begin{equation*}
\tilde{c}(g, x)=\rho(g) \tilde{\eta}(x)-\tilde{\eta}(g \cdot x) \tag{5.2}
\end{equation*}
$$

where $\tilde{\eta}: X \rightarrow \mathbb{R}^{d}$ is a measurable function that is continuous in Haar-almost every fiber. Using that $\rho\left(\gamma_{0}\right)$ is hyperbolic for some $\gamma_{0} \in \Gamma$, a modification of the proof of Theorem 4.2 produces such a function $\tilde{\eta}: X \rightarrow \mathbb{R}^{d}$ such that (5.2) holds for all $g \in A$ and almost every fiber.

Cohomological version of Theme 2. It remains to show the function $\tilde{\eta}$ solves equation (5.2) for all $g \in G$. We identify finitely many unipotent subgroups $\mathcal{U}=\left\{U_{1}, \ldots, U_{\ell}\right\}$ (specifically, 1-parameter root subgroups) of $\operatorname{SL}(n, \mathbb{R})$, each of which is normalized by $A$, and show
(1) the cocycle equation (5.2) holds for all $g \in U_{j}$, and
(2) the group $G$ is generated by the subgroups $U=\left\{U_{1}, \ldots, U_{\ell}\right\}$ and $A$.

For the case of $G=\operatorname{SL}(n, \mathbb{R})$ we may take $U$ to contain all root subgroups normalized by $A$. However, for certain higher-rank simple groups $G$ (such as $\operatorname{Sp}(4, \mathbb{R})$ of real rank 2), it may be that (5.2) only holds for $g$ in a subset of the root groups; nonetheless, these groups still generate all of $G$.

The above outline should apply to any $\rho$-twisted cocycle $c: \Gamma \times \mathbb{T}^{d} \rightarrow \mathbb{R}^{k}$, assuming $\rho\left(\gamma_{0}\right)$ is hyperbolic for some $\gamma_{0} \in \Gamma$, and show $c$ is a coboundary. However, this is a large restriction on the class of representations $\rho$ considered; for instance, it does not include the case that $\rho$ is the adjoint representation. Still, using that $c$ is a cocycle for an action of a large group, it may be possible to solve the following.

Question 5.7. Let $c: \Gamma \times \mathbb{T}^{d} \rightarrow \mathbb{R}^{k}$ be a $\rho$-twisted cocycle where $\rho: G \rightarrow \operatorname{GL}(k, \mathbb{R})$ is a nontrivial irreducible representation (such as the adjoint). Is $c$ a coboundary?

## A. NUMEROLOGY ASSOCIATED WITH ZIMMER'S CONJECTURE

We compute the numbers $n(G), d(G), v(G)$, and $r(G)$ for various classical real Lie groups. These numbers depend only on the Lie algebra of $G$.

| Lie algebra g | restricted root system | real <br> rank | $n(G)$ | $d(G)$ | $v(G)$ | $r(G)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathfrak{s l}(n, \mathbb{R})$ | $A_{n-1}$ | $n-1$ | $n$ | $2 n-2, n \neq 4$ | $n-1$ | $n-1$ |
| $n \geq 2$ |  |  |  | $5, n=4^{(a)}$ |  |  |
| $\mathfrak{s p}(2 n, \mathbb{R})$ | $C_{n}$ | $n$ | $2 n$ | $4 n-4$ | $2 n-1$ | $2 n-1$ |
| $n \geq 2$ |  |  |  |  |  |  |
| $\mathfrak{s o}(n, n+1)$ | $B_{n}$ | $n$ | $2 n+1$ | $2 n$ | $2 n-1$ | $2 n-1$ |
| $n \geq 3^{(\mathrm{b})}$ |  |  |  |  |  |  |
| $\mathfrak{s o}(n, n)$ | $D_{n}$ | $n$ | $2 n$ | $2 n-1$ | $2 n-2$ | $2 n-2$ |
| $n \geq 4^{(\mathrm{c})}$ |  |  |  |  |  |  |
| ${ }^{(\mathrm{a})} \mathfrak{} \mathfrak{l}(4, \mathbb{R})=\mathfrak{s o}(3,3)$ |  |  |  |  |  |  |
| (b) $\mathfrak{s o l}(1,2)=\mathfrak{s l}(2, \mathbb{R})$ and $\mathfrak{s o}(2,3)=\mathfrak{s p}(4, \mathbb{R})$ |  |  |  |  |  |  |
| ${ }^{\text {(c) }} \mathfrak{s o}(2,2)$ is not simple and $\mathfrak{s o}(3,3)=\mathfrak{s l}(4, \mathbb{R})$ |  |  |  |  |  |  |

TABLE 1
Numerology appearing in Zimmer's conjecture for classical $\mathbb{R}$-split Lie algebras.

| Lie algebra g | restricted root system | real <br> rank | $n(G)$ | $d(G)$ | $v(G)$ | $r(G)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \mathfrak{s l}(n, \mathbb{C}) \\ & n \geq 2 \end{aligned}$ | $A_{n-1}$ | $n-1$ | $2 n$ | $\begin{aligned} & 2 n-2, n \neq 4 \\ & 5, n=4^{(\mathrm{d})} \end{aligned}$ | $2 n-2$ | $n-1$ |
| $\begin{aligned} & \mathfrak{s p}(2 n, \mathbb{C}) \\ & n \geq 2 \end{aligned}$ | $C_{n}$ | $n$ | $4 n$ | $4 n-4$ | $4 n-2$ | $2 n-1$ |
| $\begin{aligned} & \mathfrak{s o}(2 n+1, \mathbb{C}) \\ & n \geq 3^{(\mathrm{e})} \end{aligned}$ | $B_{n}$ | $n$ | $4 n+2$ | $2 n$ | $4 n-2$ | $2 n-1$ |
| $\begin{aligned} & \mathfrak{s o}(2 n, \mathbb{C}) \\ & n \geq 4^{(\mathrm{f})} \end{aligned}$ | $D_{n}$ | $n$ | $4 n$ | $2 n-1$ | $4 n-4$ | $2 n-2$ |
| $\begin{aligned} & \text { (d) } \mathfrak{s l ( 4 , \mathbb { C } ) =} \\ & \text { (e) } \left.^{\text {(e) }} \mathfrak{s}, \mathbb{C}\right)= \\ & \text { (f) } \mathfrak{s o}(6, \mathbb{C})= \end{aligned}$ | , $\mathbb{C}$ ) <br> , $\mathbb{C}$ ) and $\mathfrak{s o}$ <br> $\mathbb{C})$ and $\mathfrak{s o}$ | $\mathbb{C})=$ <br> $\mathbb{C}$ ) is | $(2, \mathbb{C})$. simple. |  |  |  |

TABLE 2
Numerology appearing appearing in Zimmer's conjecture for classical complex Lie algebras.

| Lie algebra g | restricted root system | real <br> rank | $n(G)$ | $d(G)$ | $v(G)$ | $r(G)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathfrak{s}(n, \mathbb{H}), n \geq 3$ | $A_{n-1}$ | $n-1$ | $4 n$ | $4 n-2$ | $4 n-4$ | $n-1$ |
| $\mathfrak{s o}(n, m)$ | $B_{n}, n<m$ | $n$ | $n+m$ | $n+m-1$ | $n+m-2$ | $2 n-1$ |
| $2 \leq n \leq n+2 \leq m$ |  |  |  |  |  |  |
| $\mathfrak{s u}(n, m)$ | $(B C)_{n}, n<m$ | $n$ | $2 n+2 m$ | $2 n+2 m-2$ | $2 n+2 m-3$ | $2 n-1$ |
| $(n, m) \neq(2,2)^{(\mathrm{g})}$ |  |  |  |  |  |  |
| $\mathfrak{s p}(2 n, 2 m)$ | $(B C)_{n}, n<m$ | $n$ | $4 n+4 m$ | $4 n+4 m-4$ | $4 n+4 m-5$ | $2 n-1$ |
| $1 \leq n \leq m$ | $C_{n}, n=m$ |  |  |  |  |  |
| $\overline{\mathfrak{S o}^{*}(2 n)}$ | $C_{\frac{1}{2} n}$ | $\frac{n}{2}$ | $4 n$ | $2 n-1$ | $4 n-7$ | $n-1$ |
| $n \geq 4 \text { even }^{(\mathrm{h})}$ |  |  |  |  |  |  |
| $\mathfrak{S O}^{*}(2 n)$ | $(B C)_{\frac{1}{2}(n-1)}$ | $\frac{n-1}{2}$ | $4 n$ | $2 n-1$ | $4 n-7$ | $n-2$ |
| $n \geq 5$ odd |  |  |  |  |  |  |
| ${ }^{(\mathrm{g})} \mathfrak{s u}(2,2)=\mathfrak{s o}(4,2$ |  |  |  |  |  |  |
| (h) $\mathfrak{S o}^{*}(4)$ is not simpl |  |  |  |  |  |  |

TABLE 3
Numerology appearing in Zimmer's conjecture for classical higher-rank nonsplit real forms.
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## ABSTRACT

We survey some results on the dynamics of the horocycle flow on the moduli space of translation surfaces. We outline proofs of some recent results, obtained by the authors in collaboration with John Smillie, and pose some open questions.
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## 1. INTRODUCTION

The study of dynamics on moduli spaces of translation surfaces has been undergoing intensive growth over the last two decades. This subdomain of ergodic theory lies at the crossroads of dynamics of Lie group actions and geometry of surfaces and has close connections with the theory of rational billiards, interval exchange transformations, Teichmüller theory, algebraic geometry, number theory, mathematical physics, and more. The foundations of the theory were laid down by Masur and Veech in the 1980s, in work motivated by a conjecture of Keane about interval exchange transformations. Through the efforts of many mathematicians (see the ICM proceedings contributions [11,16,23,30,49], and the survey [33] about billiards in this volume), we now know a great deal about the dynamics on these spaces. As entry points we recommend the surveys $[17,24,26,44,46-48]$.

Our focus in this survey will be results and open questions concerning the dynamics of the horocycle flow. Much of the work on the dynamics on spaces of translation surfaces has been motivated by a fruitful analogy with the study of Lie group actions on homogeneous spaces. In such a putative dictionary, the horocycle flow on moduli spaces corresponds to a unipotent flow on a homogeneous space, for which Ratner [31] famously showed that all orbitclosures and invariant measures admit a nice algebraic description. The celebrated "magic wand" theorems of Eskin, Mirzakhani, and Mohammadi [14,15], which we will discuss briefly below, may be regarded as providing positive evidence for the existence of a corresponding picture for moduli spaces of translation surfaces. However, as we will see, the emerging picture for the horocycle flow in moduli spaces is more complicated than this simple analogy might suggest.

## 2. DEFINITIONS AND BACKGROUND

There are several alternative points of view concerning the definitions of translation surfaces, their moduli spaces, and the $\mathrm{SL}_{2}(\mathbb{R})$-action on them, see Definitions 1,4 , and 5 of [24]. See the surveys mentioned above for more information, and alternative definitions, and see $[4, \$ 2]$ for a more detailed treatment following the point of view we will take here.

A polygonal surface (which we will also call a polygonal presentation of a translation surface) is a finite collection of polygons in the plane, equipped with a partition of the sides into pairs of parallel sides of equal length and opposite orientation, which we identify by translations.

If $e, e^{\prime}$ is a pair of identified sides, then there is a unique translation $\varphi=\varphi_{e, e^{\prime}}$ with $\varphi(e)=e^{\prime}$, and we say that each $x \in e$ is identified with $\varphi(x) \in e^{\prime}$. The identifying maps $\left\{\varphi_{e, e^{\prime}}\right\}$ generate an equivalence relation on the polygonal surface. For points in the interior of polygons, the equivalence class is a singleton; for points in the interior of a side, it is a pair of points; and for vertices, it is some finite set of vertices. The union of polygons has a topology as a subset of Euclidean space, and we endow the polygonal surface with the quotient topology for the equivalence relation just defined. Thus the polygonal surface becomes a compact oriented surface. We make the further requirement that it is connected.


FIGURE 1
A polygonal surface. Parallel edges (in case of ambiguity, those with the same marking) are identified by translations, and the points marked with $\bullet$ and $\circ$ represent two singularities, each of order 1 . The rotating arc around singularity $\circ$ measures its turning angle of $4 \pi$.

A polygonal surface inherits some geometric structures from the plane. Each point has a cone angle which measures the total turning angle made by a curve around the point. At points which are interior points of polygons or of edges, the turning angle is $2 \pi$, and for vertices of polygons, it is $2 \pi(1+k)$ for some integer $k \geq 0$ measuring the excess in angle. Points for which the excess in angle is positive are called singularities, and the excess in angle of a singularity is its order. One defines the area of a polygonal surface, as the sum of the areas of the polygons. The surface also inherits the notion of a straightline flow in any direction. This is defined by extending the motion along a straight line by applying the maps $\varphi_{e, e^{\prime}}$. If a straightline flow reaches a singularity, the straightline trajectory does not extend past the singularity, and thus the straightline flow in a given direction is defined for all times, only on a dense $G_{\delta}$ subset of the polygonal surface. A finite straightline flow trajectory which begins and ends at singular points is called a saddle connection. One can also measure the total horizontal and vertical displacement along an oriented path $\alpha$ in a polygonal surface $M$, i.e., the total amount traveled in the horizontal and vertical directions, when traveling along the path. We denote by $\operatorname{hol}_{M}(\alpha) \in \mathbb{R}^{2}$ the holonomy vector whose components are these horizontal and vertical displacements. See Figure 2.

There is a scissors congruence equivalence relation on polygonal surfaces, generated by the following three operations:
(a) subdividing a polygon into two polygons by adding a diagonal (in this case the two new edges are "both sides" of the new diagonal and they are identified);
(b) the inverse operation of amalgamating two polygons separated by an edge into a larger one by deleting a diagonal; and
(c) translating polygons by translations.

See Figure 3.



## FIGURE 2

Measuring $\operatorname{hol}_{M}(\alpha)$ for a saddle connection $\alpha$.

A scissors equivalence class of polygonal surfaces is called a translation surface. The number of singularities of a fixed order, the area and the holonomy vectors of piecewise linear paths are the same for polygonal surfaces that are the same up to scissors congruence, and thus make sense on translation surfaces.

The collection of all translation surfaces with a fixed number of singularities of given orders is called a stratum; we denote by $\mathscr{H}\left(a_{1}, \ldots, a_{r}\right)$, where $a_{1}, \ldots, a_{r}$ are positive integers, the stratum of translation surfaces with $r$ singularities, of orders $a_{1}, \ldots, a_{r}$. The group

$$
G=\mathrm{SL}_{2}(\mathbb{R})=\left\{\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right): a d-b c=1\right\}
$$

acts on the plane by linear transformations. This action extends to an action on polygonal surfaces (by applying the same linear transformation to each polygon) and preserves scissors


## FIGURE 3

Two scissors-equivalent polygonal surfaces.
equivalence, and thus acts on each stratum. The restriction of this action to the group

$$
\left\{g_{t}: t \in \mathbb{R}\right\}, \quad \text { where } g_{t}=\left(\begin{array}{cc}
e^{t} & 0 \\
0 & e^{-t}
\end{array}\right)
$$

is called the geodesic flow. This action has been extensively studied, since the projections of its orbits to the moduli space of Riemann surfaces are parameterized geodesic paths with respect to the Teichmüller metric, and also since it provides a renormalization framework used for studying billiards and interval exchange transformations. Our focus will be on the horocycle flow, which is defined as the restriction of the $G$-action to the subgroup

$$
U=\left\{u_{s}: s \in \mathbb{R}\right\}, \quad \text { where } u_{s}=\left(\begin{array}{ll}
1 & s  \tag{2.1}\\
0 & 1
\end{array}\right)
$$

We will pay special attention to orbit-closures for this action. For this, we need to define a topology on a stratum $\mathscr{H}$. The topology we will use is a metrizable topology, characterized by the property that a sequence $\left\{M_{j}\right\}$ of translation surfaces converges to $M$ as $j \rightarrow \infty$ if one can choose polygonal surfaces which are representatives for $M$ and each of the $M_{j}$ such that, for all large enough $j$, the polygonal surfaces have the same combinatorics (that is, the same number of polygons with the same number of sides and the same side identifications) and the vertices of the polygons comprising $M_{j}$ converge to the corresponding vertices of the polygons comprising $M$. See [4, §2.4] for more details.

### 2.1. Some foundational results

The following fundamental results were proved in the 1980s and 1990s.

- The $G$-action preserves the area of a translation surface, and we denote by $\mathscr{H}_{1}\left(a_{1}, \ldots, a_{r}\right)$ the collection of area-one surfaces in $\mathscr{H}\left(a_{1}, \ldots, a_{r}\right)$. There is a natural smooth $G$-invariant measure of full support on the spaces $\mathscr{H}_{1}\left(a_{1}, \ldots, a_{r}\right)$, derived from the Lebesgue measure in "period coordinates" via a "cone construction," which was constructed by Masur [20] and Veech [40], and is now referred to as the Masur-Veech measure. Masur, Veech, and Masur-Smillie [25] proved that it is finite. Kontsevich and Zorich [19] classified the connected components of strata.
- Masur [20] and Veech [38] showed that interval exchange transformations can be suspended and understood via straighline flows on translation surfaces, and that the $\left\{g_{t}\right\}$-action can be used to renormalize the straightline flow dynamics. They used this approach to settle a conjecture of Keane concerning the unique ergodicity of interval exchange transformations.
- Masur [20] and Veech [39] showed that the $G$-action is ergodic with respect to the Masur-Veech measure. This implies that there are dense orbits for the horocycle flow and the geodesic flow, and that these flows are both mixing.
- Veech [37] gave examples of $\mathbb{Z} / 2 \mathbb{Z}$ skew products of rotations that can be interpreted as flows on translation surfaces [26]. In these translation surfaces one has directions in which the straightline flow is minimal but not uniquely ergodic. Similar examples were also independently constructed by Sataev [32]. This phenomenon of minimality without unique ergodicity of the straightline flow will play an important role in our discussion. Masur [22] established a link between nondivergence of geodesic trajectories and unique ergodicity of foliations. Masur and Smillie [25] showed that, while they are rare, there are abundant examples of minimal and not uniquely ergodic flows on translation surfaces.
- Veech [41] gave example of surfaces whose $G$-orbit carries a finite $G$-invariant measure (such surfaces are now known as Veech surfaces). Using the connection to the $G$-dynamics, he showed that for Veech surfaces, the straightline flow dynamics admits a complete description.
- Masur [21] showed that $G$-orbits are never bounded, and used this to show the existence of periodic trajectories for rational billiards. On the other hand, Smillie (see $[35,42]$ ) showed that a $G$-orbit $G q$ is closed if and only if $q$ is a Veech surface.


### 2.2. The analogy with Ratner's work, and the magic wand theorem

The results mentioned in Section 2.1 can be seen as counterparts of similar results in the setting of homogeneous flows. Around the end of the 20th century, several researchers
began to speculate that there might be a translation surface analogue of Ratner's celebrated theorems on the action of groups generated by unipotents, acting on homogeneous spaces. In particular, see [1,11], whose authors noted the usefulness of obtaining analogues of Ratner's theorem for applications in geometry and dynamics of translation surfaces.

What makes Ratner's results so powerful is that they are able to shed light on the behavior of every orbit (in contrast to softer results in ergodic theory which describe the behavior of typical orbits). Indeed, this analogy led to the hope that it might be possible to completely classify all invariant measures and all orbit-closures for the $G$-action and the $U$-action, as these are the only two connected subgroups of $G$ (up to conjugation) that are generated by unipotent one parameter subgroups. McMullen [27] established such a result for the $G$-action in genus two, see also Calta [6] for earlier strong results in this direction. These results gave further impetus to work in this direction. The search was officially on when Zorich published an influential survey [48] with a section titled "hope for a magic wand." For the $G$-action, the conjecture was confirmed in a spectacular fashion by Eskin, Mirzakhani, and Mohammadi in [14,15]. This work has revolutionized the study of dynamics on translation surfaces and has already had many applications in geometry which we do not survey here. As a sample of their results, we have the following:

Theorem 2.1 (Eskin-Mirzakhani-Mohammadi, $P$-genericity). For any translation surface $q$, there is a measure $v$ whose support is the orbit-closure $\overline{G q}$ and such that, for any compactly supported continuous test function $\varphi$ on the stratum containing $q$,

$$
\frac{1}{T} \int_{0}^{T} \int_{0}^{1} \varphi\left(g_{t} u_{s} q\right) d s d t \underset{T \rightarrow \infty}{\longrightarrow} \int \varphi d \nu
$$

The measure $v$ is affine in natural coordinates, see [15, DeF. 1.1] for a precise statement.
These developments left open the question of whether a similar result was possible for the $U$-action, i.e., whether it is possible to classify all the $U$-orbit closures in terms of some algebraic or geometric data. Can one understand all $U$-invariant ergodic measures, and the asymptotic distribution of averages along any $U$-orbit? While the focus of this survey is on the horocycle dynamics as an interesting subject in its own right, we note that positive answers to these questions would have far-reaching consequences for some counting problems associated with billiards and flat surfaces. However, as we will see in this survey, the behavior of $U$-orbits in strata of translation surfaces can be quite different from the behavior of unipotent trajectories in homogeneous spaces.

## 3. BEHAVIOR OF INDIVIDUAL HOROCYCLE ORBITS

### 3.1. Some early results

Using ideas of Kerckhoff, Masur, and Smillie [18], Veech [43] showed that there is no orbit of the horocycle flow that diverges in $\mathscr{H}$. That is, for any $q \in \mathscr{H}$, there is a compact $K \subset \mathscr{H}$ such that the set of visit times

$$
\left\{s>0: u_{s} q \in K\right\}
$$

is unbounded. A quantitative strengthening of this result was obtained by Minsky and Weiss [28]: for any $q \in \mathscr{H}$ and any $\varepsilon>0$, there is a compact subset $K \subset \mathscr{H}$ such that

$$
\liminf _{T \rightarrow \infty} \frac{1}{T}\left|\left\{s \in[0, T]: u_{s} q \in K\right\}\right|>1-\varepsilon
$$

These results are parallels of quantitative nondivergence results of Dani and Margulis for unipotent flows on homogeneous spaces (see [10]). With these results in hand, Smillie and Weiss [34] classified the minimal sets for the $U$-action on $\mathscr{H}$. They showed that for any $q \in \mathscr{H}$, the orbit-closure $\overline{U q}$ contains a minimal set, i.e., a closed $U$-invariant subset containing no proper closed $U$-invariant subsets. Furthermore, $\overline{U q}$ is minimal if and only if the straightline flow in the horizontal direction on the underlying surface $M_{q}$ is completely periodic. It follows that any orbit-closure for the $U$-action contains such a horizontally completely periodic surface.

In some rather special settings, it was possible to completely classify the $U$-invariant measures and orbit-closures. For Veech surfaces, this follows from results in homogeneous dynamics, as was observed in [13]. The first result of this kind in a nonhomogeneous setting is due to Eskin, Marklof, and Witte Morris [12], who studied surfaces which are branched covers of Veech surfaces. This work was later extended by Calta and Wortman [7] and Bainbridge, Smillie, and Weiss [4]. In [4], a complete classification of $U$-invariant measures and orbit-closures is given within the eigenform loci in genus two. In these loci, which are 5dimensional $G$-orbit-closures in $\mathscr{H}(1,1)$ arising in McMullen's genus-two classification, we have a complete understanding of the possible orbit-closures and invariant measures. In these examples one can observe some phenomena not present for the $G$-dynamics, for instance, orbit-closures which are manifolds with nonempty boundary and an infinitely generated fundamental group. Nevertheless, these partial results were all consistent with a putative "magic wand theorem for horocycles."

### 3.2. Recent results

The situation changed in our work [9]. In this paper we proved the following results. We recall that if $\mu$ is a measure on $\mathscr{H}$ and $q \in \mathscr{H}$, we say that $q$ is generic for $\mu$ if for any compactly supported continuous function $f$ on $\mathscr{H}$ one has

$$
\begin{equation*}
\frac{1}{T} \int_{0}^{T} f\left(u_{s} q\right) d s \underset{T \rightarrow \infty}{\longrightarrow} \int_{\mathscr{H}} f d \mu \tag{3.1}
\end{equation*}
$$

Theorem 3.1. Let $\mathscr{H}=\mathscr{H}(1,1)$ be the stratum of genus two surfaces with two singular points. Then:
(1) There is a surface $q \in \mathscr{H}$ and $a G$-invariant ergodic measure $\mu$ on $\mathscr{H}$ such that $q$ is generic for $\mu$ but $\operatorname{supp}(\mu) \varsubsetneqq \overline{U q}$.
(2) There is a surface $q \in \mathscr{H}$ which is not generic for any measure.
(3) There is a surface $q \in \mathscr{H}$ whose orbit-closure is a fractal, in the sense that the Hausdorff dimension of $\overline{U q}$ is not an integer.

We make some remarks to put these results in context. The third item in Theorem 3.1 is perhaps the most striking, but the first two are also in stark contrast with a "magic wand paradigm." Note that in (1), the support of the measure limit measure $\mu$ is not the closure of the orbit - compare with Theorem 2.1 or Ratner's work. Also in (2) we see that there is no analogue of Theorem 2.1 for the horocycle flow.

The orbit-closure we construct in (3) has an explicit description. The precise statement requires some technical preparation and will not be discussed here, see [9, тнм. 1.8].

The stratum $\mathscr{H}(1,1)$ is the simplest one in which we are able to exhibit a surface satisfying (3) but it is likely that our method can be extended to many other strata. However, we are not able to establish (1) and (3) in the stratum $\mathscr{H}$ (2). Note, however, that (2) holds in $\mathscr{H}(2)$ by the work of Chaika, Khalil, and Smillie [8].

In the next sections we will explain some of the ideas of [9], focusing on the proofs of (1) and (2).

## 4. TREMORS

The dynamical properties of a horocycle flow trajectory are intimately related to those of the horizontal straightline flow on the corresponding surfaces. Following [9], we will use the notation $q$ to refer to a surface in a stratum, and $M_{q}$ to refer to the underlying translation surfaces. Although they are formally identical, we will use the symbol $q$ when the dynamical system we are considering is primarily the $G$-action on the stratum $\mathscr{H}$ containing $q$, and we will use $M=M_{q}$ when we are considering the dynamics of the horizontal straightline flow on the underlying translation surface. From now on, by straightline flow we always mean the horizontal straightline flow, which we will denote by $\left\{\phi_{t}\right\}$ (the surface on which the flow takes place will be clear from the context).

Let $v$ be a $\left\{\phi_{t}\right\}$-invariant measure on $M$. The simplest example is the Lebesgue measure on the individual polygons. The second simplest example is the restriction of Lebesgue measure to a polygonal subsurface which is $\left\{\phi_{t}\right\}$-invariant; for example, in Figure 1, the restriction of Lebesgue measure to one of the two hexagons in the picture (note that these hexagons are separated from each other by two horizontal saddle connections, and thus each is $\left\{\phi_{t}\right\}$-invariant). Finally, a more interesting example referred to earlier, is the case when the straightline flow is minimal but not uniquely ergodic; in that case there will be two or more mutually singular $\left\{\phi_{t}\right\}$-invariant measures, all supported on the entire surface $M$. By a standard result (see, e.g., [26]), if the straightline flow is not minimal then the surface contains a horizontally invariant polygonal subsurface, and thus this list exhausts all possible cases. Note that for almost every surface $M$, with respect to the measures discussed in Section 2.1, the only $\left\{\phi_{t}\right\}$-invariant measure (up to scaling) is Lebesgue measure.

Let $\sigma$ be any nonhorizontal segment in $M$. Such a segment is known as a crosssection. We consider $\sigma$ as a piece of a trajectory for a (nonhorizontal) straightline flow, thus parameterizing it by an interval, where we choose the positive orientation on $\sigma$ so that $\operatorname{hol}_{M}(\sigma)=\left(x_{\sigma}, y_{\sigma}\right)$ satisfies $y_{\sigma}>0$. From $v$ we can construct a cross-section measure on
$\sigma$ via the formula

$$
\beta_{\sigma, v}(A)=\beta(A)=\lim _{\varepsilon \rightarrow 0+} \frac{1}{\varepsilon} v\left(\left\{\phi_{t}(a): a \in A, t \in[0, \varepsilon]\right\}\right)
$$

This classical construction defines a bijection between straightline flow invariant measures on $M$ and measures on $\sigma$ which are invariant under the first return map to $\sigma$ along horizontal lines (see [2]). ${ }^{1}$ If $v=$ Leb is Lebesgue measure on $M$, the cross-section measure on $\sigma$ (viewed as an interval via its parameterization) is a multiple of one-dimensional Lebesgue measure. The system of measures $\beta_{\nu}=\left\{\beta_{\sigma, \nu}: \sigma\right.$ is a cross-section $\}$ is an example of a transverse measure (corresponding to $v$ ). ${ }^{2}$ The transverse measure corresponding to Leb will be called the canonical transverse measure. Similarly, if $v$ is the restriction of Lebesgue measure to a polygonal subsurface, the cross-section measure on each $\sigma$ is the restriction of Lebesgue measure to a finite collection of subintervals. If $\left\{\phi_{t}\right\}$ is minimal but not uniquely ergodic, the cross-section measures are fully supported measures which may be distinct from Lebesgue measure.

Let us now express the action of the horocycle element $u_{s}$ (notation as in (2.1)). Recall that $u_{s}$ acts on polygonal surfaces by tilting or shearing polygons. The computation

$$
\operatorname{hol}_{u_{s} M}(\sigma)=\left(\begin{array}{ll}
1 & s \\
0 & 1
\end{array}\right)\binom{x_{\sigma}}{y_{\sigma}}=\binom{x_{\sigma}+s y_{\sigma}}{y_{\sigma}}=\operatorname{hol}_{M}(\sigma)+\binom{s y_{\sigma}}{0}
$$

shows that the amount of tilting of a side $\sigma$ of a polygon is proportional to its measure, with respect to the canonical transverse measure. We can tweak this definition and replace each appearance of $y_{\sigma}$ with $\beta(\sigma)$, where $\beta$ is a transverse measure on $M$. This idea gives rise to the tremor map. It takes as input a surface $q$, a transverse measure $\beta$, and a "time parameter" $s$, and produces a new translation surface $q^{\prime}=\operatorname{trem}_{s, \beta}(q)$, where $M^{\prime}=M_{q^{\prime}}$ is defined by assigning to each side $\sigma$ of a polygonal presentation of $M_{q}$ the holonomy

$$
\operatorname{hol}_{M^{\prime}}(s)=\operatorname{hol}_{M}(\sigma)+\binom{s \beta(\sigma)}{0} .
$$

A basic observation is that this definition makes sense. That is, there is a polygon presentation of $M_{q}$ for which the adjusted segments in the above definition still give a polygonal presentation of a surface $M^{\prime}$, and, moreover, $M^{\prime}$ does not depend on a particular choice of a polygonal presentation. Furthermore, ${ }^{3}$ it can be shown that $\operatorname{trem}_{s, \beta}(q)$ is defined for all values of $s$. On the other hand, the tremor map is not a flow in the sense that the choice of $\beta$ depends on the initial translation surface $M_{q}$. For most choices of $M_{q}$, the only choice for $\beta$ is the canonical transverse measure, and in that case $\operatorname{trem}_{s, \beta}(q)$ is nothing but the horocycle

1 More precisely, for this correspondence we need $\sigma$ to intersect every straightline trajectory; this always happens when the straightline flow is minimal but it will be convenient to relax this condition and define $\beta_{\sigma, \nu}(A)$ for any $\sigma$.
2 In [9] we use a more general definition of transverse measures, but the only transverse measures we will need in this survey arise from straightline flow invariant measures via this construction.
3 Recall that in this survey we discuss a more restrictive class of transverse measures. This assertion is false in the more general context considered in [9].
image $u_{s} q$. However, for surfaces $M_{q}$ for which there are noncanonical transverse measures, we get other tremor paths $\left\{\operatorname{trem}_{s, \beta}(q): s \in \mathbb{R}\right\}$.

Sometimes it will be helpful to ignore the dependence of $\operatorname{trem}_{s, \beta}(q)$ on $s$, and we will write $\operatorname{trem}_{\beta}(q)=\operatorname{trem}_{1, \beta}(q)$. Note that the multiple of a transverse measure by a positive scalar is also a transverse measure, and we have the obvious identity

$$
\begin{equation*}
\operatorname{trem}_{s \beta}(q)=\operatorname{trem}_{s, \beta}(q) \tag{4.1}
\end{equation*}
$$

It is sometimes helpful to work with signed measures, which turns the set of all "signed transverse measures" into a real vector space. We call elements of this vector space signed foliation cycles. One can extend the definition of a tremor to the case in which $\beta$ is a signed foliation cycle, and then one obtains identities like (4.1) for all $s \in \mathbb{R}$. In this more general setup, the set of transverse measures forms a convex cone $C_{q}^{+}$in the vector space of signed foliation cocycles. See $[9, \S 6]$ for more details.

A crucial fact for our analysis is the fact that surfaces which are obtained from one another by a tremor "have the same horizontal foliation." To make this precise, in [9, §5], we show the existence of a homeomorphism $\psi=\psi_{\beta}: M_{q} \rightarrow M_{q^{\prime}}$, which is a topological conjugacy between the straightline flow on $M_{q}$ and the straightline flow on $M_{q^{\prime}}$, i.e.,

$$
\begin{equation*}
\forall t \in \mathbb{R}, \quad \phi_{t}^{\prime} \circ \psi=\psi \circ \phi_{t} \tag{4.2}
\end{equation*}
$$

where $\phi_{t}, \phi_{t}^{\prime}$ denote respectively the straightline flows on $M_{q}$ and $M_{q^{\prime}}$. The pushforward map $\psi_{*}$ induces a bijection between the straightline flow invariant measures on $M_{q}$ and those on $M_{q^{\prime}}$, and thus between the cones of transverse measures $C_{q}^{+}, C_{q^{\prime}}^{+}$. In particular, this holds when $\beta$ is canonical, i.e., when $q^{\prime} \in U q$. Thus if $M_{q}$ is not horizontally uniquely ergodic, then the same holds for $M_{q^{\prime}}$. Furthermore, we have the relation

$$
\begin{equation*}
\forall s \in \mathbb{R}, \quad u_{s} \operatorname{trem}_{\lambda}(q)=\operatorname{trem}_{\lambda}\left(u_{s} q\right), \tag{4.3}
\end{equation*}
$$

where we have used $\lambda$ to denote both a transverse measure on $M_{q}$, and its image under $\psi_{*}$. Formally, this is a commutation relation between the maps $q \mapsto \operatorname{trem}_{\lambda}(q)$ and $q \mapsto u_{s}(q)$. Note, however, that off of a set of measure zero, any tremor is just the horocycle flow and (4.3) is just the relation $u_{s_{1}} \circ u_{s_{2}}=u_{s_{2}} \circ u_{s_{1}}$.

## 5. SOME IDEAS IN THE PROOF OF THEOREM 3.1

## 5.1. $\boldsymbol{U}$-orbits of tremored surfaces almost track $\boldsymbol{U}$-orbits

The starting point for our analysis is the following observation:
Proposition 5.1. There is a proper complete metric dist on $\mathscr{H}$, inducing the topology, such that the following holds. Let $q \in \mathscr{H}$ be such that $M_{q}$ admits a noncanonical transverse measure $\beta=\beta_{v}$, where $v$ is a straightline flow invariant measure satisfying $v \ll$ Leb. Let $q^{\prime}=\operatorname{trem}_{\beta}(q)$. Then

$$
\begin{equation*}
\sup _{s \in \mathbb{R}} \operatorname{dist}\left(u_{s} q, u_{s} q^{\prime}\right)<\infty \tag{5.1}
\end{equation*}
$$

Note that by (4.3), $u_{s} q^{\prime}=\operatorname{trem}_{\beta}\left(u_{s} q\right)$. A useful (but imprecise) heuristic explanation of (5.1) is that a fixed tremor can only move points a bounded distance. The metric dist appearing in Proposition 5.1 was introduced in [3].

A more detailed analysis of the function $s \mapsto \operatorname{dist}\left(u_{s} q, u_{s} q^{\prime}\right)$ appearing in (5.1) yields the following statement.

Theorem 5.2. Let $\mathcal{M}=\overline{G q} \nsubseteq \mathscr{H}$ be a $G$ orbit-closure, and let $v$ be the $G$-invariant ergodic measure on $\mathcal{M}$ (as in Theorem 2.1). Suppose $q$ is generic for $v$ and $M_{q}$ is horizontally minimal but not uniquely ergodic. Let $\beta$ be a noncanonical transverse measure on $M_{q}$ such that $q^{\prime}=\operatorname{trem}_{\beta}(q) \notin \mathcal{M}$. Then there is $s_{0} \in \mathbb{R}$ so that the surface $q_{0}=u_{s_{0}} q$ satisfies

$$
\begin{equation*}
\forall \varepsilon>0, \quad \frac{1}{T}\left|\left\{s \in[0, T]: \operatorname{dist}\left(u_{s} q^{\prime}, u_{s} q_{0}\right) \geq \varepsilon\right\}\right| \underset{T \rightarrow \infty}{\longrightarrow} 0 \tag{5.2}
\end{equation*}
$$

Note that $q_{0} \in \mathcal{M}$ is also generic for $v$, since $q$ is. If $\beta$ were the canonical transverse measure then $q^{\prime}=u_{s_{0}} q=q_{0}$ and (5.2) would be vacuously true. The result asserts that when $q^{\prime} \notin \mathcal{M}$, the trajectory of $q^{\prime}$ nevertheless spends all but a negligible proportion of its time arbitrarily close to the trajectory of a generic point. In particular, it "falls back on $\mathcal{M}$." Since genericity is not affected by modifying a trajectory on a set of zero measure, we see that Theorem 5.2 implies (1) of Theorem 3.1, provided one can find examples of $\mathcal{M}$ and $q$ for which the conditions of Theorem 5.2 are satisfied.

That such examples exist follows from the genericity results in [4]. Indeed, in the setting of eigenform loci in $\mathscr{H}(1,1)$ studied in that paper, the condition of having a minimal but not uniquely ergodic horizontal straightline flow does not have any effect on the asymptotic distribution of a horocycle orbit. In the simplest of these examples, $\mathcal{M}$ can be taken to be the collection of surfaces in $\mathscr{H}(1,1)$ which admit a $2: 1$ branched covering of a torus (this orbit-closure is denoted by $\varepsilon_{4}$ in McMullen's classification [27]).

We now explain the idea behind the proof of (5.2). It is useful to view a transverse measure as a cohomology class. Indeed, a transverse measure (or indeed, a signed foliation cocycle) assigns a real number to any positively oriented transverse segment on $M_{q}$. One can check that the assignment $\sigma \mapsto \beta_{\sigma, v}(\sigma)$ (where $\beta=\left\{\beta_{\sigma, v}\right\}$ ) is a cochain representing a cohomology class in $H^{1}\left(M_{q}, \Sigma_{q} ; \mathbb{R}\right)$, where $\Sigma_{q}$ is the set of singularities. Consider the vector bundle $\mathscr{B}$ over $\mathscr{H}$ for which the fiber over $q$ is $H^{1}\left(M_{q}, \Sigma ; \mathbb{R}\right)$, that is,


The bundle $\mathscr{B}$ has a simple description as a subbundle of the tangent bundle of $\mathscr{H}$, with the pair $(q, \beta)$ representing the tangent direction of the curve $s \mapsto \operatorname{trem}_{s, \beta}(q) .{ }^{4}$ In particular, $\mathscr{B}$ has a natural topology, and in this topology the set of cones of transverse measures

4 To make this description precise one should work in the category of orbifold bundles.
$C_{q}^{+}$is closed (see $\left.[9, \S 4.1, \S 13]\right)$. That is, if $\beta_{n} \in H^{1}\left(M_{q_{n}}, \Sigma_{q_{n}} ; \mathbb{R}\right)$ are cohomology classes represented by transverse measures, and $\left(q_{n}, \beta_{n}\right) \rightarrow\left(q_{\infty}, \beta_{\infty}\right)$ as elements of $\mathscr{B}$, then $\beta_{\infty}$ is also represented by a transverse measure on $M_{q_{\infty}}$. Furthermore, the map

$$
\begin{equation*}
\mathscr{B} \rightarrow \mathscr{H}, \quad(q, \beta) \mapsto \operatorname{trem}_{\beta}(q) \tag{5.3}
\end{equation*}
$$

is continuous with respect to the topology on $\mathscr{B}$.
This basic fact seems to contradict our previous heuristic that surfaces which are in the same $U$-orbit have the same cone of transverse measures. Indeed, suppose $q_{n}=u_{n} q$ for $u_{n} \in U$, and $q$ and thus all of the $q_{n}$ have a noncanonical transverse measure, but $q_{n} \rightarrow q_{\infty}$ where $q_{\infty}$ has a uniquely ergodic straightline flow. Then we have that all the $q_{n}$ have the same fixed cone $C_{q}^{+}$of transverse measures, containing both the canonical transverse measure and a noncanonical one, while at the same time this cone of transverse measures converges to $C_{q_{\infty}}^{+}$, which is just the ray generated by the canonical transverse measure. How is this possible?

The answer is that, with respect to any reasonable metric on $\mathfrak{B}$, the bijection sending $C_{q}^{+}$to $C_{q_{n}}^{+}$is far from being an isometry. One can define norms $\|\cdot\|_{q}$ on each $H^{1}\left(M_{q}, \Sigma_{q} ; \mathbb{R}\right)$, which are continuous in the bundle topology, with respect to which the unit length transverse measures $\left\{\beta \in C_{q_{n}}^{+}:\|\beta\|_{q_{n}}=1\right\}$ all converge to the unique unit length transverse measure in $C_{q_{\infty}}^{+}$. Thus, the cones $C_{q_{n}}^{+}$, although of dimension $>1$ and in bijection with each other, "collapse" down to the ray $C_{q_{\infty}}^{+}$.

Using this idea, in the proof of Theorem 5.2 we show that, for any $\varepsilon>0$, there is an open set $\mathcal{U} \subset \mathcal{M}$ containing all the uniquely ergodic surfaces such that, for any $q_{1} \in \mathcal{U}$, the diameter of $\left\{\beta \in C_{q_{1}}^{+}:\|\beta\|_{q_{1}}=1\right\}$ is at most $\varepsilon$. By genericity, the orbit $U q$ spends all but a negligible proportion of its time in $\mathcal{U}$, and since the map (5.3) is continuous for the metric dist, (5.2) follows.

### 5.2. From genericity to lack of genericity

Recall that from Birkhoff's theorem, any ergodic $U$-invariant measure assigns full measure to its generic points. It is sometimes useful to work with quasigeneric points instead. These are defined as points $q$ for which there is a sequence $T_{n} \rightarrow \infty$ such that for all compactly supported continuous test functions $f$,

$$
\frac{1}{T_{n}} \int_{0}^{T_{n}} f\left(u_{s} q\right) d s \underset{n \rightarrow \infty}{\longrightarrow} \int f d \mu
$$

Note that a generic point is quasigeneric, but a point can be quasigeneric for two measures. If $q_{0}$ is quasigeneric for two measures $\mu$ and $v$, we can take $f$ for which $\int f d \mu \neq \int f d \nu$ to see that the limit $\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} f\left(u_{s} q_{0}\right) d s$ does not exist, and, in particular, $q_{0}$ is not generic for any measure. Thus for a given dynamical system, the condition that there are distinct invariant measures, and every point is generic for one of them, implies that there are no points which are quasigeneric for two different measures. Recall that this condition is satisfied for unipotent flows on homogeneous spaces (by Ratner's work), as well as for some averages on moduli spaces of translation surfaces (e.g., the horocycle flow in the settings of [4,7,12], or two-dimensional averages for $G$-invariant measures as in Theorem 2.1).

To see that this is quite restrictive, we note that the set of quasigeneric points for some measure $\nu$ is a $G_{\delta}$ set. Indeed, let $\left\{f_{j}\right\}_{j \in \mathbb{N}}$ be a dense countable collection of continuous compactly supported test functions. For each $j \in \mathbb{N}$, each $T>0$, and each $\varepsilon>0$, continuity of the action implies that

$$
\mathcal{U}_{j, T, \varepsilon}=\left\{q \in \mathscr{H}: \text { for } i=1, \ldots, j,\left|\frac{1}{T} \int_{0}^{T} f_{i}\left(u_{s} q\right) d s-\int f_{i} d \mu\right|<\varepsilon\right\}
$$

is open. The set of quasigeneric points can be written as

$$
\bigcap_{j=1}^{\infty} \bigcap_{k=1}^{\infty} \bigcup_{T=k}^{\infty} u_{j, T, 1 / j}
$$

proving the claim.
By the Baire category theorem, any two dense $G_{\delta}$ subsets intersect. Let $\mathcal{M}$ be as in Theorem 5.2, let $\mu$ and $v$ be the fully supported $G$-invariant measures on $\mathscr{H}(1,1)$ and on $\mathcal{M}$ respectively. By Birkhoff's theorem, the set of generic points for $\mu$ is dense in $\mathscr{H}(1,1)$. Thus item (2) of Theorem 3.1 follows from Theorem 5.2 and the following:

## Proposition 5.3. The set of surfaces of the form

$$
\begin{equation*}
\left\{\operatorname{trem}_{\beta}(q): q \in \mathcal{M} \text { is generic for } v \text { and horizontally minimal, } \beta \in C_{q}^{+}\right\} \tag{5.4}
\end{equation*}
$$

is dense in $\mathscr{H}(1,1)$.
In order to prove this statement, we recall the observation "if $q^{\prime}$ is obtained from $q$ by a tremor then $M_{q}$ and $M_{u_{s} q}$ have the same transverse measures," which we discussed above in connection with (4.3). We add to it the additional observation "if $q^{\prime}$ is obtained from $q$ by the $\left\{g_{t}\right\}$-action then $M_{q}$ and $M_{q^{\prime}}$ have the same transverse measures." This is proved using a similar idea to the comparison homeomorphism of $[9, \S 5]$. Namely, the definition of the $g_{t}$ action shows that if $q^{\prime}=g_{t_{0}} q$ then there is a homeomorphism $M_{q} \rightarrow M_{q^{\prime}}$ which intertwines the straightline flow up to a time change. That is, if $\left\{\phi_{t}\right\}$ and $\left\{\phi_{t}^{\prime}\right\}$ denote respectively the horizontal straightline flows on $M_{q}$ and $M_{q^{\prime}}$, and $\psi: M_{q} \rightarrow M_{q^{\prime}}$ is the map obtained by acting on a polygonal presentation as in the definition of the $g_{t}$ action, then

$$
\forall t \in \mathbb{R}, \quad \phi_{e^{t_{0} t}}^{\prime} \circ \psi=\psi \circ \phi_{t}
$$

It follows from this that analogously to (4.3), one has

$$
\forall \beta \in C_{q}^{+}, t \in \mathbb{R}, \quad g_{t} \operatorname{trem}_{s, \beta}(q)=\operatorname{trem}_{e^{t} s, \beta}\left(g_{t} q\right)
$$

(where we consider $\beta$ simultaneously as belonging to $C_{q}^{+}$and $C_{g_{t} q}^{+}$via the above bijection). Together with (4.3), we find that the set of surfaces $\mathcal{F}$ defined in (5.4) is invariant under both flows $\left\{g_{t}\right\},\left\{u_{s}\right\}$, and hence, by Theorem 2.1, $\overline{\mathcal{F}}$ is $G$-invariant. Moreover, $\mathcal{M} \subsetneq \overline{\mathcal{F}}$, and examining the possibilities for $\mathcal{F}$ in McMullen's classification [27] gives that $\mathcal{F}$ is dense in $\mathscr{H}(1,1)$.

## 6. QUESTIONS

There are many open questions about the horocycle flow on strata of translation surfaces. We list some of them. We begin with one of the most outstanding questions in the field:

Question 1. Is there an "exotic" $U$-ergodic measure? For example, measures whose support has noninteger Hausdorff dimension, or fully supported measures that differ from MasurVeech measure.

A precise statement of the above question is tricky because Calta [6] and Smillie and Weiss [36] gave examples of $U$-invariant ergodic measures whose support is a manifold with boundary and infinitely generated fundamental group.

The following question is motivated by renormalization dynamics:
Question 2. If $v$ is a $U$-invariant ergodic measure that is not $G$-invariant, are there two $G$-invariant ergodic measures $\mu_{-}, \mu_{+}$so that

- $\operatorname{supp}\left(\mu_{-}\right) \subsetneq \operatorname{supp}\left(\mu_{+}\right)$,
- $g_{t} v \underset{t \rightarrow+\infty}{\longrightarrow} \mu_{+}$,
- $g_{t} v \underset{t \rightarrow-\infty}{\longrightarrow} \mu_{-}$?

Note that we consider the zero measure to be a $G$-invariant ergodic measure. Even the special case of measures supported on periodic horocycles (where $\mu_{-}$is the zero measure) is open and very interesting. The same question is also interesting for horocycle orbit closures.

Some basic questions on the topological dynamics of the horocycle flow are open. To us, the following is the most outstanding example.

Question 3. Is the horocycle flow recurrent as a topological dynamical system? That is, is it true that for every $q \in \mathscr{H}$ there exists a sequence $t_{i} \nearrow \infty$ so that $u_{t_{i}} q \underset{i \rightarrow \infty}{\longrightarrow} q$ ?

In the realm of orbit closures:
Question 4. In [9] we construct an exotic $U$ orbit-closure, which is the orbit closure of the tremor of a translation surface in an "eigenform locus." What are all the orbit closures of tremors of translation surfaces in eigenform loci that do not have horizontal saddle connections? Do they all have the description given in [9, EO. (1.8)]? Informally, is any such orbit-closure the set of all surfaces obtained from tremoring surfaces in a given eigenform locus by at most a certain fixed amount?

Of course, we are also interested in other horocycle orbit-closures, including those that arise from tremors of surfaces in proper $G$-orbit closures outside of $\mathscr{H}(1,1)$.

In special cases (see [4, 7, 12, 13]) the horocycle flow has been shown to behave much like it does in homogeneous settings. For example, every point is generic for some
$U$-invariant ergodic measure. These examples are all rank-one loci in the sense of [45]. This motivates the following general question.

Question 5. In the special setting of rank-one loci, what can be said about the behavior of the horocycle flow?

There is a growing dictionary between the earthquake flow and the horocycle flow. This dictionary was initiated by Mirzakhani [29], who used it to prove that the earthquake flow is ergodic. Calderon and Farre [5] have added to this dictionary and extended it to other actions, which has allowed them to showcase additional behavior of the earthquake flow. It is interesting to see whether some of these results can be proven directly in the setting of earthquake flows and if any arguments in the setting of earthquake flows can be used to show new behavior of horocycle flows on strata.
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# TOPOLOGICAL ENTROPY AND PRESSURE FOR FINITE-HORIZON SINAI BILLIARDS 
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#### Abstract

This brief survey describes recent progress in our understanding of a variety of equilibrium states for finite-horizon dispersing billiard maps in two dimensions. In particular, we review formulations of topological entropy and pressure for the family of geometric potentials $-t \log J^{u} T$, where $J^{u} T$ denotes the unstable Jacobian of the map and $t \in \mathbb{R}$. We summarize recent results, proving the existence and uniqueness of related equilibrium states for some range of $t \geq 0$, including [ 0,1$]$. In this family, $t=0$ corresponds to the measure of maximal entropy, while $t=1$ corresponds to the smooth invariant measure for the billiard map. In addition, variational principles are presented which express topological notions of pressure and entropy as the supremum of their measure-theoretic counterparts.
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## 1. INTRODUCTION

The study of mathematical billiards as prototypical examples of mechanical systems with frictionless collisions was introduced by Sinai [57] and subsequently developed by many authors. In such models, a finite number of convex obstacles are placed on a two-dimensional torus, forming the billiard table, and a point particle is set in motion, moving with constant velocity between collisions, and undergoing elastic reflections at the boundary. The billiard map is the discrete-time map which takes the particle from one collision to the next. Despite the presence of singularities (the map is discontinuous and its derivative is unbounded near tangential collisions) the map preserves a smooth invariant measure, and the ergodic properties of the map with respect to this measure have been studied extensively through a variety of techniques, including Markov partitions [14] and sieves [16], Young towers [21,60], and the spectral analysis of the associated transfer operator [32-34].

It is also possible to introduce variations on the dynamics, by varying the shape of the boundary or by including external forces such as electric fields and potentials which act on the particle between collisions [24,25,29], or twists and kicks at the moment of collision [45,61]. For small forces, the dynamics resemble those of the classical billiard [8,22,23], while for large forces the dynamics may change significantly [36,45,52]. The subject quickly becomes vast and technical, so in this note we will focus on the dynamics of the classical Sinai billiard without external forces. The book [27] by Chernov and Markarian provides an excellent introduction to the subject.

The purpose of this expository note is to introduce the reader, without delving into too many technicalities, to recent developments in the study of a family of equilibrium states for this class of billiards. Traditionally, and in all the references listed above, the focus has been on the ergodic and statistical properties of the map with respect to the Sinai-Ruelle-Bowen (SRB) measure, which in the unperturbed case has a smooth density with respect to Lebesgue measure, such as ergodicity, mixing and the Bernoulli property [37,57], rate of decay of correlations [21,60], dynamical Central Limit Theorem [14], and related limit theorems [32,46,51]. Here, instead, we outline the progress made in [3,4] regarding the family of geometric potentials, $-t \log J^{u} T, t \in \mathbb{R}$, determining the existence and uniqueness of the associated equilibrium states. The importance of this family lies in the fact that $t=1$ corresponds to the SRB measure while $t=0$ corresponds to the measure of maximal entropy. More generally, the parameter $t$ has been linked to the Hausdorff dimension of certain invariant sets [12, 42].

Despite this, geometric potentials have received relatively little attention in the context of billiards. For $t=0$, the topological entropy of a finite-horizon Sinai billiard map $T$ was studied in [20] by identifying a full Lebesgue measure set of points $M_{1}$ that can be coded via a countable Markov partition. Chernov showed that the topological entropy of $T$ restricted to $M_{1}$ is equal to the topological entropy of the induced topological Markov chain and used this to obtain a lower bound on the growth of periodic orbits. Yet, no invariant measure achieving this topological entropy was constructed and whether the set $M_{1}$ saw the full topological entropy of the system was left open. For $t$ near 1, the preprint [19] obtains
results regarding equilibrium states for this class of geometric potentials. Yet, uniqueness is not proved, and left open is the possible connection to a topological notion of pressure.

With these questions in mind, the papers [3,4] represent a significant advance in our understanding of topological entropy and pressure and related equilibrium states. It is these ideas and the techniques involved that we hope to illuminate in this note. These, naturally, lead to further questions, several of which we formulate at the end of this review.

The paper is organized as follows. In Section 2, we present the minimal background on dispersing billiards necessary for the subsequent discussion, and state the main results from [3,4]. In Section 3 we outline the main approach and principle estimates needed to prove the variational principle for $t>0$, and in Section 4 we do the same for the case $t=0$. In Section 5, we formulate some open problems related to the equilibrium states we will construct.

## 2. PRELIMINARIES AND STATEMENTS OF MAIN THEOREMS

A Sinai billiard table is a subset of the torus $\mathbb{T}^{2}$ obtained by removing finitely many pairwise disjoint, closed convex sets $B_{i}$, i.e., $Q=\mathbb{T}^{2} \backslash\left(\bigcup_{i=1}^{d} B_{i}\right)$. The $B_{i}$ are called scatterers and are assumed to have $C^{3}$ boundaries with strictly positive curvature $\mathcal{K}$. The billiard flow is the motion of a point particle in $Q$ traveling at unit speed and undergoing specular reflections (angle of incidence equals angle of reflection) at collisions with the scatterers.

We introduce coordinates on $\partial Q$ by parametrizing $\partial B_{i}$ according to arclength and recording at each collision the position $r$ and the angle $\varphi$ made by the postcollision velocity vector with the outward pointing normal to the boundary. Thus the phase space for the map, $M=\left(\bigcup_{i=0}^{d} \partial B_{i}\right) \times\left[-\frac{\pi}{2}, \frac{\pi}{2}\right]$, is a union of cylinders, and for each $x=(r, \varphi) \in M$, the billiard map $T(r, \varphi)=\left(r_{1}, \varphi_{1}\right)$ maps one collision to the next. The map preserves a smooth probability measure, $d \mu_{\text {SRB }}=(2|\partial Q|)^{-1} d r d \varphi$, which is ergodic, indeed Bernoulli, and enjoys exponential decay of correlations on smooth observables, as described in the Introduction.

Let $\tau(x)$ denote the (Euclidean) distance from $x$ to $T(x)$ in $Q$. We say the billiard has finite horizon if there is no trajectory making only tangential collisions. This implies, in particular, that $\tau_{\max }:=\sup \tau<\infty$. In addition, the fact that the scatterers are disjoint guarantees $\tau_{\min }:=\inf \tau>0$. Setting $\mathcal{K}_{\min }=\inf \mathcal{K}>0$ and $\mathcal{K}_{\max }=\sup \mathcal{K}<\infty$, it follows [27, sect. 4.4] that the stable and unstable cones in the tangent space $\mathbb{R}^{2}$,

$$
\begin{aligned}
\varphi^{s} & =\left\{(d r, d \varphi) \left\lvert\,-\mathcal{K}_{\max }-\frac{1}{\tau_{\min }} \leq \frac{d \varphi}{d r} \leq-\mathcal{K}_{\min }\right.\right\} \\
\varphi^{u} & =\left\{(d r, d \varphi) \left\lvert\, \mathcal{K}_{\min } \leq \frac{d \varphi}{d r} \leq \mathcal{K}_{\max }+\frac{1}{\tau_{\min }}\right.\right\}
\end{aligned}
$$

are strictly invariant under $D T^{-1}$ and $D T$, respectively, whenever the derivatives exist. Away from tangential collisions, $T$ is uniformly hyperbolic, i.e., for $\Lambda:=1+2 \tau_{\min } \mathcal{K}_{\min }$, there exists $C_{0}>0$ such that for all $n \geq 0$,

$$
\begin{align*}
& \left\|D T^{n}(x) v\right\| \geq C_{0} \Lambda^{n}\|v\|, \quad \forall v \in \zeta^{u}, \quad \text { and } \\
& \left\|D T^{-n}(x) v\right\| \geq C_{0} \Lambda^{n}\|v\|, \quad \forall v \in \zeta^{s} . \tag{2.1}
\end{align*}
$$

### 2.1. Singularities and distortion

Denote the set of tangential collisions by $S_{0}=\left\{x=(r, \varphi) \in M \left\lvert\, \varphi= \pm \frac{\pi}{2}\right.\right\}$. The singularity set for $T^{n}, n \in \mathbb{Z}$, is defined by

$$
S_{n}=\bigcup_{i=0}^{n} T^{-i} S_{0}
$$

Assuming finite horizon, $\S_{n}$ comprises a finite collection of $C^{2}$ curves for each $n$. Indeed, the hyperbolicity of $T$ implies an alignment property: for $n>0, S_{n} \backslash S_{0}$ comprises decreasing curves in $\complement^{s}$, while for $n<0, \S_{n} \backslash S_{0}$ comprises increasing curves in $\bigodot^{u}$ [27, PROP. 4.45].

While the set $\bigcup_{n \in \mathbb{Z}} S_{n}$ is dense in $M$ [27, sECT. 4.11], its $\mu_{\text {SRB }}$-measure is 0 . Setting $M^{\prime}=M \backslash \bigcup_{n \in \mathbb{Z}} S_{n}$, it follows that the stable/unstable subspaces $E^{s}(x)$ and $E^{u}(x)$ are defined for all $x \in M^{\prime}$. Thus we may define the stable/unstable Jacobians of $T$ by

$$
J^{s} T(x)=\left\|\left.D T(x)\right|_{E^{s}(x)}\right\| \quad \text { and } \quad J^{u} T(x)=\left\|\left.D T(x)\right|_{E^{u}(x)}\right\| \quad \forall x \in M^{\prime}
$$

If $x$ has a stable/unstable manifold of positive length (which also occurs on a full-measure set $M^{\prime \prime} \subset M^{\prime}$ [27, тнм. 4.66]), then $J^{s} T$ and $J^{u} T$ serve as the Jacobians for a change of variables when integrating along these manifolds with respect to arclength. We let $W^{s}$ denote the set of local stable manifolds of $T$ with length at most $\delta_{0}>0$, which is chosen to guarantee a local complexity condition. See Lemma 3.1 for $t>0$ and Section 4.1.1 for $t=0$.

In fact, $D T(x)$ becomes unbounded as $T(x)$ approaches $\S_{0}$. To compensate for this, the standard technique is to introduce homogeneity strips that partition the space into a countable set of horizontal strips accumulating on $\S_{0}$ and which are effectively treated as singularity curves in exchange for providing some control of distortion. Specifically, choosing ${ }^{1}$ $q>1$ and an index $k_{0} \in \mathbb{N}$, one defines for $k \geq k_{0}$,

$$
\mathbb{H}_{k}=\left\{(r, \varphi) \left\lvert\,(k+1)^{-q} \leq \frac{\pi}{2}-\varphi \leq k^{-q}\right.\right\},
$$

with a similar definition for $\mathbb{H}_{-k}$ approaching $\varphi=-\pi / 2$. Let $\mathcal{W}_{\mathbb{H}}^{s} \subset \mathcal{W}^{s}$ denote the set of curves $W \in \mathcal{W}^{s}$ which lie in a single homogeneity strip. Such curves are called weakly homogeneous stable manifolds for $T$.

It follows that there exists $C_{d}>0$ such that for all $n \geq 0$, if $T^{i}(x), T^{i}(y) \in T^{i} W \in$ $W_{\mathbb{H}}^{S}$ for each $0 \leq i \leq n-1$, then

$$
\begin{equation*}
\left|\frac{J^{s} T^{n}(x)}{J^{s} T^{n}(y)}-1\right| \leq C_{d} d(x, y)^{1 /(q+1)} \tag{2.2}
\end{equation*}
$$

which is the desired distortion control (see [27, Lemma 5.27] or [4, Lemma 2.1]).

### 2.2. Measure-theoretic pressure for geometric potentials

Let $t \in \mathbb{R}$ and $\mu$ be an invariant probability measure for $T$. Define the pressure of $\mu$ with respect to the geometric potential $-t \log J^{u} T$ to be

$$
P_{\mu}\left(-t \log J^{u} T\right)=h_{\mu}(T)-t \int_{M} \log J^{u} T d \mu
$$

$1 \quad$ The standard choice for dispersing billiards is $q=2$, yet here we will choose $q$ depending on the parameter $t$ in our potential.
where $h_{\mu}(T)$ denotes the Kolmogorov-Sinai entropy ${ }^{2}$ of $\mu$. If $\mu$ satisfies

$$
P_{\mu}\left(-t \log J^{u} T\right)=P(t):=\sup \left\{P_{\nu}\left(-t \log J^{u} T\right) \mid \nu \in \mathscr{d}\right\},
$$

where $\ell$ is the set of invariant probability measures for $T$, then $\mu$ is called an equilibrium state for the potential, and $P(t)$ is the pressure of $-t \log J^{u} T$.

The theory of equilibrium states has been well established for Hölder-continuous potentials, first for Anosov and Axiom A systems [11,53, 58], and then for nonuniformly hyperbolic systems using a variety of techniques $[17,18,44,50,56]$. Much less is known in the case of billiards. For $t=1$, it is known that $P_{\mu_{\text {SRB }}}\left(-\log J^{u} T\right)=0$; this is the so-called Pesin entropy formula [27, тнм. 3.42]. Yet, the uniqueness of this equilibrium state was not proved until [4]. For $t$ near 1, Chen-Wang-Zhang [19] prove existence, but not uniqueness, of equilibrium states using Young towers.

One of the complications of studying equilibrium states associated with this potential is that the unstable Jacobian is not Hölder continuous; indeed, $J^{u} T$ is not continuous on any open set and it is not bounded (for $x$ near $\S_{1}, J^{u} T(x) \sim 1 / \cos \varphi(T x)$ ). Yet, it is regular along homogeneous unstable manifolds (as the time reversal of (2.2) demonstrates) and can be approximated by smooth functions in the distributional norms we will define in Sections 3.2 and 4.2, permitting the analysis we will describe here.

In addition to proving the existence and uniqueness of equilibrium states for the family of geometric potentials, we are interested in expressing the pressure $P(t)$ in terms of topological notions of entropy for $t=0$ and pressure for $t>0$. We define such notions precisely in the next two subsections.

Remark 2.1. For $t<0, P(t)=\infty$ if there is a periodic orbit making a grazing collision. In this case, if $v$ is the atomic measure supported on such a periodic orbit, then $P_{\nu}(t)=\infty$ as well. Thus the (possibly many) measures maximizing the pressure are simple to describe, so we will not discuss the case $t<0$ here.

### 2.3. Topological entropy and variational principle for $\boldsymbol{t}=\mathbf{0}$

Following [3], define for $n, k \geq 0$,

$$
\begin{equation*}
\mathcal{M}_{-k}^{n}=\left\{\text { maximal connected components of } M \backslash\left(\Im_{-k} \cup \Im_{n}\right)\right\} . \tag{2.3}
\end{equation*}
$$

Thus elements of $\mathcal{M}_{0}^{n}$ are the (open) domains of continuity for $T^{n}$ and $\mathcal{M}_{-n}^{0}$ plays the analogous role for $T^{-n}$. We define the topological entropy of $T$ to be the exponential rate of growth of \# $\mathcal{M}_{0}^{n}$, where \# $A$ denotes the cardinality of the set $A$.

Definition 2.2 (Topological entropy). Define $h_{*}:=\lim _{n \rightarrow \infty} \frac{1}{n} \log \left(\# \mathcal{M}_{0}^{n}\right)$.
The limit above exists due to the submultiplicativity of $\# \mathcal{M}_{0}^{n}$ [3, LEMMA 3.3]. Note also that if $A \in \mathcal{M}_{0}^{n}$, then $T^{n} A \in \mathcal{M}_{-n}^{0}$, so that $\# \mathcal{M}_{0}^{n}=\# \mathcal{M}_{-n}^{0}$ and hence $h_{*}(T)=h_{*}\left(T^{-1}\right)$.

2 Since $T$ admits a finite generating partition, $h_{\mu}(T)$ is necessarily finite for any $T$-invariant probability measure.

One can connect $h_{*}$ to the usual Bowen definitions of topological entropy via both $\varepsilon$-separated and $\varepsilon$-spanning sets, whose definitions we do not recall here. Although such definitions are usually made for continuous maps, it is a consequence of [3, тнм. 2.3] that both of the Bowen definitions coincide with $h_{*}$.

The main result in [3] is the following.
Theorem 2.3 (Measure of maximal entropy and variational principle). Let $T$ be a finitehorizon Sinai billiard map as defined above. Under a sparse recurrence condition on the singularity set, defined in (4.1), there exists a unique measure $\mu_{0}$ such that

$$
h_{*}=h_{\mu_{0}}(T)=\sup _{\mu \in \ell} h_{\mu}(T) .
$$

Moreover, $\mu_{0}$ is hyperbolic and Bernoulli, ${ }^{3}$ has no atoms and is positive on open sets.
A more complete set of properties for $\mu_{0}$ can be found in [3, тнм. 2.6]. That $h_{*} \geq P_{\mu}(0)$ for any $T$-invariant probability measure $\mu$ is due to a soft, classical argument (see, for example, [59, PROP. 9.10]) since the sequence $\mathcal{M}_{0}^{n}$ is related to a finite generating partition for $T$ [3, LEMMA 3.3]. The main work of [3] is to construct an invariant measure $\mu_{0}$ whose entropy equals $h_{*}$. This requires a precise understanding of the geometry of the sets $\mathcal{M}_{0}^{n}$ combined with some functional analytic techniques, whose main ideas are described in Section 4.

### 2.4. Topological pressure and variational principle for $\boldsymbol{t}>\mathbf{0}$

Before defining our notion of topological pressure for the potential $-t \log J^{u} T$, it is convenient to consider the corresponding potential in the associated transfer operator. Indeed, arguing by analogy to smooth hyperbolic systems, the transfer operator $\tilde{\mathscr{L}}_{t}$ with spectral radius $e^{P(t)}$ is defined, for example, on bounded, measurable functions, by

$$
\tilde{\mathscr{L}}_{t} f=\frac{f \circ T^{-1}}{\left(\left(J^{u} T\right)^{t} J^{s} T\right) \circ T^{-1}} .
$$

For a Sinai billiard, setting $E(x)=\sin \left(\angle\left(E^{s}(x), E^{u}(x)\right)\right)$ to denote the sine of the angle between the stable and unstable subspaces at $x$, and denoting by $J_{\text {Leb }} T$ the Jacobian of $T$ with respect to Lebesgue measure on $M$, we have

$$
\begin{aligned}
& \frac{\cos \varphi(x)}{\cos \varphi(T x)}=J_{\mathrm{Leb}} T(x)=J^{s} T(x) J^{u} T(x) \frac{E(T x)}{E(x)} \\
& \Longrightarrow\left(J^{u} T\right)^{t} J^{s} T=\left(\frac{E \cos \varphi}{(E \cos \varphi) \circ T}\right)^{t}\left(J^{s} T\right)^{1-t}
\end{aligned}
$$

Since the two potentials are related by a coboundary, the associated transfer operators will have the same spectral radius, so we will study instead the operator

$$
\begin{equation*}
\mathscr{L}_{t} f=\frac{f \circ T^{-1}}{\left(J^{s} T\right)^{1-t} \circ T^{-1}} . \tag{2.4}
\end{equation*}
$$

Remark that $J^{s} T \approx \cos \varphi$ so that the potential is unbounded whenever $t \neq 1$.

[^0]
### 2.4.1. Weight function for the topological pressure

In order to control the evolution of $\mathscr{L}_{t} f$ in Section 3.2, it will be necessary to control integrals of the form

$$
\int_{W} \mathscr{L}_{t}^{n} f \psi d m_{W}=\int_{T^{-n} W} f \psi \circ T^{n}\left|J^{s} T^{n}\right|^{t} d m_{T^{-n} W}
$$

where $W \in \mathcal{W}^{s}, m_{W}$ is (unnormalized) arclength on $W, \psi$ is a Hölder-continuous test function, and $f$ is an element of the Banach space we will construct.

In order for $\left(J^{s} T^{n}\right)^{t}$ to play the role of a test function, (2.2) suggests that we decompose $T^{-1} W$ into a countable collection of maximal curves $W_{i}^{1} \in \mathcal{W}_{\mathbb{H}}^{s}$ and then iterate these, subdividing into homogeneous components at each step until time $n$. We denote this collection of curves comprising $T^{-n} W$ by $\mathscr{E}_{n}^{\mathbb{H}}(W)$. Then the spectral properties of $\mathscr{L}_{t}$ depend on the growth of

$$
\begin{equation*}
\sum_{W_{i} \in \mathcal{Q}_{n}^{\mathbb{H}}(W)}\left|J^{s} T^{n}\right|_{C^{0}\left(W_{i}\right)}^{t} \quad \text { as a function of } n \text { and } W . \tag{2.5}
\end{equation*}
$$

This toy calculation suggests the weight we use to define the topological pressure below.

### 2.4.2. Definition of topological pressure

Define $\varsigma_{0}^{\mathbb{H}}=S_{0} \cup\left(\bigcup_{|k| \geq k_{0}} \partial H_{k}\right)$ and for $n \in \mathbb{Z}, S_{n}^{\mathbb{H}}=\bigcup_{i=0}^{n} T^{-i} \oint_{0}^{\mathbb{H}}$. This will act as an extended singularity set for $T^{n}$ where we introduce artificial cuts in order to preserve bounded distortion. Let

$$
\mathcal{M}_{0}^{n, \mathbb{H}}:=\left\{\text { maximal connected components of } M \backslash\left(S_{n-1}^{\mathbb{H}} \cup T^{-n} S_{0}\right)\right\} .
$$

We define the weighted sum

$$
Q_{n}(t)=\sum_{A \in \mathcal{M}_{0}^{n, \mathbb{H}}} \sup _{x \in A \cap M^{\prime}}\left|J^{s} T^{n}(x)\right|^{t},
$$

and the topological pressure for $t>0$ is the exponential rate of growth of $Q_{n}(t)$.
Definition 2.4 (Topological pressure). We let $P_{*}(t):=\lim _{n \rightarrow \infty} \frac{1}{n} \log Q_{n}(t)$.
As with Definition 2.2, the limit above exists and equals the lim inf due to the submultiplicativity of $Q_{n}(t)$. It follows that $Q_{n}(t) \geq e^{n P_{*}(t)}$ for each $n \geq 0$.

The first theorem from [4] says that $P_{*}(t)$ dominates the metric pressures.
Theorem 2.5 (Variational inequality). Let $T$ be a finite-horizon Sinai billiard map. Then $P_{*}(t)$ is a convex, continuous, decreasing function for $t>0$, and $P(t)$ satisfies

$$
P_{*}(t) \geq P(t)=\sup \left\{P_{\nu}\left(-t \log J^{u} T\right) \mid v \text { is an invariant probability measure for } T\right\} .
$$

Remark that for any $T$-invariant measure $\mu, \int \log J^{u} T d \mu=-\int \log J^{s} T d \mu$, which is useful for relating $P(t)$ with $P_{*}(t)$. As with Theorem 2.3, the inequality $P_{*}(t) \geq P(t)$ is straightforward, while the main work lies in constructing a measure $\mu_{t}$ such that $P_{\mu_{t}}\left(-t \log J^{u} T\right)=P_{*}(t)$. This again requires a detailed analysis of the growth rate of $Q_{n}(t)$ and the pressure of $\mathscr{E}_{n}^{\mathbb{H}}(W)$ from (2.5) as a function of $n$ and $W \in \mathcal{W}_{\mathbb{H}}^{s}$.

### 2.4.3. Equilibrium state and variational principle

To prove that, in fact, $P(t)=P_{*}(t)$ and produce an equilibrium state, we restrict our range of $t$. Recalling $\Lambda>1$ from (2.1), define

$$
t_{*}:=\sup \{t>0 \mid P(t)>-t \log \Lambda\} .
$$

Remark 2.6. The definition of $t_{*}$ is motivated by the fact that $\Lambda^{-t}$ controls the local growth in complexity due to singularities (and homogeneity strips), while $e^{P_{*}(t)}$ controls the global growth in complexity via $Q_{n}(t)$. Then $t<t_{*}$ implies the "pressure gap" condition $\Lambda^{-t}<$ $e^{P(t)} \leq e^{P_{*}(t)}$.

Note that since $P(1)=0, \Lambda>1$ and $P(t)$ is decreasing, it must be that $t_{*}>1$.
The main result in this setting from [4] is the following.
Theorem 2.7 (Unique equilibrium state and variational principle). Let $T$ be a finite-horizon Sinai billiard and let $t \in\left(0, t_{*}\right)$. Then $P_{*}(t)=P(t)$ and there exists a unique equilibrium state $\mu_{t}$ for the potential $-t \log J^{u} T$, i.e.,

$$
P_{\mu_{t}}\left(-t \log J^{u} T\right)=P_{*}(t)=P(t)
$$

Moreover, $\mu_{t}$ is hyperbolic, has no atoms, is positive on every open set, and enjoys exponential decay of correlations against Hölder observables.

The main technique used in the proof of the theorem is the construction of anisotropic Banach spaces of distributions, adapted to $t$, on which the transfer operator $\mathscr{L}_{t}$ has a spectral gap. Then the measure $\mu_{t}$ is constructed as a product of left and right eigenvectors of $\mathscr{L}_{t}$, following the standard Parry construction (see, for example, [43, SECT. 4.4] for an introduction, or [41] for an application in the case of Anosov diffeomorphisms). Indeed, our control of the spectrum of $\mathscr{L}_{t}$ also implies the following theorem.

Theorem 2.8 (Analyticity of $P(t)$ ). The pressure function $P(t)$ is analytic for $t \in\left(0, t_{*}\right)$, with

$$
\begin{aligned}
P^{\prime}(t) & =\int \log J^{s} T d \mu_{t}=-\int \log J^{u} T d m_{t}<0 \quad \text { and } \\
P^{\prime \prime}(t) & =\sum_{k \geq 0}\left[\int\left(\log J^{s} T \circ T^{k}\right) \log J^{s} T d \mu_{t}-\left(P^{\prime}(t)\right)^{2}\right] \geq 0 .
\end{aligned}
$$

Moreover, $P^{\prime \prime}(t)=0$ if and only if $\log J^{s} T=f-f \circ T+P^{\prime}(t)$ for some $f \in L^{2}\left(\mu_{t}\right)$.
If there exists $s \neq t \in\left(0, t_{*}\right)$ such that $\mu_{s}=\mu_{t}$, then $P(t)$ is affine on $\left(0, t_{*}\right)$ and $\log J^{s} T$ is $\mu_{t}$-a.e. cohomologous to a constant for all $t \in\left(0, t_{*}\right)$.

Finally, under the sparse recurrence condition (4.1), $\lim _{t \downarrow 0} P(t)=P(0)=h_{*}$.
We conjecture that, in fact, $\mu_{s} \neq \mu_{t}$ for any $s \neq t$ in $\left(0, t_{*}\right)$, i.e., $J^{s} T$ cannot be cohomologous to a constant for a Sinai billiard. If it were, then the theorem would imply that $P(t)$ is affine and, by uniqueness, $\mu_{t}=\mu_{\text {SRB }}$ for each $t \in\left[0, t_{*}\right)$. See Section 5.

## 3. IDEAS FROM THE PROOF OF THEOREM 2.7

In this section, we present some of the key ideas in the proof of Theorem 2.7. In light of Theorem 2.5, they divide into two principal parts: (1) geometric estimates that control local complexity and establish a uniform exponential rate of growth for $Q_{n}(t)$; (2) the functional-analytic framework needed to construct a measure $\mu_{t}$ with pressure $P_{*}(t)$.

The development of a functional-analytic framework in which to study transfer operators for hyperbolic systems has a well-established history. After some early success in the hyperbolic analytic case [54,55], intense interest was generated by the paper of Blank, Keller, and Liverani [10], which launched a series of subsequent papers developing a variety of Banach spaces for Anosov and Axiom A maps [1,7,4e,41]. This was later extended to piecewise hyperbolic maps $[5,6,31]$ and ultimately to a variety of hyperbolic billiards [3,32-34]. See [2] for a comprehensive survey or [30] for a gentle introduction to the use of such spaces. The norms we shall define in Section 3.2 are a natural adaptation of these ideas to the family of geometric potentials.

### 3.1. Growth lemmas and exact exponential growth of $\boldsymbol{Q}_{\boldsymbol{n}}(\boldsymbol{t})$

Our first goal is to establish precise bounds on the exponential growth of $Q_{n}(t)$ as well as the growth of the pressure over $\boldsymbol{E}_{n}^{\mathbb{H}}(W)$ from (2.5). In order to accomplish this, we fix $t_{0}>0$ and $t_{1}<t_{*}$ and obtain uniform bounds for $t$ in the closed interval $\left[t_{0}, t_{1}\right]$.

Fix $q \geq 2 / t_{0}$ and let $\theta \in(\Lambda, 1)$ be such that $\theta^{t_{1}}<e^{P_{*}\left(t_{1}\right)}$. The latter choice is possible by definition of $t_{*}$, and implies by the convexity of $P_{*}(t)$ that $\theta^{t}<e^{P_{*}(t)}$ for all $t \in\left[t_{0}, t_{1}\right]$. Next we adapt the usual one-step expansion (see [27, LEMMA 5.56]) to our potential.

Lemma 3.1. There exist $k_{0}, \delta_{0}>0$ such that

$$
\sup _{\substack{V \in \mathcal{W}^{s} \\|V| \leq \delta_{0}}} \sum_{V_{i}}\left|J^{s} T\right|_{*, C^{0}\left(V_{i}\right)}^{t}<\theta^{t} \quad \text { for all } t \geq t_{0}
$$

where $V_{i}$ are the maximal, connected homogeneous components of $T^{-1} V$ and $|\cdot|_{*}$ denotes the sup norm with respect to an adapted metric. ${ }^{4}$

Sketch of proof. Due to the finite-horizon condition, a short stable manifold $V$ can be cut by at most $\tau_{\max } / \tau_{\min }$ tangential collisions under $T^{-1}$ and all but one of these collisions are nearly grazing. Near grazing collisions, $V_{k} \subset \mathbb{H}_{k}$ and, since $J^{s} T \sim \cos \varphi$,

$$
\sum_{k \geq k_{0}}\left|J^{s} T\right|_{*, C^{0}\left(V_{k}\right)}^{t} \leq C \sum_{k \geq k_{0}} k^{-q t} \leq C^{\prime} k_{0}^{-1} \quad \text { since } q t \geq 2
$$

Thus setting $\varepsilon=\theta-\Lambda^{-1}>0$, we choose $k_{0}$ in the definition of homogeneity strips so large that $C^{\prime} k_{0}^{-1} \frac{\tau_{\max }}{\tau_{\min }}<\varepsilon$. Finally, choose $\delta_{0}$ so small that if $|V| \leq \delta_{0}$, then $T^{-1} V$ can intersect only homogeneity strips of index at least $k_{0}$ at the nearly tangential collisions. This is possible since $\left|T^{-1} V\right| \leq C|V|^{1 / 2}$ [27, EXERCISE 4.60].

4 The adapted metric is defined as in [27, SECT. 5.10] so that in (2.1) the constant $C_{0}=1$, i.e., the expansion is seen in one step. The lemma applies equally well to more general conestable curves and its time reversal to cone-unstable curves.

The one-step expansion expressed by Lemma 3.1 guarantees that the expansion provided by the weight $1 /\left(J^{s} T\right)^{t}$ along stable manifolds mapped by $T^{-1}$ is strong enough to overcome the effect of cutting by both the primary and secondary discontinuities of $T^{-1}$. This can be iterated inductively to obtain statements regarding the prevalence of long pieces in both $T^{-n} W$ and $\mathcal{M}_{0}^{n, \mathbb{H}}$, as summarized in Lemma 3.2 below.

Recalling the definition of $\mathscr{E}_{n}^{\mathbb{H}}(W)$ from (2.5), for $\delta_{1}<\delta_{0}$ and $W \in \mathcal{W}^{s}$, define $\boldsymbol{\mathcal { G }}_{n}^{\delta_{1}, \mathbb{H}}(W)$ as a decomposition of $T^{-n} W$ in an analogous manner with $\mathscr{E}_{n}^{\mathbb{H}}(W)$, but with pieces longer than length $\delta_{1}$ subdivided into length between $\delta_{1} / 2$ and $\delta_{1}$ at each step (rather than length $\delta_{0}$ ).

For a set $E \subset M$, we use $\operatorname{diam}^{u}(E)$ to denote the length of the longest cone-unstable curve in $E$, and $\operatorname{diam}^{s}(E)$ to denote the length of the longest cone-stable curve in $E$.

Lemma 3.2.
(a) $\forall \varepsilon>0 \exists \delta_{1}, n_{1}>0$ such that $\forall W \in W^{s}$ with $|W| \geq \delta_{1} / 3$ and all $n \geq n_{1}$,

$$
\sum_{\substack{W_{i} \in \mathscr{Y}_{n}^{\delta_{1}, H \mathbb{H}}\left(W_{i}\right) \\\left|W_{i}\right|<\delta_{1} / 3}}\left|J^{s} T^{n}\right|_{C^{0}\left(W_{i}\right)}^{t} \leq \varepsilon \sum_{W_{i} \in \mathscr{E}_{n}^{\delta_{1}, \mathbb{H}}(W)}\left|J^{s} T^{n}\right|_{C^{0}\left(W_{i}\right)}^{t} .
$$

(b) For $A \in \mathcal{M}_{0}^{n, \mathbb{H}}$, let $B_{n-1}(A)$ denote the connected component of $M \backslash$ $\left(\bigcup_{i=0}^{n-1} T^{i} \mathcal{S}_{0}^{\mathbb{H}}\right)$ containing $T^{n-1} A$. Define $\mathcal{A}_{n}(\delta)=\left\{A \in \mathcal{M}_{0}^{n, \mathbb{H}}\right.$ : $\left.\operatorname{diam}^{u}\left(B_{n-1}(A)\right) \geq \delta / 3\right\}$. There exist $\delta_{2} \leq \delta_{1}$ and $c_{0}>0$ such that

$$
\sum_{A \in \mathcal{A}_{n}\left(\delta_{2}\right)} \sup _{x \in A \cap M^{\prime}}\left|J^{s} T^{n}(x)\right|^{t} \geq c_{0} Q_{n}(t), \quad \forall n \in \mathbb{N}, \forall t \in\left[t_{0}, 1\right] .
$$

Comments on proof. The proof of part (a) relies on iterating Lemma 3.1 combined with the following lower bound on growth valid for $t \leq 1$ and $V \in \mathcal{W}^{s}$,

$$
\begin{aligned}
\sum_{W_{i} \in \mathcal{E}_{k}^{\delta_{1}, \vec{H}}(V)}\left|J^{s} T^{k}\right|_{C^{0}\left(W_{i}\right)}^{t} & =\sum_{W_{i} \in \mathcal{E}_{k}^{\delta_{1}, \mathbb{H}}(V)}\left|J^{s} T^{k}\right|_{C^{0}\left(W_{i}\right)}\left|J^{s} T^{k}\right|_{C^{0}\left(W_{i}\right)}^{t-1} \\
& \geq C_{1} \Lambda^{k(1-t)} \sum_{W_{i} \in \mathcal{E}_{k}^{\delta_{1}, H \mathbb{H}}(V)} \frac{\left|T^{k} W_{i}\right|}{\left|W_{i}\right|} \geq C_{1} \Lambda^{k(1-t)}|V| \delta_{1}^{-1},
\end{aligned}
$$

which guarantees that long pieces most continue to produce a sufficient number of long pieces. Once (a) is proved for $t \leq 1$, we extend it to $t \in\left(1, t_{1}\right]$ via interpolation (see [4, SECT. 3.4]).
(b) The proof of (b) follows the same lines as (a), using a version of Lemma 3.1 for elements of $\mathcal{M}_{0}^{n, \mathbb{H}}$ and a generalization of bounded distortion which says that $J^{s} T^{n}(x)$, $J^{s} T^{n}(y)$ are comparable when $x, y$ belong to the same element of $\mathcal{M}_{0}^{n, \mathbb{H}}$.

Using Lemma 3.2, we can prove the following key results regarding the uniform growth of $W \in \mathcal{W}^{s}$ and a type of supermultiplicativity for $Q_{n}(t)$.

Proposition 3.3.
(a) $\exists c_{1}>0$ such that $\forall W \in \mathcal{W}^{s}$ with $|W| \geq \delta_{1} / 3$,

$$
\sum_{W_{i} \in \mathcal{P}_{n}^{\sharp H 1}(W)}\left|J^{s} T^{n}\right|_{C^{0}\left(W_{i}\right)}^{t} \geq c_{1} Q_{n}(t), \quad \forall n \geq 1, \forall t \in\left[t_{0}, t_{1}\right] .
$$

(b) $\exists c_{2}>0$ such that for all $k, n \geq 1$ and all $t \in\left[t_{0}, t_{1}\right], Q_{n+k}(t) \geq c_{2} Q_{n}(t) Q_{k}(t)$.

Sketch of proof. Let $L_{n}^{\delta_{1}}(W)$ denote the elements of $\mathscr{E}_{n}^{\delta_{1}, \mathbb{H}}(W)$ longer than $\delta_{1} / 3$. Then (b) follows from (a) and Lemma 3.2 (choosing $\varepsilon=1 / 2$ there) since,

$$
\begin{aligned}
\sum_{W_{i} \in \mathscr{E}_{n+k}^{\delta_{1}, \mathbb{H}}(W)}\left|J^{s} T^{n+k}\right|_{C^{0}\left(W_{i}\right)}^{t} & \geq C \sum_{V_{j} \in L_{n}^{\delta_{1}(W)}}\left|J^{s} T^{n}\right|_{C^{0}\left(V_{j}\right)}^{t} \sum_{W_{i} \in \mathcal{E}_{k}^{\delta_{1}, \mathbb{H}}\left(V_{j}\right)}\left|J^{s} T^{k}\right|_{C^{0}\left(W_{i}\right)}^{t} \\
& \geq \frac{C}{2} \sum_{V_{j} \in \mathscr{E}_{n}^{\delta_{1}, \mathbb{H}}}\left|J^{s} T^{n}\right|_{C^{0}\left(V_{j}\right)}^{t} c_{1} Q_{k}(t) \geq \frac{C}{2} c_{1}^{2} Q_{n}(t) Q_{k}(t) .
\end{aligned}
$$

The proof of (a) relies on covering a full $\mu_{\text {SRB }}$-measure set of $M$ with a finite collection of Cantor rectangles, formed by maximal intersections of local stable and unstable manifolds so that each rectangle has a hyperbolic product structure. By [27, LEMMA 7.87], we may choose a finite collection of such rectangles, $\mathcal{R}\left(\delta_{2}\right)=\left\{R_{i}\right\}_{i=1}^{N_{\delta_{2}}}$, such that any cone-stable or cone-unstable curve of length at least $\delta_{2} / 3$ properly crosses at least one $R_{i}$. Let

$$
\mathcal{A}_{n}^{i}:=\left\{A \in \mathcal{A}_{n}\left(\delta_{2}\right) \subset \mathcal{M}_{0}^{n, \mathbb{H}} \mid B_{n-1}(A) \text { properly crosses } R_{i}\right\} .
$$

By Lemma 3.2(b), there must exist $i_{*}$ such that $\sum_{A \in \mathcal{A}_{n}^{i *}} \sup _{A}\left|J^{s} T^{n}\right|^{t} \geq \frac{c_{0}}{N_{\delta_{2}}} Q_{n}(t)$.
Let $W \in W^{s}$ with $|W| \geq \delta_{1} / 3 \geq \delta_{2} / 3$. $W$ must properly cross one $R_{j}$. Since $\mu_{\text {SRB }}$ is mixing, we may ensure that $V=T^{-N} W$ properly crosses $R_{i_{*}}$, where $N$ depends only on $\delta_{2}$. This proper crossing ensures that $\sum_{W_{i} \in \mathscr{Q}_{n}^{\mathbb{H}}(V)}\left|J^{s} T^{n}\right|_{C^{0}\left(W_{i}\right)}^{t}$ will be comparable to $\sum_{A \in \mathcal{A}_{n}^{i *}} \sup _{A}\left|J^{s} T^{n}\right|^{t}$, and then, adjusting for $N$, we conclude that $\sum_{W_{i} \in \mathscr{P}_{n}^{\mathbb{H}}(W)}\left|J^{s} T^{n}\right|_{C^{0}\left(W_{i}\right)}^{t}$ grows at the rate $Q_{n}(t)$.

Remark 3.4. Proposition 3.3(a) says that the pressure of all long (in the scale $\delta_{1}$ ) local stable manifolds grows at a uniform exponential rate (not just asymptotically the same rate).

A corollary of Proposition 3.3(b) is the exact exponential growth of $Q_{n}(t)$,

$$
e^{n P_{*}(t)} \leq Q_{n}(t) \leq 2 c_{2}^{-1} e^{n P_{*}(t)} \quad \forall n \geq 1, \forall t \in\left[t_{0}, t_{1}\right],
$$

where the lower bound follows from the submultiplicativity of $Q_{n}(t)$ and the upper bound follows from its (approximate) supermultiplicativity. This bound is essential in proving the requisite spectral properties of $\mathscr{L}_{t}$ in Section 3.2.2.

### 3.2. Banach spaces adapted to $\boldsymbol{t} \in\left[\boldsymbol{t}_{\mathbf{0}}, \boldsymbol{t}_{\mathbf{1}}\right]$

The Banach spaces adapted to the operator $\mathscr{L}_{t}$ for $t \in\left(0, t_{*}\right)$ are similar to those used in [33] for the case $t=1$. For convenience, we identify $f \in C^{1}(M)$ with the measure $d \mu=f d \mu_{\text {SRB }}$. With this identification, the transfer operator defined on distributions $\mu$ by

$$
\begin{equation*}
\mathscr{L}_{t} \mu(\psi)=\mu\left(\psi \circ T \cdot\left(J^{s} T\right)^{t-1}\right) \quad \text { for suitable test functions } \psi \tag{3.1}
\end{equation*}
$$

coincides with the pointwise definition of $\mathscr{L}_{t} f$ acting on measurable functions from (2.4). As in Section 3.1, we fix $\left[t_{0}, t_{1}\right] \subset\left(0, t_{*}\right)$ and obtain uniform estimates for $t \in\left[t_{0}, t_{1}\right]$.

### 3.2.1. Definition of norms

Since $\mathscr{L}_{t} f$ has a deregularizing effect in the stable direction, but improves regularity in the unstable direction, the norms defined below have two important properties: they
integrate along local stable manifolds to average out the action of $\mathscr{L}_{t} f$ in the stable direction, while requiring $\mathscr{L}_{t} f$ to have a form of average regularity in the unstable direction (see the definition of $\|\cdot\|_{u}$ below). Integrating along local stable manifolds (as opposed to the cone-stable curves used in [32-34]) also allows us to take advantage of the fact that $J^{s} T$ is Hölder continuous along such manifolds.

Fix $0<\alpha \leq 1 /(q+1)$. For $f \in C^{1}(M)$, define the weak norm of $f$ by

$$
\begin{equation*}
|f|_{w}=\sup _{W \in W_{H}^{S}} \sup _{\substack{\psi \in C^{\alpha}(W) \\|\psi|_{C^{\alpha} \leq 1}}} \int_{W} f \psi d m_{W} \tag{3.2}
\end{equation*}
$$

Define $\mathscr{B}_{w}$ to be the completion of $C^{1}(M)$ in the $|\cdot|_{w}$ norm.
For the strong norm, we need additional parameters. Choose

$$
p>q+1 \quad \text { such that } \theta^{t_{1}-1 / p}<e^{P_{*}\left(t_{1}\right)}, \beta \in(1 / p, \alpha) \text { and } \gamma<\min \{1 / p, \alpha-\beta\}
$$

Define the strong stable norm of $f$ by

$$
\|f\|_{s}=\sup _{W \in W_{\mathbb{H}}^{s}} \sup _{\substack{\psi \in C^{\beta}(W) \\|\psi|_{C^{\beta} \leq|W|^{-1 / p}}}} \int_{W} f \psi d m_{W}
$$

The strong unstable norm measures the integral of $f$ on two curves that are close together. To define this, we need notions of distance between curves and test functions. Since the stable cone $\bigodot^{s}$ is bounded away from the vertical, we view $W \in \mathcal{W}^{s}$ as the graph of a function of the $r$-coordinate over an interval $I_{W}$,

$$
W:=\left\{G_{W}(r) \mid r \in I_{W}\right\}:=\left\{\left(r, \varphi_{W}(r)\right) \mid r \in I_{W}\right\}
$$

Now given $W_{1}, W_{2} \in \mathcal{W}^{s}$ defined by $\varphi_{W_{1}}, \varphi_{W_{2}}$, define

$$
d\left(W_{1}, W_{2}\right)=\left|I_{W_{1}} \Delta I_{W_{2}}\right|+\left|\varphi_{W_{1}}-\varphi_{W_{2}}\right|_{C^{1}\left(I_{W_{1}} \cap I_{W_{2}}\right)}
$$

if $W_{1}, W_{2}$ lie in the same homogeneity strip, and $d\left(W_{1}, W_{2}\right)=\infty$ otherwise. If $d\left(W_{1}, W_{2}\right)<\infty$, we define a distance between test functions $\psi_{k} \in C^{0}\left(W_{k}\right)$ by

$$
d_{0}\left(\psi_{1}, \psi_{2}\right)=\left|\psi_{1} \circ G_{W_{1}}-\psi_{2} \circ G_{W_{2}}\right|_{C^{0}\left(I_{W_{1}} \cap I_{W_{2}}\right)} .
$$

With these definitions, we are able to define the strong unstable norm of $f$ as

$$
\|f\|_{u}=\sup _{\varepsilon \leq \varepsilon_{0}} \sup _{\substack{W_{1}, W_{2} \in W_{W}^{s} \\ d\left(W_{1}, W_{2}\right) \leq \varepsilon \\\left|\psi_{i}\right| \psi_{0}^{\alpha}\left(W_{i}\right) \leq 1 \\ d_{0}\left(\psi_{1}, \psi_{2}\right)=0}} \varepsilon^{-\gamma}\left|\int_{W_{1}} f \psi_{1} d m_{W_{1}}-\int_{W_{2}} f \psi_{2} d m_{W_{2}}\right|,
$$

where $\varepsilon_{0}>0$ is a small constant depending on the table. Finally, define $\mathscr{B}$ to be the closure of $C^{1}(M)$ in the strong norm $\|\cdot\|_{\mathcal{B}}$, defined by $\|f\|_{\mathcal{B}}=\|f\|_{s}+c_{u}\|f\|_{u}$, where $c_{u}$ is chosen so that the inequalities in Theorem 3.7 provide contraction in the strong norm (see [4, SECT. 4.3]).

Remark 3.5. The choices of parameters are motivated as follows: $\alpha \leq 1 /(q+1)$ due to the Hölder exponent in (2.2). Then $\beta<\alpha$ is required for relative compactness of the unit ball of $\mathscr{B}$ in $\mathscr{B}_{w}$. The weight $|W|^{-1 / p}$ weakens the contraction of the one-step expansion to


FIGURE 1
Two stable manifolds $W_{1}$ (green) and $W_{2}$ (blue) and their images under $T^{-n}$. Green and blue pieces are matched, while red curves are not matched due to cuts introduced by $S_{-n}$.
$\theta^{t-1 / p}$, so $p$ is chosen large enough that this is still small compared to the pressure $e^{P_{*}(t)}$. Finally, the regularity exponent $\gamma$ is chosen sufficiently small that the unmatched pieces created by discontinuities in the Lasota-Yorke inequalities are rendered negligible by the weight $|W|^{1 / p}$.

Proposition 3.6. With the correct choices of parameters above, we have a sequence of continuous inclusions, $C^{1}(M) \subset \mathscr{B} \subset \mathscr{B}_{w} \subset\left(C^{\alpha}(M)\right)^{*}$.

Moreover, the embedding of the unit ball of $\mathfrak{B}$ into $\mathfrak{B}_{w}$ is compact.

### 3.2.2. A spectral gap for $\mathscr{L}_{\boldsymbol{t}}$

Since $\mathscr{B}$ is defined as the completion of $C^{1}(M)$ in $\|\cdot\|_{\mathscr{B}}$, a priori it is not clear that $\mathscr{L}_{t}$ acts continuously on $\mathscr{B}$ since $J^{s} T$ is not even piecewise Hölder continuous; however, [27, THEOREM 5.66] and [4, LEMMA 4.10] show that $J^{s} T$ varies sufficiently regularly on hyperbolic Cantor rectangles so that if $f \in C^{1}(M)$, then $\mathscr{L}_{t} f$ can be approximated by $C^{1}$ functions in the $\|\cdot\|_{\mathcal{B}}$-norm, i.e., $\mathscr{L}_{t} f \in \mathscr{B}$. Thus we are able to prove:

Theorem 3.7 ([4]). Operator $\mathscr{L}_{t}$ acts continuously on $\mathfrak{B}$ and satisfies the following LasotaYorke (or Doeblin-Fortet) inequalities: there exist $C, C_{n}>0$ such that for all $f \in \mathscr{B}, n \geq 0$,

$$
\begin{aligned}
& \left|\mathscr{L}_{t}^{n} f\right|_{w} \leq C Q_{n}(t)|f|_{w}, \\
& \left\|\mathscr{L}_{t}^{n} f\right\|_{s} \leq C\left(\Lambda^{-(\beta-1 / p) n} Q_{n}(t)+\theta^{(t-1 / p) n}\right)\|f\|_{s}+C_{n}|f|_{w}, \\
& \left\|\mathscr{L}_{t}^{n} f\right\|_{u} \leq C Q_{n}(t)\left(n^{\gamma} \Lambda^{-\gamma n}\|f\|_{u}+C_{n}\|f\|_{s}\right) .
\end{aligned}
$$

Furthermore, $\mathscr{L}_{t}$ has a spectral gap: $e^{P_{*}(t)}$ is the eigenvalue of maximum modulus, it is simple, and the rest of the spectrum of $\mathscr{L}_{t}$ is contained in a disk of radius $\sigma e^{P_{*}(t)}$, where $\sigma<1$ is uniform for $t \in\left[t_{0}, t_{1}\right]$.

Comments on the proof. (1) The estimate on unmatched pieces. For a proof of the LasotaYorke inequalities, the reader is referred to [4, SECT. 4.3]. Here we comment only on the control of "unmatched pieces" in the estimate of the strong unstable norm since this leads to essential changes in the case $t=0$. We must estimate $\left|\int_{W_{1}} \mathscr{L}_{t}^{n} f \psi_{1}-\int_{W_{2}} \mathscr{L}_{t}^{n} f \psi_{2}\right|$.

Changing variables, we see that $\mathcal{E}_{n}^{\mathbb{H}}\left(W_{1}\right)$ comprises matched pieces (that are close to a corresponding curve in $\boldsymbol{E}_{n}^{\mathbb{H}}\left(W_{2}\right)$ ), and unmatched pieces (which are not, due to cuts by the singularity set $S_{-n}$ ). See Figure 1 . The distance between matched pieces contracts due to the hyperbolicity of $T$, but the unmatched pieces do not contract. Yet, unmatched pieces have length at most $\Lambda^{-j} \varepsilon$ if they are cut by a singularity curve at time $-j$, so we may use the strong stable norm to estimate

$$
\int_{W_{i}} \mathscr{L}_{t}^{n} f \psi=\int_{V_{j}} \mathscr{L}_{t}^{n-j} f \psi \circ T^{j}\left|J_{V_{j}} T^{j}\right|^{t} \leq \Lambda^{-j / p} \varepsilon^{1 / p}\left\|\mathscr{L}_{t}^{n-j} f\right\|_{s}\left|J_{V_{j}} T^{j}\right|_{C^{0}}^{t}
$$

In this sense, $\|\cdot\|_{s}$ acts as a "weak norm" for $\|\cdot\|_{u}$ to control unmatched pieces. This is the reason why the weight $|W|^{-1 / p}$ must be included in the definition of $\|\cdot\|_{s}$, and is an essential difference with the case $t=0$ in Section 4.2.
(2) Quasicompactness of $\mathscr{L}_{t}$. The Lasota-Yorke inequalities imply that the spectral radius of $\mathscr{L}_{t}$ on $\mathcal{B}$ is at most $e^{P_{*}(t)}$ and its essential spectral radius $<e^{P_{*}(t)}$ if $\theta^{t}<e^{P_{*}(t)}$. This is the pressure gap condition guaranteed by choice of $\theta$ for all $t \in\left[t_{0}, t_{1}\right]$. In order to conclude quasicompactness, however, we need a lower bound on the spectral radius. This follows from Proposition 3.3(a). Indeed, let $W \in \mathcal{W}_{\mathbb{H}}^{s}$ with $|W| \geq \delta_{1} / 3$, and choose $\psi \equiv 1$. For any $n \geq 1$,

$$
\begin{aligned}
\int_{W} \mathscr{L}_{t}^{n} 1 & =\sum_{W_{i} \in \mathcal{G}_{n}^{\mathbb{H}}(W)} \int_{W_{i}}\left|J^{s} T^{n}\right|^{t} \geq e^{-C_{d}} \frac{\delta_{1}}{3} \sum_{W_{i} \in L_{n}^{\delta_{1}}(W)}\left|J^{s} T^{n}\right|_{C^{0}\left(W_{i}\right)}^{t} \geq C c_{1} Q_{n}(t) \\
& \geq C^{\prime} e^{n P_{*}(t)}
\end{aligned}
$$

Thus $\left\|\mathscr{L}^{n} 1\right\|_{s} \geq C^{\prime} e^{n P_{*}(t)}$, and so the spectral radius of $\mathscr{L}$ is $e^{P_{*}(t)}$.
(3) A spectral gap for $\mathscr{L}_{t}$. Exact exponential growth of $Q_{n}(t)$ (see Remark 3.4) implies $\left\|\mathscr{L}_{t}^{n}\right\|_{\mathcal{B}} \leq C Q_{n}(t) \leq C^{\prime} e^{n P_{*}(t)}$, so that the peripheral spectrum of $\mathscr{L}_{t}$ has no Jordan blocks. Then the expression

$$
\begin{equation*}
v_{t}(\psi):=\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} e^{-k P_{*}(t)} \mathscr{L}_{t} 1(\psi) \tag{3.3}
\end{equation*}
$$

defines a finite Borel measure in $\mathscr{B}$ satisfying $\mathscr{L}_{t} \nu_{t}=e^{P_{*}(t)} v_{t}$, where, according to our identification of functions with densities with respect to $\mu_{\text {SRB }}$, we set

$$
\begin{equation*}
\mathscr{L}_{t} 1(\psi):=\int_{M} \psi \mathscr{L}_{t} 1 d \mu_{\mathrm{SRB}} \tag{3.4}
\end{equation*}
$$

Using (3.3) and the uniform control provided by Proposition 3.3, one shows that all eigenvectors corresponding to the peripheral spectrum are measures absolutely continuous with respect to $v_{t}$ and all eigenvalues are roots of unity. Finally, the topological mixing of $T$ implies that there can be no other eigenvalues of modulus $e^{P_{*}(t)}$.

### 3.2.3. An equilibrium state and a variational principle

Let $v_{t}$ be defined as in (3.3) and let $\tilde{v}_{t} \in \mathscr{B}^{*}$ denote the analogous construction with the dual operator $\mathscr{L}_{t}^{*}$. Define

$$
\mu_{t}(\psi)=\frac{\left\langle v_{t}, \psi \tilde{v}_{t}\right\rangle}{\left\langle v_{t}, \tilde{v}_{t}\right\rangle}, \quad \psi \in C^{\alpha}(M)
$$

The normalization $\left\langle v_{t}, \tilde{v}_{t}\right\rangle \neq 0$ by Proposition 3.3(a). Then it is a standard calculation that $\mu_{t}$ is an invariant probability measure for $T$, and due to the spectral gap of $\mathscr{L}_{t}, \mu_{t}$ enjoys exponential decay of correlations against Hölder observables.

The facts that $\mu_{t}$ has no atoms, gives 0 weight to any $C^{1}$ curve, is positive on open sets, and has stable and unstable manifolds of positive length all follow from the regularity of $v_{t} \in \mathscr{B}$.

Finally, we comment on the entropy of $\mu_{t}$ and conclude the variational principle stated in Theorem 2.7. To this end, define the Bowen balls for $T^{-n}$ by

$$
\begin{equation*}
B(x, n, \varepsilon)=\left\{y \in M: d\left(T^{-i} x, T^{-i} y\right) \leq \varepsilon, \forall i \in[0, n]\right\} \tag{3.5}
\end{equation*}
$$

Proposition 3.8 (Measure of Bowen balls). There exists $C>0$ such that for all $x \in M$, $n \geq 1$, and $y \in B(x, n, \varepsilon)$,

$$
\mu_{t}(B(x, n, \varepsilon)) \leq C e^{-n P_{*}(t)+t \log J^{s} T^{n}\left(T^{-n} y\right)} .
$$

Then [13, main theorem] implies that for $\mu_{t}$-a.e. $x \in M$,

$$
\lim _{\varepsilon \rightarrow 0} \limsup _{n \rightarrow \infty}-\frac{1}{n} \log \mu_{t}(B(x, n, \varepsilon))=h_{\mu_{t}}(T)
$$

This, together with Proposition 3.8, implies

$$
h_{\mu_{t}}(T) \geq P_{*}(t)-t \int \log J^{s} T d \mu_{t}=P_{*}(t)+t \int \log J^{u} T d \mu_{t}
$$

But $P_{*}(t) \geq h_{\mu_{t}}(T)-t \int \log J^{u} T d \mu_{t}$ since $P_{*}(t) \geq P(t)$ by Theorem 2.5 . We conclude that $P_{*}(t)=h_{\mu_{t}}(T)-t \int \log J^{u} T d \mu_{t}=P(t)$, which implies both that $\mu_{t}$ is the measure maximizing the pressure and that the topological pressure satisfies a variational principle, despite the effect of singularities.

The last item of Theorem 2.7, the uniqueness of $\mu_{t}$, uses the concept of a tangent measure. The argument exploits in particular the differentiability of the pressure for $t>0$. We refer the interested reader to [4, sect. 5.5].

## 4. IDEAS FROM THE PROOF OF THEOREM 2.3

In this section, we provide a parallel presentation to Section 3 for the case $t=0$, i.e., the construction of the measure of maximal entropy. As before, we divide the ideas into two parts: (1) geometric estimates to control local complexity and a uniform rate of growth for $\# \mathcal{M}_{0}^{n}$; (2) a functional-analytic framework needed to construct the equilibrium state $\mu_{0}$.

In contrast to Section 3, we cannot use homogeneity strips and must drastically alter the weights in the strong norm. These changes are sufficiently severe to prevent us from obtaining a spectral gap for $\mathscr{L}_{0}$ and exponential mixing for $\mu_{0}$.

### 4.1. Complexity and exact exponential growth of \# $\mathcal{M}_{0}^{\boldsymbol{n}}$

Recall the toy calculation in Section 2.4.1 for deriving the correct weight for the topological pressure. If we consider (2.5) with $t=0$, we have $\# \boldsymbol{\mathcal { E }}_{n}^{\mathbb{H}}(W)=\infty$ whenever
$T^{-n} W$ crosses infinitely many homogeneity strips. Thus we cannot use homogeneity strips when studying the case $t=0$. Moreover, the one-step expansion Lemma 3.1 does not hold. Instead, we use the linear complexity bound due to Bunimovich. For $x \in M$, let $N\left(\Im_{n}, x\right)$ denote the number of singularity curves in $\Im_{n}$ that meet at $x$. Define $N\left(\Im_{n}\right)=$ $\sup _{x \in M} N\left(\Im_{n}, x\right)$.

Lemma 4.1 ([15]). Assume finite horizon. There exists $K>0$, depending only on the configuration of scatterers, such that $N\left(\Im_{n}\right) \leq K n$ for all $n \geq 1$.

Sketch of proof from [28]. Suppose $x, x^{\prime} \in M$ lie on a straight billiard trajectory with one or more tangential collisions between them. Let $A, A^{\prime}$ be neighborhoods of $x, x^{\prime}$ in $M$, partitioned into sectors $A_{1}, \ldots A_{k} \subset A$ and $A_{1}^{\prime}, \ldots A_{k}^{\prime} \subset A$ such that $T^{n_{j}} A_{j}=A_{j}^{\prime}$. Define $\left.\hat{T}\right|_{A_{j}}:=T^{n_{j}}$. See Figure 2.


FIGURE 2
(a) A trajectory with multiple tangencies. (b) Neighborhood $A$ of $x$ with elements of $S_{n}$ and neighborhood $A^{\prime}$ of $x^{\prime}$ with their images in $S_{-n}$.

We prove the statement by induction. For $n=1$ it is trivial. Now assume $N\left(S_{n-1}\right) \leq$ $K(n-1)$ for some $K>0$. Let $N\left(\Im_{i} \mid A_{j}^{\prime}, x^{\prime}\right)$ denote the number of curves in $S_{i}$ passing through $x^{\prime}$ and lying in $A_{j}^{\prime}$. Since curves in $S_{i} \backslash S_{0}$ (stable) and $S_{-n} \backslash S_{0}$ (unstable) are uniformly transverse, each sector created by $\Im_{i}$ can only intersect one sector created by $S_{-n}$. Then pulling back the picture from $x^{\prime}$ to $x$ and recalling that $k$ is the number of tangencies meeting at $x$, we have (here we are using continuity of the flow)

$$
N\left(\Im_{n}, x\right) \leq k+\sum_{j} N\left(\Im_{n-n_{j}} \mid A_{j}^{\prime}, x^{\prime}\right) \leq k+\sum_{j} N\left(\Im_{n-1} \mid A_{j}^{\prime}, x^{\prime}\right),
$$

and, using the inductive assumption on $n-1$, this yields $N\left(\Im_{n}, x\right) \leq k+K(n-1)$, which is less than $K n$ if $k \leq K$. Due to the finite horizon condition, the number of tangencies intersecting at a point $x \in M$ has a finite upper bound depending only on the table. Thus choosing $K$ to be this upper bound completes the proof of the lemma.

### 4.1.1. Fragmentation lemmas

Choose $n_{0} \in \mathbb{N}$ such that $n_{0}^{-1} \log \left(K n_{0}+1\right)<h_{*}$. Due to Lemma 4.1, we may choose $\delta_{0}>0$ such that any stable curve of length $\leq \delta_{0}$ is cut into at most $K n_{0}+1$ pieces by $S_{-n_{0}}$. We use this choice of $\delta_{0}$ in our definition of $\mathcal{W}^{s}$, the set of local stable manifolds with which we work. (In Section 4.2 .2 we will shrink $\delta_{0}$ further depending on the parameters
in our norms.) This choice of $\delta_{0}$ will ensure that the growth in $\mathscr{E}_{n}(W)$ due to local complexity will be slower than $e^{n h_{*}}$. We make this precise below.

For $\delta \leq \delta_{0}$, let $\mathscr{G}_{n}^{\delta}(W)$ denote the collection of curves in $T^{-n} W$ analogous to $\boldsymbol{\mathcal { G }}_{n}^{\mathbb{H}}(W)$, but without using homogeneity strips, and with pieces longer than $\delta$ subdivided into curves between length $\delta / 2$ and $\delta$ at each step. Define $L_{n}^{\delta}(W)=\left\{W_{i} \in \mathscr{\mathcal { E }}_{n}^{\delta}(W):|W| \geq \delta / 3\right\}$ and $S h_{n}^{\delta}(W)=\mathcal{E}_{n}^{\delta}(W) \backslash L_{n}^{\delta}(W)$.

Lemma 4.2 ([3]). For all $\varepsilon>0$, there exist $n_{1}, \delta>0$ such that, for all $n \geq n_{1}$,

$$
\# S h_{n}^{\delta}(W) \leq \varepsilon \# \mathscr{E}_{n}^{\delta}(W) \quad \text { for all } W \in \hat{\mathcal{W}}^{s} \text { with }|W| \geq \delta / 3 .
$$

Idea of proof. Recalling (2.1), choose $\varepsilon>0$ and $n_{1}$ such that $3 C_{0}^{-1}\left(K n_{1}+1\right) \Lambda^{-n_{1}}<\varepsilon$. Choose $\delta>0$ such that if $|W|<\delta$ then $T^{-n_{1}} W$ comprises at most $K n_{1}+1$ connected components of length at most $\delta_{0}$. Then $S h_{n_{1}}^{\delta}(W)$ contains at most $K n_{1}+1$ elements. On the other hand, $\left|T^{-n_{1}} W\right| \geq C_{0} \Lambda^{n_{1}} \delta / 3$, where $\Lambda=1+2 \mathcal{K}_{\text {min }} \tau_{\text {min }}$ is from (2.1). Thus $\# \mathscr{E}_{n_{1}}^{\delta}(W) \geq C_{0} \Lambda^{n_{1}} / 3$, and so $\# S h_{n_{1}}^{\delta}(W) \leq \varepsilon \# \mathscr{E}_{n_{1}}^{\delta}(W)$ by the choice of $n_{1}$.

The argument can be iterated, grouping each collection of pieces at time $k n_{1}$ by the most recent time $j n_{1}, j \leq k$, that each piece was contained in an element of $L_{j n_{1}}^{\delta}(W)$.

As in Lemma 3.2(b), some control of short pieces can also be extended to elements of $\mathcal{M}_{0}^{n}$ and $\mathcal{M}_{-n}^{0}$. Let $\delta_{1}, n_{1} \geq n_{0}$ correspond to $\varepsilon=1 / 4$ in Lemma 4.2. Define

$$
\begin{aligned}
& L_{s}\left(\mathcal{M}_{0}^{n}\right)=\left\{A \in \mathcal{M}_{0}^{n}: \operatorname{diam}^{s}(A) \geq \delta_{1} / 3\right\} \quad \text { and } \\
& L_{u}\left(\mathcal{M}_{-n}^{0}\right)=\left\{B \in \mathcal{M}_{-n}^{0}: \operatorname{diam}^{u}(B) \geq \delta_{1} / 3\right\}
\end{aligned}
$$

Lemma 4.3 ([3]). There exists $c_{0}>0$ such that, for all $n \geq 1$,

$$
\# L_{s}\left(\mathcal{M}_{0}^{n}\right) \geq c_{0} \delta_{1} \# \mathcal{M}_{0}^{n} \quad \text { and } \quad \# L_{u}\left(\mathcal{M}_{-n}^{0}\right) \geq c_{0} \delta_{1} \# \mathcal{M}_{-n}^{0}
$$

### 4.1.2. Uniform bounds on growth

As in Section 3.1, the fragmentation lemmas above imply uniform bounds on the growth of $\# \mathscr{E}_{n}(W)$ and $\# \mathcal{M}_{0}^{n}$.

Proposition 4.4. (a) There exists $c_{1}>0$ such that, for any $W \in \mathcal{W}^{s}$ with

$$
|W| \geq \delta_{1} / 3, \quad \# \mathscr{E}_{n}(W) \geq c_{1} \# \mathcal{M}_{0}^{n} \quad \forall n \geq 1
$$

(b) There exists $c_{2}>0$ such that for all $k, n \geq 1$,

$$
\# \mathcal{M}_{0}^{n+k} \geq c_{2} \# \mathcal{M}_{0}^{n} \cdot \# \mathcal{M}_{0}^{k}
$$

Idea of proof. Claim (b) follows from (a) and Lemma 4.2 since $\# \mathcal{M}_{0}^{n+k} \geq 2 \delta_{0}^{-1} \# \mathscr{E}_{n+k}(W)$ and
$\# \mathscr{E}_{n+k}(W) \geq \sum_{V_{j} \in L_{n}^{\delta_{1}}(W)} \# \mathscr{E}_{k}\left(V_{j}\right) \geq \# L_{n}^{\delta_{1}}(W) c_{1} \# \mathcal{M}_{0}^{k} \geq \frac{3 c_{1}}{4} \# \mathscr{E}_{n}^{\delta_{1}}(W) \# \mathcal{M}_{0}^{k} \geq \frac{3 c_{1}^{2}}{4} \# \mathcal{M}_{0}^{n} \# \mathcal{M}_{0}^{k}$.
The proof of (a) follows the same lines as the proof of Proposition 3.3(a), covering $M$ with a finite number $N_{\delta_{1}}$ of Cantor rectangles depending on the length scale $\delta_{1}$. Then

Lemma 4.3 implies at least one of these rectangles, $R_{i_{*}}$, is fully crossed (in the unstable direction) by at least $\frac{c_{0} \delta_{1}}{N_{\delta_{1}}} \# \mathcal{M}_{-n}^{0}$ "long" elements of $\mathcal{M}_{-n}^{0}$. Any $W \in \mathcal{W}^{s}$ of length at least $\delta_{1} / 3$ crosses one rectangle $R_{j}$. Then there exists $N$, depending only on $\delta_{1}$, such that $T^{-N} W$ properly crosses $R_{i_{*}}$ in the stable direction. Thus $T^{-N-n} W$ intersects at least $\frac{c_{0} \delta_{1}}{N_{\delta_{1}}} \# \mathcal{M}_{0}^{n}$ elements of $\mathcal{M}_{0}^{n}$ since $\# \mathcal{M}_{0}^{n}=\# \mathcal{M}_{-n}^{0}$. Adjusting for $N$ (which only affects $c_{1}$ ) proves (a).

Remark 4.5. Proposition 4.4(b) implies the exact exponential growth of $\# \mathcal{M}_{0}^{n}$,

$$
e^{n h_{*}} \leq \# \mathcal{M}_{0}^{n} \leq 2 c_{2}^{-1} e^{n h_{*}} \quad \text { for all } n \geq 1
$$

As in Section 3.2.2, this will be essential to controlling the peripheral spectrum of $\mathscr{L}_{0}$.
A second corollary of our uniform bounds is the uniform growth rate of $\left|T^{-n} W\right|$ in terms of the topological entropy $h_{*}$, i.e., there exists $C>0$ such that, for all $W \in \mathcal{W}^{s}$ with $|W| \geq \delta_{1} / 3$,

$$
C e^{n h_{*}} \leq\left|T^{-n} W\right| \leq C^{-1} e^{n h_{*}} \quad \text { for all } n \geq n_{1}
$$

This is precisely the rate of growth one sees in smooth hyperbolic systems, despite the fact that in this context $h_{*}$ also counts cuts due to discontinuities.

To prove this bound, the previous remark, together with Proposition 4.4(a), gives $C e^{n h_{*}} \leq \# \mathscr{E}_{n}(W) \leq C^{-1} e^{n h_{*}}$. But $\left|T^{-n} W\right| \leq \delta_{0} \# \mathscr{E}_{n}(W)$ since curves in $\mathscr{E}_{n}(W)$ have length at most $\delta_{0}$, proving the upper bound. Finally, the lower bound follows from Lemma 4.2 with $\varepsilon=1 / 4$,

$$
\left|T^{-n} W\right|=\sum_{W_{i} \in \mathcal{E}_{n}^{\delta_{1}}}\left|W_{i}\right| \geq \frac{\delta_{1}}{3} \# L_{n}^{\delta_{1}}(W) \geq \frac{\delta_{1}}{4} \# \mathscr{E}_{n}^{\delta_{1}}(W) .
$$

### 4.2. Banach spaces adapted to $\boldsymbol{t}=0$

We define $\mathscr{L}_{0}$ acting on functions as in (2.4) and on distributions as in (3.1).
Unfortunately, the Hölder weight $|W|^{1 / p}$ in the strong stable norm from Section 3.2.1 is disastrous when $t=0$. This is because if $W \in \mathcal{W}^{s}$ and $T^{-1} W$ has a single component near a tangential collision so that $\left|T^{-1} W\right| \sim|W|^{1 / 2}$, then, if $\psi=|W|^{-1 / p}$,

$$
\int_{W} \mathscr{L}_{0} f \psi=\int_{T^{-1} W} f \psi \circ T \leq\|f\|_{s} \frac{\left|T^{-1} W\right|^{1 / p}}{|W|^{1 / p}} \sim\|f\|_{s}|W|^{-1 / 2 p} .
$$

Taking the supremum over $W \in \mathscr{W}^{s}$ yields $\infty$ and hence $\mathscr{L}_{0}$ is not a bounded operator.
Yet, we cannot abandon the weight entirely due to the need to control the unmatched pieces in the Lasota-Yorke estimates, see Figure 1 and the proof of Theorem 3.7. These considerations force us to adopt a weak logarithmic weight $|\log | W\left|\mid\right.$ in the definition of $\|\cdot\|_{s}$, which in turn forces a logarithmic modulus of continuity in $\|\cdot\|_{u}$. This last change prevents a genuine contraction in the Lasota-Yorke inequality, which prevents us from proving that $\mathscr{L}_{0}$ is quasicompact with a spectral gap.

Nevertheless, under a sparse recurrence condition to the singular set (4.1), we show that the spectral radius of $\mathscr{L}_{0}$ on $\mathscr{B}$ is $e^{h_{*}}$ and we obtain left and right eigenvectors of $\mathscr{L}_{0}$ as limit points using compactness, from which we construct the measure $\mu_{0}$ with entropy $h_{*}$.

### 4.2.1. Sparse recurrence to singularities

In order to control the evolution of $\mathscr{L}_{0}^{n}$ in the strong norm, we shall need the following condition on the rate of recurrence to the singular set $S_{0}$, which corresponds to tangential, or grazing, collisions. Note that our results up until now have not needed this condition.

Choose $n_{0} \in \mathbb{N}$ and an angle $\varphi_{0}$ close to $\pi / 2$. Let $s_{0} \in(0,1)$ be the smallest number such that any orbit of length $n_{0}$ has at most $s_{0} n_{0}$ collisions with $|\varphi| \geq \varphi_{0}$. The finite horizon condition guarantees that we can always choose $n_{0}$ and $\varphi_{0}$ so that $s_{0}<1$. Indeed, if there are no trajectories with three consecutive tangencies on the table (a generic condition), then one may choose $n_{0}$ and $\varphi_{0}$ so that $s_{0} \leq \frac{2}{3}$. Our assumption is the following:

$$
\begin{equation*}
h_{*}>s_{0} \log 2 . \tag{4.1}
\end{equation*}
$$

The $\log 2$ comes from the fact that if $W$ is a local stable manifold that makes a nearly tangential collision under $T^{-1}$ then $\left|T^{-1} W\right| \sim|W|^{1 / 2}$. Thus our assumption ensures that the growth due to tangential collisions along sufficiently long orbit segments does not exceed the exponential rate of growth given by $h_{*}$.

We remark that there is no known table for which the condition $h_{*}>s_{0} \log 2$ fails. Indeed, since $h_{*} \geq h_{\mu_{\mathrm{SRB}}}$ and $h_{\mu_{\mathrm{SRB}}}=\int \log J^{u} T d \mu_{\mathrm{SRB}}$ by the Pesin entropy formula, it suffices to check that $\chi_{\mu_{\text {SRB }}}^{+}>s_{0} \log 2$, where $\chi_{\mu_{\text {SRB }}}^{+}$is the positive Lyapunov exponent of $T$ with respect to $\mu_{\text {SRB }}$, in order to conclude that (4.1) holds. Using this criterion, all examples computed numerically in [9] for a triangular lattice and [38] for a rectangular lattice satisfy (4.1). Furthermore, it is possible to prove analytically that (4.1) holds for large open sets of such billiard configurations. See [3, SECT. 2.4] for a more detailed discussion.

### 4.2.2. Definition of norms

Choose $\alpha, \beta, \gamma>0$, and $p>1$ such that

$$
\beta<\alpha \leq 1 / 3, \quad 2^{s_{0} p}<e^{h_{*}}, \quad \gamma<p .
$$

Enlarge $n_{0}$ so that

$$
\frac{1}{n_{0}} \log \left(K n_{0}+1\right)<h_{*}-p s_{0} \log 2
$$

where $K$ is from Lemma 4.1. Choose $\delta_{0}>0$ as in Section 4.1.1 so that any stable manifold of length $\leq \delta_{0}$ is cut into at most $K n_{0}+1$ pieces by $S_{-n_{0}}$.

The weak norm $|\cdot|_{w}$ and $\mathscr{B}_{w}$ are defined precisely as in (3.2), so we focus on the strong norm. For $f \in C^{1}(M)$, define the strong stable norm of $f$ by

Recalling the distance between curves $d\left(W_{1}, W_{2}\right)$ and between test functions $d_{0}\left(\psi_{1}, \psi_{2}\right)$ from Section 3.2.1, we define the strong unstable norm of $f$ by

$$
\|f\|_{u}=\sup _{\varepsilon \leq \varepsilon_{0}} \sup _{\substack{W_{1}, W_{2} \in W^{s} \\ d\left(W_{1}, W_{2}\right) \leq \varepsilon}} \sup _{\substack{\left|\psi_{i}\right| e c^{2}\left(W_{i}\right) \leq 1 \\ d_{0}\left(\psi_{1}, \psi_{2}\right)=0}}|\log \varepsilon|^{\gamma}\left|\int_{W_{1}} f \psi_{1}-\int_{W_{2}} f \psi_{2}\right| .
$$

The strong norm of $f$ is defined to be $\|f\|_{\mathcal{B}}=\|f\|_{s}+\|f\|_{u}$, and $\mathscr{B}$ is the completion of $C^{1}(M)$ in the $\|\cdot\|_{\mathcal{B}}$ norm.

### 4.2.3. Spectrum of $\mathscr{L}_{\mathbf{0}}$ and construction of an invariant measure

Proposition 3.6 still holds true with these new norms and most importantly, the unit ball of $\mathfrak{B}$ is compact in $\mathscr{B}_{w}$. However, due to the logarithmic modulus of continuity in the definition of $\|\cdot\|_{u}$, the strong unstable norm does not contract. Indeed, recalling Figure 1, when we compare $\int_{W^{1}} \mathscr{L}_{0} f \psi_{1}-\int_{W^{2}} \mathscr{L}_{0} f \psi_{2}$, the matched pieces $W_{i}^{k} \in \mathscr{E}_{n}\left(W^{k}\right)$ have contracted to a distance $d\left(W_{i}{ }^{1}, W_{i}^{2}\right) \leq C \Lambda^{-n} \varepsilon$. Yet, the contraction in the norm is given by $\frac{\left|\log C \Lambda^{-n} \varepsilon\right|^{\gamma}}{|\log \varepsilon|^{\gamma}}$, and taking the supremum over $\varepsilon>0$ yields 1 . The inequalities we can prove are the following.

Proposition 4.6. Assume $h_{*}>s_{0} \log 2$. There exists $C>0$ such that, for all $f \in \mathscr{B}, n \geq 0$,

$$
\begin{aligned}
\left|\mathscr{L}^{n} f\right|_{w} & \leq C|f|_{w} \# \mathcal{M}_{0}^{n} \\
\left\|\mathscr{L}^{n} f\right\|_{s} & \leq C\left(\sigma^{n}\|f\|_{s}+|f|_{w}\right) \# \mathcal{M}_{0}^{n}, \quad \text { for some } \sigma<1, \\
\left\|\mathscr{L}^{n} f\right\|_{u} & \leq C\left(\|f\|_{u}+\|f\|_{s}\right) \# \mathcal{M}_{0}^{n}
\end{aligned}
$$

Although the bounds of Proposition 4.6 are not sufficient to prove the quasicompactness of $\mathscr{L}_{0}$ on $\mathscr{B}$, they, together with Proposition 4.4 , do provide good control of $\left\|\mathscr{L}_{0}^{n}\right\|_{\mathcal{B}}$.

Using Remark 4.5, we have $\left\|\mathscr{L}_{0}^{n}\right\|_{\mathcal{B}} \leq C e^{n h_{*}}$, for all $n \geq 1$. Moreover, our lower bounds on \# $L_{n}^{\delta_{1}}(W)$ from Lemma 4.2 and $\# \mathscr{E}_{n}(W)$ from Proposition 4.4 imply that

$$
\begin{equation*}
\left\|\mathscr{L}_{0}^{n} 1\right\|_{s} \geq\left|\mathscr{L}_{0}^{n} 1\right|_{w} \geq \int_{W} \mathscr{L}_{0}^{n} 1 \geq \sum_{W_{i} \in L_{n}^{\delta_{1}}(W)}\left|W_{i}\right| \geq \frac{\delta_{1}}{3} \frac{3}{4} \# \mathscr{E}_{n}^{\delta_{1}}(W) \geq C e^{n h_{*}} \tag{4.2}
\end{equation*}
$$

These estimates imply not only that the spectral radius of $\mathscr{L}_{0}$ on $\mathscr{B}$ is $e^{h_{*}}$, but also that the sequence $e^{-n h_{*}} \mathscr{L}_{0}^{n} 1$ is uniformly bounded away from 0 and $\infty$ in the strong norm. We now use this fact to construct an eigenmeasure for $\mathscr{L}_{0}$ with eigenvalue $e^{h_{*}}$.

By the observation above, for $n \geq 1$ the sequence

$$
v_{n}=\frac{1}{n} \sum_{k=0}^{n-1} e^{-k h_{*}} \mathscr{L}_{0}^{k} 1 \quad \text { is uniformly bounded in } \mathscr{B} .
$$

Since any ball of finite size in $\mathfrak{B}$ is compact in $\mathscr{B}_{w}$, a subsequence converges in $\mathscr{B}_{w}$. Let $v_{0} \in \mathcal{B}_{w}$ be a limit point of $v_{n}$. A priori, $v_{0}$ is only a distribution; yet, recalling (3.4), the calculation

$$
\left|\nu_{0}(\psi)\right| \leq \lim _{j \rightarrow \infty} \frac{1}{n_{j}} \sum_{k=0}^{n_{j}-1} e^{-k h_{*}}\left|\mathscr{L}_{0}^{k} 1(\psi)\right| \leq|\psi|_{\infty} v_{0}(1)
$$

shows that, indeed, $v_{0}$ can be extended as a bounded operator on continuous functions, i.e., $\nu_{0}$ is a measure and, indeed, a nonnegative measure since the $v_{n}$ are nonnegative. A similar calculation shows that $\mathscr{L}_{0} \nu_{0}=e^{h_{*}} \nu_{0}$.

Similarly, let $\tilde{v}_{0} \in\left(\mathcal{B}_{w}\right)^{*}$ be a limit point of the sequence

$$
\frac{1}{n} \sum_{k=0}^{n-1} e^{-k h_{*}}\left(\mathscr{L}_{0}^{*}\right)^{k}\left(d \mu_{\mathrm{SRB}}\right)
$$

which is again a measure. Define the pairing

$$
\mu_{0}(\psi)=\frac{\left\langle\nu_{0}, \psi \tilde{v}_{0}\right\rangle}{\left\langle\nu_{0}, \tilde{\nu}_{0}\right\rangle}, \quad \text { for } \psi \in C^{1}(M)
$$

Since $\mathscr{L}_{0} \nu_{0}=e^{h_{*}} v_{0}$ and $\mathscr{L}_{0}^{*} \tilde{\nu}_{0}=e^{h_{*}} \tilde{\nu}_{0}$, it is a standard calculation that $\mu_{0}(\psi \circ T)=\mu_{0}(\psi)$, i.e., $\mu_{0}$ is an invariant probability measure for $T$. We remark that, by definition of $\nu_{0}$ and $\tilde{\nu}_{0}$, the normalization $\left\langle\nu_{0}, \tilde{\nu}_{0}\right\rangle$ can be computed as the average of the terms $e^{-k h_{*}} \int_{M} \mathscr{L}_{0}^{k} 1 d \mu_{\text {SRB }}$. Thus the fact that $\left\langle v_{0}, \tilde{\nu}_{0}\right\rangle \neq 0$ follows from the lower bound (4.2) (see [3, PROOF OF PROP. 7.1]).

### 4.2.4. Properties of $\boldsymbol{\mu}_{0}$

The key observation for proving all subsequent properties of $\mu_{0}$ is that, although $\nu_{0} \in \mathcal{B}_{w}$, it inherits stronger regularity as a limit point of the sequence $\left(v_{n}\right)_{n \in \mathbb{N}}$, which is uniformly bounded in the $\|\cdot\|_{\mathcal{B}}$-norm. In particular, the convergence of $\left(v_{n_{j}}\right)$ to $v$ in $\mathscr{B}_{w}$ implies

$$
\lim _{j \rightarrow \infty} \sup _{W \in \mathcal{W}^{s}} \sup _{|\psi|_{C^{\alpha}(W)} \leq 1}\left(\int_{W} v \psi d m_{W}-\int_{W} v_{n_{j}} \psi d m_{W}\right)=0
$$

and, since $\left\|v_{n_{j}}\right\|_{u} \leq C$ for some $C>0$, we conclude that $\|\nu\|_{u} \leq C$ as well. Similarly, $\int_{W} v \leq C|\log | W \|^{-p}$ from the uniform bound on $\left\|v_{n_{j}}\right\|_{s}$. This regularity then opens the door to a host of properties for $\mu_{0}$.
(1) Hyperbolicity. For $k \in \mathbb{Z}, \varepsilon>0$, letting $\mathcal{N}_{\varepsilon}\left(\Im_{k}\right)$ denote the $\varepsilon$-neighborhood of $\Im_{k}$ in $M$, the strong norm bound implies that there exists $C_{k}>0$ such that

$$
\begin{equation*}
\nu_{0}\left(\mathcal{N}_{\varepsilon}\left(S_{k}\right)\right) \leq C_{k}|\log \varepsilon|^{-p} \quad \text { and } \quad \mu_{0}\left(\mathcal{N}_{\varepsilon}\left(S_{k}\right)\right) \leq C_{k}|\log \varepsilon|^{-p} . \tag{4.3}
\end{equation*}
$$

This implies in turn that $\mu_{0}$ is $T$-adapted, i.e., $\int_{M}-\log d\left(x, \delta_{ \pm 1}\right) d \mu_{0}(x)<\infty$, and that $\mu_{0}$-a.e. $x \in M$ has a stable and unstable manifold of positive length. The same is true for $v_{0}$.
(2) Ergodicity. Since $\mu_{0}$ is hyperbolic, we may cover a full measure set of $M$ with Cantor rectangles comprising intersections of stable and unstable manifolds, and study the properties of $\mu_{0}$ on each rectangle. In particular, the fact that $\left\|\nu_{0}\right\|_{u}<\infty$ allows us to prove the following (but note that $\mu_{0}$ itself is singular with respect to Lebesgue measure).

Lemma 4.7 (Absolute continuity of holonomy). On each Cantor rectangle R, the holonomy map sliding along unstable manifolds in $R$ is absolutely continuous with respect to the conditional measures of $\mu_{0}$ on stable manifolds.

Using a Hopf argument and the above lemma, we show that each Cantor rectangle $R$ belongs to one ergodic component. Then since $T$ is topologically mixing, we can force images of rectangles to overlap and thus conclude that $\left(T^{n}, \mu_{0}\right)$ is ergodic for all n .
(3) Mixing and Bernoulli property. The local product structure of the Cantor rectangles, together with a global argument showing that a full measure set of points on each component
of $M$ can be connected by a network of stable and unstable manifolds, enables us to prove that $\left(T, \mu_{*}\right)$ is $K$-mixing, ${ }^{5}$ following techniques of Pesin $[48,49]$.

Then adapting the approach of [26] (carried out there for $\mu_{\text {SRB }}$ ), which uses all the properties we have established thus far: $K$-mixing, hyperbolicity, the absolute continuity of Lemma 4.7, and our bounds on $\mu_{0}\left(\mathcal{N}_{\varepsilon}\left(\Im_{ \pm 1}\right)\right)$, we prove that the partition $\mathcal{M}_{-1}^{1}$ is very weakly Bernoulli. Since $\bigvee_{n=-\infty}^{\infty} T^{-n}\left(\mathcal{M}_{-1}^{1}\right)$ generates the full $\sigma$-algebra for $T$, this implies by [47] that $\left(T, \mu_{0}\right)$ is Bernoulli.
(4) Entropy of $\mu_{0}$. For $x \in M$, define the $\varepsilon$-Bowen ball for $T^{-n}$ as in (3.5). Using the fact that $\nu_{0}$ scales by $e^{n h_{*}}$ under a change of variables, we are able to prove:

Proposition 4.8 (Measure of Bowen balls). There exists $C>0$ such that, for all $x \in M$ and $n \geq 1$,

$$
\mu_{0}(B(x, n, \varepsilon)) \leq C e^{-n h_{*}} .
$$

As in Section 3.2.3, [13, main theorem $]$ implies that for $\mu_{0}$-a.e. $x \in M$,

$$
\lim _{\varepsilon \rightarrow 0} \limsup _{n \rightarrow \infty}-\frac{1}{n} \log \mu_{0}(B(x, n, \varepsilon))=h_{\mu_{0}}\left(T^{-1}\right)=h_{\mu_{0}}(T) .
$$

This, together with Proposition 4.8, implies $h_{\mu_{0}}(T) \geq h_{*}$. But $h_{*} \geq h_{\mu}(T)$ for all $T$-invariant probability measures as stated in Section 2.3. We conclude that $h_{*}=h_{\mu_{0}}(T)$, so $\mu_{0}$ has maximal entropy.

### 4.2.5. Uniqueness of $\mu_{0}$

Finally, we discuss the proof of uniqueness of the measure of maximal entropy from Theorem 2.3. This is essentially a modification of the classical Bowen argument, which uses a uniform lower bound on the measure of Bowen balls,

$$
\forall \varepsilon>0, \quad \exists C>0 \text { such that for } \mu_{0} \text {-a.e. } x \in M, \mu_{*}(B(x, n, \varepsilon)) \geq C e^{-n h_{*}}
$$

(see, for example, [43, SECT. 20.3]).
Unfortunately, this lower bound fails for billiards due to the rate of approach of typical points to the singularity set. We can prove, rather, that $\forall \eta>0$ and $\mu_{0}$-a.e. $x \in M$,

$$
\begin{equation*}
\exists C=C(\eta, x)>0 \quad \text { such that } \mu_{0}(B(x, n, \varepsilon)) \geq C e^{-n\left(h_{*}+\eta\right)} \tag{4.4}
\end{equation*}
$$

But even this arbitrarily small error in the exponent is not sufficient for the Bowen argument. Instead, we prove a version of the lower bound that "most" $x \in M$ "often" belong to an element of $\mathcal{M}_{0}^{j}$ satisfying good lower bounds.

To make this precise, let $\bar{n} \in \mathbb{N}$ be such that $(K \bar{n}+1)^{1 / \bar{n}}<e^{h_{*} / 2}$. Then using Lemma 4.2, choose $\delta_{2}>0$ such that if $A \in \mathcal{M}_{-k}^{n}$ satisfies

$$
\max \left\{\operatorname{diam}^{u}(A), \operatorname{diam}^{s}(A)\right\} \leq \delta_{2},
$$

$5 \quad$ If $\mathcal{A}$ denotes the Borel sigma-algebra on $M$, then $K$-mixing means that there exists a subsigma algebra $K \subset \mathcal{A}$ such that (1) $K \subset T K$; (2) $\bigvee_{n=0}^{\infty} T^{n} K=\mathcal{A}$; (3) $\bigcap_{n=0}^{\infty} T^{-n} K=$ $\{X, \emptyset\}$.
then $A \backslash S_{ \pm \bar{n}}$ consist of at most $K \bar{n}+1$ connected components. Define
$S h_{0}^{2 n}:=\left\{A \in \mathcal{M}_{0}^{2 n}: \forall j, 0 \leq j \leq n / 2, T^{j} A \subset E \in \mathcal{M}_{0}^{2 n-j}\right.$ such that $\left.\operatorname{diam}^{s}(E)<\delta_{2}\right\}$,
with a similar definition for $S h_{-2 n}^{0}$ with $\operatorname{diam}^{u}(E)$ replacing diam ${ }^{s}(E)$. These are the "persistently short" elements of $\mathcal{M}_{0}^{2 n}$ and $\mathcal{M}_{-2 n}^{0}$, respectively, which have not belonged to a "long" element within the past $n / 2$ iterates.

The next lemma demonstrates that persistently short pieces make up a small proportion of $\mathcal{M}_{0}^{2 n}$ and that long elements that also have long images satisfy strong lower bounds.

Lemma 4.9. (a) Let $B_{2 n}=\left\{A \in \mathcal{M}_{0}^{2 n}:\right.$ either $A \in S h_{0}^{2 n}$ or $\left.T^{2 n} A \in S h_{-2 n}^{0}\right\}$. There exists $C>0$ such that, for all $n \geq 1, \# B_{2 n} \leq C e^{7 n h_{*} / 4}$.
(b) For all $k \geq 1$, if $E \in \mathcal{M}_{0}^{k}$ with $\operatorname{diam}^{s}(E) \geq \delta_{2}$ and $\operatorname{diam}^{u}\left(T^{k} E\right) \geq \delta_{2}$,

$$
\text { then } \quad \mu_{0}(E) \geq C_{\delta_{2}} e^{-k h_{*}}, \quad \text { for some } C_{\delta_{2}}>0
$$

Some comments on the proof. Claim (a) follows by iterating the complexity bound given by Lemma 4.2, using the fact that, by the choice of $\bar{n}$ and $\delta_{2}$, persistently short pieces cannot grow at a rate faster than $(K \bar{n}+1)^{n /(2 \bar{n})}<e^{n h_{*} / 4}$ over the most recent $n / 2$ iterates.

Claim (b) rests on the fact that if $E$ is long in the stable direction and $T^{k} E$ is long in the unstable direction, then both $E$ and $T^{k} E$ cross Cantor rectangles of a fixed size, depending on $\delta_{2}$. Then the lower bound (4.2) is used to derive (b).

The importance of Lemma 4.9 lies in the fact that if $A \in G_{2 n}:=\mathcal{M}_{0}^{2 n} \backslash B_{2 n}$, then there exists $j, k \leq n / 2$ such that $T^{j} A \subset E \in \mathcal{M}_{0}^{2 n-j-k}$ and $E$ satisfies Lemma 4.9(b), i.e., $\mu_{0}(E) \geq C_{\delta_{2}} e^{-(j+k) h_{*}}$. Thus, apart from a set of "bad" elements $B_{2 n}$ whose size is relatively small, most elements of $\mathcal{M}_{0}^{2 n}$ belong to the "good" set $G_{2 n}$ and are contained in a larger set that has good lower bounds. This, together with a time shift to group elements of $\mathcal{M}_{0}^{2 n}$ according to their good counterparts in $\mathcal{M}_{0}^{2 n-j-k}$, is sufficient to adapt the Bowen argument for uniqueness. The reader interested in more details is referred to [3, sECT. 7].

## 5. OPEN QUESTIONS

We conclude by formulating several open questions relating to the family of geometric potentials we have discussed.
(1) Is $\mu_{0}=\mu_{\mathrm{SRB}}$, or, more generally, is $\mu_{s}=\mu_{t}$ for $s \neq t$ ? If there exist $s, t>0, s \neq t$, such that $\mu_{s}=\mu_{t}$, then Theorem 2.8 implies that $P(t)$ is affine on $\left(0, t_{*}\right)$, so that $\mu_{\text {SRB }}$ would be the equilibrium state for all $t \in\left(0, t_{*}\right)$, and assuming the sparse recurrence condition (4.1), $\mu_{\text {SRB }}=\mu_{0}$ as well.

This seems highly unlikely. Indeed, suppose that $z$ is a periodic orbit with no grazing collisions and let $\chi_{z}^{+}$be its positive Lyapunov exponent. Then our estimates on Bowen balls such as Proposition 4.8 and (4.4), in addition to analogous ones for $\mu_{\text {SRB }}$, imply that $h_{*}=\chi_{z}^{+}$ [3, PROP. 7.13]. Thus if we can find two periodic orbits with different Lyapunov exponents, we can conclude that $\mu_{0} \neq \mu_{\mathrm{SRB}}$, and in turn $\mu_{s} \neq \mu_{t}$ for all $s \neq t$. There are no known Sinai
billiard tables in which all periodic orbits have the same Lyapunov exponent, yet it is not proved that this cannot happen. See [35, sect. 4.4] for a related class of models (a type of open billiard) for which such anomalous behavior has been effectively ruled out.
(2) Can one establish a rate of mixing for $\mu_{0}$ ? While exponential mixing for $\mu_{t}, t \in\left(0, t_{*}\right)$, follows from the spectral gap for $\mathscr{L}_{t}$, no such gap is available for $\mathscr{L}_{0}$. The question arises whether this is a consequence of the technique or whether there is a genuine failure of exponential mixing at $t=0$. The fact that the pressure $P(t)$ is finite for $t \geq 0$ and infinite for $t<0$ whenever there is a periodic orbit with a grazing collision suggests that there is, indeed, a phase transition at $t=0$, so a loss of exponential mixing would not be out of place. On the other hand, for many expanding systems, the measure of maximal entropy has a faster rate of mixing than the SRB measure, not a slower one.
(3) What are other limit theorems and properties of $\mu_{0}$ ? Once a rate of mixing has been established, other limits theorems might follow, for example, a dynamical Central Limit Theorem, which generally requires a summable rate of decay of correlations. Other limit theorems might include invariance principles or large deviation estimates. These are all available for $\mu_{t}, t>0$, by spectral techniques (see [39] or [32, sECT. 6]), but not for $\mu_{0}$ at this time.
(4) Can one find a finite horizon Sinai billiard table such that the sparse recurrence condition fails? In other words, can one find a table with $h_{*} \leq s_{0} \log 2$ ? If so, does a measure of maximal entropy still exist and is it $T$-adapted, i.e., does it satisfy bounds of the form (4.3)?
(5) Does $\mu_{t} \rightarrow \mu_{0}$ as $t \rightarrow 0$ ? For $t \in\left(0, t_{*}\right)$, continuity of $\mu_{t}$ and differentiability of $P(t)$ follow from perturbation theory. Assuming the sparse recurrence condition (4.1), Baladi and Demers [4, PROP. 5.5] prove that $\lim _{t \downarrow 0} P(t)=P(0)=h_{*}$, yet the question of whether the equilibrium states converge remains open.
(6) Is $P(t)$ analytic for all $t>0$ or is there a phase transition at some $t_{\star}>1$ ? If so, how does $t_{\star}$ depend on the configuration of scatterers? It is clear from the definition of $t_{*}$ that it is not an optimal condition for most billiard tables since the hyperbolicity constant $\Lambda=1+2 \mathcal{K}_{\text {min }} \tau_{\text {min }}$ is a lower bound, which in general may not be attained along most or even all orbits.

A more refined attempt would be to define $\chi_{\min } \geq \Lambda$ to be the minimal positive Lyapunov exponent over all periodic orbits. Then we could define

$$
t_{\star}=\sup \left\{t>0: P(t)>-t \chi_{\min }\right\},
$$

and try to show that the spectral techniques described here go through for all $t<t_{\star}$ (note that $t_{\star} \geq t_{*}$ ). This should involve in particular working with higher iterates of $T$ and proving a version of (2.1) with $\Lambda$ replaced by $\chi_{\text {min }}$. (In some works on the thermodynamic formalism, the value of $t_{\star}$ is called the freezing point of the geometric family, in analogy with $1 / t$ being thought of as temperature.)

Some inspiration for $\chi_{\text {min }}$ being the correct quantity to use can be found in finitehorizon billiards in a triangular lattice. All scatterers on such tables are circles of equal
radius $R$, thus the positive Lyapunov exponent of a period 2 orbit between two scatterers at minimal distance from one another is precisely $\Lambda=1+\frac{2 \tau_{\text {min }}}{R}$. In this case, $\Lambda=\chi_{\text {min }}$ and so $t_{*}=t_{\star}$. If $\delta$ is the atomic invariant measure supported on this period 2 orbit, then $P_{\delta}(t)=-t \log \Lambda$, so certainly $P(t) \geq-t \log \Lambda$ for all $t>0$. Yet, it is not known even in this special case whether in fact $P(t)=-t \log \Lambda$ at some $t=t_{\star}$, or whether $t_{\star}=\infty$.
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In this text we review a selection of contemporary research themes in holomorphic dynamics.
The main topics that will be discussed are geometric (laminar and woven) currents and their applications, bifurcation theory in one and several variables, and the problem of wandering Fatou components.

## MATHEMATICS SUBJECT CLASSIFICATION 2020

Primary 37F80; Secondary 32U40, 37F46, 37F44, 37F10

## KEYWORDS

Laminar and woven currents, stability and bifurcations, wandering Fatou components

Holomorphic dynamics was once part of classical complex analysis, but since its rebirth in the 1980s it keeps enlarging its scope, integrating new ideas, and developing new interactions. Some main tendencies of contemporary holomorphic dynamics are the convergence between its one- and higher-dimensional aspects and its ever deeper interconnection with algebraic and arithmetic dynamics. As a consequence, there is an endless diversification of the available mathematical techniques. Besides the classical methods from dynamics and complex analysis, its modern toolbox now comprises sophisticated tools and ideas imported from complex geometry, pluripotential theory (and its latest advances for currents of higher bidegree), algebraic geometry and commutative algebra, non-Archimedean analysis and geometry, arithmetic geometry (in particular, arithmetic equidistribution theory), Teichmüller theory, geometric group theory, etc. Conversely, each of these domains benefits from its interaction with holomorphic dynamics, by gaining new problems and examples. Many (though not all!) of these connections were reported in recent ICMs [21,25,34,4e, 71,77]. Our purpose here is to present a few contemporary research themes whose common threadif one were to find one-is an emphasis on "soft" geometric techniques, such as the basic geometry of analytic subsets in $\mathbb{C}^{n}$. These represent only a tiny piece of the domain, reflecting, of course, the author's own taste and research interests. The main topics that will be discussed are geometric currents, bifurcation theory, and the problem of wandering Fatou components. The reader will soon notice that these three subjects are largely interrelated. Many open problems have also been included, as a motivation for future investigations.

Let us describe in more detail the contents of this paper. Section 1 is a short survey on positive closed currents with "geometric structure". The use of geometric currents in holomorphic dynamics was pioneered by Bedford, Lyubich, and Smillie in their seminal work [9] on complex Hénon maps. Since then they have turned into a very versatile tool, with many applications. Here we intend to give the flavor of a few specific results and how they are used in dynamical problems, so this part of the paper will be a bit more technical than the remaining sections.

Holomorphic dynamics is equally about the dynamics of a holomorphic map $f$ and about the evolution of this dynamical behavior when $f$ depends on certain parameters. The basic stability/bifurcation theory of rational maps in one variable was designed by Mañé, Sad, Sullivan, and Lyubich [69,70,73] in the 1980s, who showed that one-dimensional rational maps are generically structurally stable, using surprisingly elementary arguments. For the quadratic family $z^{2}+c, c \in \mathbb{C}$, the bifurcation locus is the celebrated Mandelbrot set, whose intricate structure was thoroughly studied since then, using a variety of combinatorial and geometric methods. This research area was profoundly renewed in the 2000s by the systematic investigation of higher-dimensional phenomena, and in particular with the introduction of bifurcation currents by DeMarco [32]. The bifurcation theory of holomorphic dynamical systems is nowadays a very active research domain, and a meeting point between the communities of one and several variable dynamicists. We relate this continuing story in Section 2.

Finally, one recent breakthrough is the construction of wandering Fatou components in higher-dimensional polynomial dynamics, which at the same time solves an old problem and raises many questions. We review these recent developments in Section 3.

Let us conclude this introduction with a little notice. Some important theorems will be mentioned only in passing, while others are isolated within numbered environments: this is meant to keep the reading flow, not to reflect a hierarchy of importance. Likewise, the list of references is already quite long, but not exhaustive, and we apologize in advance for any serious omission.

## 1. GEOMETRIC CURRENTS

### 1.1. Definitions

This part assumes some familiarity with positive currents and pluripotential theory (see, e.g., Demailly [31] for basics). All the definitions here are local, so we work in some bounded open set $\Omega \subset \mathbb{C}^{k}$. Let $T$ be a positive closed current of bidimension $(p, p)$ in $\Omega$. Following Bedford, Lyubich, and Smillie [9], we say that $T$ is locally uniformly laminar if there exists a lamination by complex submanifolds of dimension $p$ embedded in $\Omega$ such that the restriction of $T$ to any flow box $B$ of the lamination is of the form

$$
\begin{equation*}
\left.T\right|_{B}=\int_{\tau}\left[\Delta_{t}\right] d \nu(t) \tag{1.1}
\end{equation*}
$$

Here $\tau$ is a global transversal in the flow box $B$, the $\Delta_{t}$ are the plaques of the lamination in the flow box, and $v$ is a positive measure on $\tau$. The word "uniform" here refers to the local uniformity of the geometry of the plaques $\Delta_{t}$ We say that $T$ is laminar if there exists a sequence of open subsets $\Omega_{k}$, together with a sequence of currents $T_{k}$, locally uniformly laminar in $\Omega_{k}$, such that $T_{k}$ increases to $T$. The $\Omega_{k}$ should be thought of as a union of many small polydisks, whose complement has a small mass. The key word in the definition is "increases." Intuitively, this definition should be understood as follows: $T_{k}$ represents all the disks contained in $T$ of some given size (say $2^{-k}$ ); then, to $T_{k}$ we add $T_{k+1}-T_{k}$ which is made of disks of size $2^{-(k+1)}$ (which may have nonempty boundary in $\Omega_{k}$, but form a lamination in $\Omega_{k+1} \subset \Omega_{k}$ ), and so on. The sequence $T_{k}$ is not canonical, and has to be understood as the choice of a "representation" of $T$ as a laminar current. From this we can deduce another representation of $T$ as an integral over an abstract family of compatible holomorphic disks, namely

$$
\begin{equation*}
T=\int_{\mathscr{A}}\left[D_{\alpha}\right] d \mu(\alpha) \tag{1.2}
\end{equation*}
$$

Here compatible means that two disks can only intersect along some relatively open subset, but there is no further restriction on the geometry of the $D_{\alpha}$. Even if this definition is rather restrictive, it can lead to pathological examples, and for dynamical applications we will have to constrain it further (see the notion of "strongly approximable" current below).

It was observed by Dinh [39] that in many situations it is more natural to let the disks admit nontrivial intersections. One then defines uniformly woven currents by replacing "lamination" by "web" in (1.1), where a web is locally given by a family of disks of
dimension $p$ with uniformly bounded volume or, more generally, a family of holomorphic chains of dimension $p$ with uniformly bounded volume (any such family is precompact for the Hausdorff topology, so it makes sense to define a measure on a set of such disks). Then, woven currents are defined from uniformly woven ones as in the laminar case. A difference between laminar and woven currents is that in the woven case the measures in (1.1) and (1.2) are not determined by $T$ (e.g., the standard Kähler form in $\mathbb{C}^{2}$ admits several representations as a uniformly woven current), so a woven current has to be thought of as "marked" by such a measure $\mu$. It is not completely obvious to show that not every positive closed current is woven; we leave this as an exercise to the reader!

There is no unified reference for the basic properties of laminar and woven currents. Besides [9] and [39], the information in this paragraph was extracted from various papers, notably by De Thélin and the author [28, 30, 37, 43, 44, 46]. In the following we use the word geometric as a synonym of "laminar or woven."

### 1.2. Construction and approximation

Positive closed currents often appear as limits of sequences of normalized currents of integration. Furthermore, by a classical theorem of Lelong, any positive closed current of bidegree $(1,1)$ is locally of this form. In this section we explain how, under appropriate hypotheses, a geometric structure can be extracted from such an approximation.

Still working locally in some open set $\Omega \subset \mathbb{C}^{k}$, endowed with its standard Hermitian structure, we say that a submanifold $V$ of dimension $p$ in $\Omega$ has size $r$ at $x \in V$ if it contains a graph over a ball of radius $r$ of its tangent space $T_{x} V$, relative to the orthogonal projection to $T_{x} V$, with slope (i.e., the norm of the derivative of the graphing map) bounded by 1 . In particular, $V$ has no boundary in $B(x, c r)$ for some constant $c$ depending only on $p$ and $k$. This notion of size makes sense in any compact complex manifold, up to uniform constants, by choosing a finite covering by coordinate charts and a Hermitian metric. Note that we may relax this definition by allowing $V$ to be an analytic set: then $V$ can have several irreducible components at $x$, some of which being of size $r$.

If $V$ is any submanifold (or subvariety) of $\Omega$, possibly with boundary, and $r>0$, we denote by $V^{r}$ the set of $x \in V$ such that $V$ has size $r$ at $x$. In this way we get a tautological decomposition, $V=V^{r} \cup\left(V \backslash V^{r}\right)$, which is reminiscent of the thin-thick decomposition of hyperbolic manifolds.

Assume now that $V_{n}$ is a sequence of $p$-dimensional subvarieties of volume $v_{n}$, such that $v_{n}^{-1}\left[V_{n}\right]$ converges to a positive closed current $T$. If $\operatorname{Vol}\left(V_{n}^{r}\right) \geq v_{n}(1-\varepsilon(r))$ where $\varepsilon$ is a function independent of $n$ and such that $\varepsilon(r) \rightarrow 0$ as $r \rightarrow 0$, then one may extract a subsequence so that $v_{n}^{-1}\left[V_{n}^{r}\right]$ converges to a geometric current $T^{r} \leq T$ with the mass estimate $\mathbf{M}\left(T-T^{r}\right) \leq \varepsilon(r)$. This endows $T$ with a geometric structure: if $p \leq k-2$, we obtain a woven current and, if $p=k-1$, this current is laminar. Indeed, if $p=k-1$, by the persistence of proper intersections, the limiting graphs cannot intersect nontrivially. (Note that when $p \leq k-2$, intersections can appear at the limit even if the $V_{n}$ are submanifolds. Conversely, if in codimension 1 we allow the $V_{n}$ to admit self-intersections, we obtain woven currents also in this case.)

A technically convenient option is to further assume that the disks constituting $V_{n}^{r}$ are submanifolds (without boundary) in a subdivision of $\Omega$ by cubes of size cr (for some constant $c>0$ ). This is consistent with the manner in which the $V_{n}^{r}$ are constructed in practice, and the resulting definition is equivalent (see [46]). In this way the limiting currents $T^{r}$ are uniformly geometric in the cubes of this subdivision.

There are several easily checkable geometric and/or topological criteria ensuring this condition, which sometimes give an explicit bound on $\varepsilon(r)$ :

- If $\psi: \mathbb{C} \rightarrow X$ is an entire curve in a projective manifold, then by Ahlfors' theory of covering surfaces, for well-chosen sequences $R_{n} \rightarrow \infty, V_{n}:=\psi\left(D\left(0, R_{n}\right)\right)$ satisfies $v_{n}^{-1}\left[\partial V_{n}\right] \rightarrow 0$ and $\operatorname{Vol}\left(V_{n}^{r}\right) \geq v_{n}(1-\varepsilon(r))$ for $\varepsilon(r)=O\left(r^{2}\right)$. Thus the cluster values of $v_{n}^{-1}\left[V_{n}\right]$ are closed woven currents; if, in addition, $\psi$ is injective and $\operatorname{dim}(X)=2$, then they are laminar (Bedford-Lyubich-Smillie [9], Cantat [24]).
- If $V_{n}$ is a sequence of algebraic curves in a projective surface whose geometric genus is $O\left(v_{n}\right)$, then $\operatorname{Vol}\left(V_{n}^{r}\right) \geq v_{n}(1-\varepsilon(r))$ for $\varepsilon(r)=O\left(r^{2}\right)$, therefore the limiting currents of $v_{n}^{-1}\left[V_{n}\right]$ are woven; under a mild additional condition on the singularities of $V_{n}$, they are laminar (Dujardin [43]).
- If $\iota_{n}: \mathbb{P}^{p} \rightarrow X$ is a sequence of holomorphic mappings of generic degree 1 to a projective manifold $X$ of dimension $k>p$ and $V_{n}=\iota_{n}\left(\mathbb{P}^{p}\right)$, then the limiting currents of $v_{n}^{-1}\left[V_{n}\right]$ are woven (Dinh [39]). In addition, $\varepsilon(r)=O\left(r^{2}\right)$ [46].
- If $V_{n}$ is a sequence of smooth curves in the unit ball in $\mathbb{C}^{2}$, whose genus is $O\left(v_{n}\right)$, then the limiting currents of $v_{n}^{-1}\left[V_{n}\right]$ are laminar (De Thélin [28]). A version of this result in arbitrary dimension is given by De Thélin in [30].

In all these papers, the geometric structure is obtained by projecting $V_{n}$ in several directions and keeping only from $V_{n}$ the graphs over these directions with bounded diameter or volume. The bound $\varepsilon(r)=O\left(r^{2}\right)$ plays an important role in applications as we shall see below.

### 1.3. Geometric intersection

The main interest of geometric currents is the possibility of a geometric interpretation of their wedge products. This technique was introduced in [9], and it was systematized and generalized in several subsequent works. Such results are so far essentially available in dimension 2 ; again since the problem is local, we work in some open set $\Omega \subset \mathbb{C}^{2}$, say a ball. If $T_{1}$ and $T_{2}$ are closed positive $(1,1)$ currents in $\Omega$, we say that the wedge product $T_{1} \wedge T_{2}$ is well defined if $u_{1} \in L_{\text {loc }}^{1}\left(T_{2}\right)$, where $u_{i}$ is a local potential of $T_{i}$, in which case we set $T_{1} \wedge T_{2}=d d^{c}\left(u_{1} T_{2}\right)$. This condition and the resulting wedge product are actually symmetric in $T_{1}$ and $T_{2}$. We also say that such a current is diffuse if it gives no mass to curves.

For uniformly laminar and woven currents, geometric intersection is easy and basically follows from Fubini's theorem. Indeed, assume that $T_{1}$ and $T_{2}$ are uniformly geometric (1,1)-currents in $\Omega$, which locally in $\Omega$ admit the representation $T_{i}=\int\left[\Delta_{t}^{i}\right] d \nu_{i}(t)$. Then,
if the wedge product $T_{1} \wedge T_{2}$ is well defined, locally we have that

$$
\begin{equation*}
T_{1} \wedge T_{2}=\int\left[\Delta_{t}^{1} \cap \Delta_{s}^{2}\right] d \nu_{1}(t) d \nu_{2}(s) \tag{1.3}
\end{equation*}
$$

where [ $\Delta_{t}^{1} \cap \Delta_{s}^{2}$ ] is the sum of point masses at isolated intersection points, counting multiplicities (see [38,44]). In addition, if $T_{1}$ and $T_{2}$ are laminar and diffuse, nontransverse intersections do not contribute to the integral, so we can restrict to transverse intersections. Note the intermediate "semigeometric intersection" result

$$
\begin{equation*}
T_{1} \wedge T_{2}=\int\left(\left[\Delta_{t}^{1}\right] \wedge T_{2}\right) d \nu_{1}(t) \tag{1.4}
\end{equation*}
$$

which makes sense for an arbitrary positive closed current $T_{2}$.
Now assume that $T$ is a geometric positive closed current in $\Omega \subset \mathbb{C}^{2}$ and $S$ is an arbitrary positive closed current in $\Omega$ such that the wedge product $S \wedge T$ is well defined. We say that $T \wedge S$ is semigeometric if there is a representation $T=\lim _{r \rightarrow 0} T^{r}$ as an increasing limit of uniformly geometric currents, such that $T^{r} \wedge S$ increases to $T \wedge S$ as $r \rightarrow 0$. Thanks to (1.4), $T^{r} \wedge S$ admits a geometric interpretation. If now $S$ itself is a geometric current, we say that the wedge product $T \wedge S$ is geometric if there are representations $T^{r} \nearrow T$ and $S^{r} \nearrow S$ such that $T^{r} \wedge S^{r}$ (which has a geometric interpretation by (1.3)) increases to $T \wedge S$.

We say that a geometric current is strongly approximable if there is a representation $T^{r} \nearrow T$ where $T^{r}$ is uniformly geometric in a subdivision $\Omega^{r}$ of $\Omega$ into cubes of size $r$, and $\varepsilon(r)=\mathbf{M}\left(T-T^{r}\right)=O\left(r^{2}\right)$. As we have seen in Section 1.2, this estimate is commonly satisfied in practice. (Technically, some freedom on the choice of $\Omega^{r}$ is also necessary, but we do not dwell on this point.) The sharpest version of the geometric intersection theorem for geometric currents in dimension 2 is the following:

Theorem 1.1 (Dujardin [38, 44, 45]). Let $S$ and $T$ be closed positive (1, 1) currents in $\Omega \subset \mathbb{C}^{2}$, such that the wedge product $T \wedge S$ is well defined. Assume that $T$ is a strongly approximable geometric current. Then, if $S$ has locally bounded potentials, or if $T \wedge S$ gives no mass to pluripolar sets, then $T \wedge S$ is semigeometric.

A consequence of this theorem, which is often as useful as the result itself, is that if $T$ was obtained as the limit of $v_{n}^{-1}\left[V_{n}\right]$ as in Section 1.2, then $v_{n}^{-1}\left[V_{n}^{r}\right] \wedge S$ is close to $T \wedge S$ for small $r$ and large $n$.

Applying Theorem 1.1 to $T \wedge S$ and $S \wedge T$, we get:
Corollary 1.2. If in Theorem 1.1 both $S$ and $T$ are strongly approximable geometric currents and $T \wedge S$ gives no mass to pluripolar sets, then $T \wedge S$ is geometric.

The main open problem at this stage is the extension of these results to higher dimensions.

Question 1.3. Is there a version of Theorem 1.1 for geometric currents of arbitrary codimension?

While the case of uniformly geometric currents and the case where $T$ is of bidimension (1, 1) follow without serious difficulties (see [46] and [47] for details), the general case remains a challenge so far. The crucial mass estimate $\mathbf{M}\left(T-T^{r}\right)=O\left(r^{2}\right)$ is known to hold in some significant cases (see [46]), but it does not appear to be sufficient to conclude for currents of arbitrary bidimension.

### 1.4. Dynamical applications

The first application of laminar currents by Bedford, Lyubich, and Smillie [9] was to prove that certain intersections are nonempty. A typical example is the following: assume that we are given an entire curve $\psi: \mathbb{C} \rightarrow X$ in some projective manifold, and let $T$ be a closed current obtained from $\psi$ by Ahlfors' construction. Let $S$ be a current of bidegree $(1,1)$ with bounded potentials. If we know that $\int T \wedge S>0$ (for instance, for cohomological reasons), then by Theorem 1.1, this intersection is semigeometric, therefore $\left.S\right|_{\psi\left(D\left(0, R_{n}\right)\right)}$ is nonzero for large $n$. (A version of this result which does not apply to laminarity was proved by Dinh and Sibony [42].) This fact (as well as some variants) plays an important role in the dynamics of automorphisms and birational maps on complex surfaces, where it is used as a tool to create intersections between stable and unstable manifolds. This is used in [9] to establish that any saddle point belongs to the support of the maximal entropy measure; this technique also appears in the work of Cantat, Favre, Lyubich, and the author [24,26,52,53], among others. Note also that the failure of Theorem 1.1 for unbounded potentials can be viewed as the main reason why the uniqueness of the measure of maximal entropy for general birational maps of surfaces remains an unsolved problem.

Another use of geometric intersection, which was initiated in [45], concerns the dynamical analysis of wedge products of dynamically defined currents. Indeed, suppose that $f$ is a self-map of some complex manifold $X$, and $f^{n}(L)$ is a sequence of iterated curves such that $d^{-n} f^{n}(L)$ converges to a geometric current $T$, with a control of the asymptotic geometry of $f^{n}(L)$ as in Section 1.2. Assume also that $S$ is some invariant current of bidegree $(1,1): f^{*} S=d S$ and that $T \wedge S$ is a semigeometric intersection. Then for large $n$, the action of $f^{k}$ on the bounded geometry part of $d^{-n}\left[f^{n}(L)\right] \wedge S$ is a good approximation of the action of $f^{k}$ on $T \wedge S$, and its expansion properties "in the direction of $T$ " can be analyzed geometrically by "soft" methods, such as counting disjoint disks of size $r$ and length-area estimates (see below Theorem 2.4 for a worked out example). This idea was used in various contexts by De Thélin and others [29, 36, 37, 45, 46].

### 1.5. Foliations

Foliated Ahlfors currents play an important role in the work of Brunella and McQuillan on singular holomorphic foliations (see, e.g., [20]). Geometric intersection has been applied in foliation theory to prove the vanishing of certain self-intersections. For a positive current directed by a holomorphic foliation on a compact Kähler surface, this vanishing can in turn be used to infer dynamical properties of the foliation such as the nonexistence of invariant transverse measures (for closed currents) or the uniqueness of harmonic measures (for $d d^{c}$-closed currents), according to a Hodge-theoretic formalism for $d d^{c}$-closed
currents devised by Fornæss and Sibony [58]. Proving that the self-intersection of harmonic currents directed by holomorphic foliations vanishes is a very difficult problem in the presence of singularities. On $\mathbb{P}^{2}$ this can be treated by regularizing with global automorphisms, the general case makes use of the theory of densities of Dinh and Sibony (see [41]). Here we want to mention a more elementary-looking problem:

Question 1.4. Does there exist a diffuse (closed) uniformly laminar current on $\mathbb{P}^{2}$ ?
The expected answer to the question is "no," since it is generally expected that there does not exist a Riemann surface lamination embedded in $\mathbb{P}^{2}$. The above question is supposed to be the "easy case" of this deep conjecture (since it deals with laminations with transverse measures), and it admits a straightforward approach: if $T$ is such a current, then $T \wedge T=0$ because of the laminar structure, which is impossible on $\mathbb{P}^{2}$. This approach works well as soon as $T \wedge T$ is well defined in the sense of pluripotential theory (but it does not for a curve!), or when the holonomy of the induced lamination is Lipschitz [58]. But in general the holonomy of a Riemann surface lamination in $\mathbb{C}^{2}$ (that is, a holomorphic motion) is less regular and, surprisingly enough, the problem is still open so far. (See Kaufmann [66] for a discussion of the higher-dimensional case.)

## 2. BIFURCATION THEORY IN ONE AND SEVERAL DIMENSIONS

Let $\left(f_{\lambda}\right)_{\lambda \in \Lambda}$ be a family of rational maps on $\mathbb{P}^{1}$ of degree $d$, holomorphically parameterized by some complex manifold $\Lambda$. Then the well-known Fatou-Julia decomposition of the phase space is mirrored by a stability-bifurcation dichotomy of the parameter space. The proper definition of stability in this context was found simultaneously by Mañé-Sad-Sullivan and Lyubich [69,70,73]: the family $\left(f_{\lambda}\right)_{\lambda \in \Lambda}$ is $J$-stable over some domain $\Omega \subset \Lambda$ if one of the following equivalent conditions holds over $\Omega$ :
(i) the periodic points of $\left(f_{\lambda}\right)$ do not collide or, equivalently, the nature (attracting, repelling, indifferent) of each periodic point remains the same in the family;
(ii) the Julia set $\lambda \mapsto J_{\lambda}$ moves continuously for the Hausdorff topology;
(iii) for any two parameters $\lambda, \lambda^{\prime}$ in $\Omega,\left.f_{\lambda}\right|_{J_{\lambda}}$ is topologically conjugate to $\left.f_{\lambda^{\prime}}\right|_{J^{\prime}}$;
(iv) the orbits of the critical points $f_{\lambda}$ do not bifurcate.

The equivalence between these properties relies on the notion of holomorphic motion (also known as holomorphic families of injections) of a subset of the Riemann sphere, and the simple, yet powerful idea of automatic extension of a holomorphic motion to its closure (the " $\lambda$-lemma"). Condition (iv), together with the finiteness of the critical set, easily implies that in any such parameterized family $\left(f_{\lambda}\right)$, the stability locus is open and dense in $\Lambda$. In other words, one-dimensional polynomial and rational maps are generically stable.

For the emblematic family $f_{\lambda}(z)=z^{2}+\lambda$ of quadratic polynomials, the bifurcation locus is the boundary of the Mandelbrot set $M$ (connectivity locus). Even if its interior is
empty, $\partial M$ is still quite large, as shown by the following famous result of Shishikura [80]: $\partial M$ has Hausdorff dimension 2 . This property was extended to arbitrary families of rational maps by Tan Lei and McMullen [67,75]. The basic technical tool underlying Shishikura's theorem is the phenomenon of parabolic implosion, which will also play an important role below. Note that is still unknown whether $\partial M$ has zero or positive Lebesgue measure.

This research area was renewed in the last 20 years as the result of several tendencies: (1) the use of positive closed currents, and (2) the move towards higher dimensions (both in dynamical and parameter spaces). In the next few pages, we review some of these developments; in particular, we will see how these influential one-dimensional results translate to new settings. Lack of space prevents us from giving a complete treatment, and some important results will barely be mentioned. Also, we do not discuss the profound connection with arithmetic dynamics, for which the reader is referred, e.g., to [34], or bifurcations of Kleinian groups (see $[35,48]$ ).

### 2.1. Bifurcation currents in one-dimensional dynamics

Let as above $\left(f_{\lambda}\right)_{\lambda \in \Lambda}$ be a holomorphic family of rational maps of degree $d$. The following addition to the list of equivalent conditions to stability was found by DeMarco [33]:
(v) the Lyapunov exponent of the unique measure of maximal entropy $\chi\left(\mu_{f_{\lambda}}\right)$ is a pluriharmonic function of $\lambda$.

The bifurcation current is then defined by $T_{\text {bif }}:=d d_{\lambda}^{c} \chi\left(\mu_{f_{\lambda}}\right)$. For the family of quadratic polynomials, $T_{\text {bif }}\left(=\mu_{\text {bif }}\right.$, see below) is the harmonic measure of the Mandelbrot set.

The original definition of the bifurcation current in [32] can be interpreted geometrically as follows (see [51]). Consider the fibered dynamical system in $\Lambda \times \mathbb{P}^{1}$ defined by $\hat{f}:(\lambda, z) \mapsto\left(\lambda, f_{\lambda}(z)\right)$. It admits a natural invariant current $\hat{T}$ of bidegree $(1,1)$, satisfying $\hat{f}^{*} \hat{T}=d \hat{T}$, whose restriction to a generic vertical line $\{\lambda\} \times \mathbb{P}^{1}$ is the maximal entropy measure $\mu_{f_{\lambda}}$. Now, take a holomorphically moving (or "marked") point $\lambda \mapsto a(\lambda)$ in $\mathbb{P}^{1}$, and denote by $\Gamma_{a}$ its graph in $\Lambda \times \mathbb{P}^{1}$. If $\pi: \Lambda \times \mathbb{P}^{1} \rightarrow \Lambda$ is the natural projection, we obtain a current in $\Lambda$ associated to $a$ by slicing $\hat{T}$ by $\Gamma_{a}$ and projecting down to $\Lambda: T_{a}:=\pi_{*}\left(\hat{T} \wedge\left[\Gamma_{a}\right]\right)$. If in a holomorphic family $\left(f_{\lambda}\right)$, the critical points are marked by holomorphic functions $\lambda \mapsto c_{i}(\lambda)$ (this is always possible up to replacing $\Lambda$ by some branched cover), we thus obtain the corresponding bifurcation currents $T_{c_{i}}$. It turns out that $T_{\mathrm{bif}}=\sum T_{c_{i}}$ : this follows from a variant of the Manning-Przytycki formula for the Lyapunov exponent $\chi\left(\mu_{f_{\lambda}}\right)$, which in the case of polynomials is written as

$$
\chi\left(\mu_{f}\right)=\log d+\sum_{i} G_{f}\left(c_{i}\right)
$$

where $G_{f}$ is the dynamical Green function (which satisfies $d d^{c} G_{f}=\mu_{f}$ ).
Bifurcation currents have turned into a fundamental tool for exploring higher dimensional issues in parameter spaces. Here is a sample problem: consider a critically marked family $\left(f_{\lambda}, c_{i}(\lambda)\right)$ and suppose that for some parameter $\lambda_{0} \in \Lambda$, the critical point $c_{1}(\lambda)$ bifurcates at $\lambda=\lambda_{0}$. Then a simple application of Montel's theorem shows that there is
a sequence of parameters $\lambda_{n} \rightarrow \lambda_{0}$ such that, for $\lambda=\lambda_{n}, c_{1}$ is preperiodic. Now assume that several (say all) critical points bifurcate at $\lambda_{0}$ : is it then possible to approximate $\lambda_{0}$ by parameters such that the corresponding critical points are preperiodic? Of course, in this question one has to discard a few "trivial" obstructions, e.g., when $\operatorname{dim}(\Lambda)$ is too small, so that there are not enough degrees of freedom to hope for an independent behavior of the critical points. Still after excluding these counterexamples, the answer to this problem is "no" (see [51, EXAMPLE 6.13]), the fundamental reason for this being the failure of Montel's theorem in higher dimension. Using currents is a known way of circumventing this problem in higher-dimensional dynamics, and, as a matter of fact, the following theorem holds:

Theorem 2.1 (Bassanelli-Berteloot [8], Dujardin-Favre [51]). Let $\left(f_{\lambda}\right)_{\lambda \in \Lambda}$ be a holomorphic family of rational maps of degree $d \geq 2$. Then for every $k \leq \operatorname{dim}(\Lambda)$,

$$
\begin{equation*}
\operatorname{Supp}\left(T_{\text {bif }}^{k}\right) \subset \overline{\left\{\lambda, f_{\lambda} \text { admits } k \text { periodic critical points }\right\}} . \tag{2.1}
\end{equation*}
$$

(This result was actually not stated explicitly in [8,51], see [48] for this formulation. The converse inclusion is studied below.)

When $\Lambda$ is the moduli space $\mathcal{P}_{d}$ of polynomials of degree $d$ with marked critical points (which is a finite quotient of $\mathbb{C}^{d-1}$ ) or the moduli space $\mathcal{M}_{d}$ of rational maps of degree $d$ with marked critical points (which is of dimension $2 d-2$ ), we define the bifurcation measure $\mu_{\mathrm{bif}}$ to be the maximal exterior power of $T_{\mathrm{bif}}$, that is, $\mu_{\mathrm{bif}}=T_{\mathrm{bif}}^{d-1}$ or $\mu_{\mathrm{bif}}=T_{\mathrm{bif}}^{2 d-2}$, respectively. The following neat dynamical characterization of $\operatorname{Supp}\left(\mu_{\text {bif }}\right)$ can be obtained:

Theorem 2.2 (Dujardin-Favre [51], Buff-Epstein [22]). For $\Lambda=\mathcal{P}_{d}$ or $\mathcal{M}_{d}$, the support of $\mu_{\text {bif }}$ is the closure of (non-Lattès) strictly postcritically finite parameters, that is, parameters for which all critical points are preperiodic to a repelling cycle.

A version of this result for intermediate powers of $T_{\text {bif }}$ was obtained in [47], which explains to what extent the converse inclusion in (2.1) holds.

Sketch of proof. The most delicate point is to show that any non-Lattès postcritically finite parameter $\lambda_{0}$ belongs to $\operatorname{Supp}\left(\mu_{\mathrm{bif}}\right)$. To fix the ideas, assume that $\Lambda=\mathcal{M}_{d}$. Observe that $\lambda_{0}$ is an intersection point of a family of $(2 d-2)$ hypersurfaces of the form

$$
\left\{\lambda \in \mathcal{M}_{d}, f_{\lambda}^{n}\left(c_{i}(\lambda)\right)=f_{\lambda}^{n+k}\left(c_{i}(\lambda)\right)\right\}
$$

(one for each critical point). The proof in [22] is based on two important ideas. The first one consists in proving that these hypersurfaces are smooth and transverse at $\lambda_{0}$ : this is based on Teichmüller-theoretic ideas. Then, using this transversality, a version of Tan Lei's transfer principle between dynamical and parameter space allows comparing the mass of $\mu_{\text {bif }}$ in a carefully scaled small polydisk about $\lambda_{0}$ with the mass of $\mu_{f_{\lambda_{0}}}$ near the $f^{n}\left(c_{i}\right)$, and conclude that this mass is positive.

In the space of polynomials of degree $d$, Theorem 2.2, together with other characterizations of $\operatorname{Supp}\left(\mu_{\text {bif }}\right)$, e.g., in terms of landing of parameter rays, makes $\operatorname{Supp}\left(\mu_{\text {bif }}\right)$ the natural analogue of the boundary of the Mandelbrot set for polynomials of higher degree.

This motivates an investigation of its topological and geometric properties. First, it is a compact set, which, for $d \geq 3$, is strictly contained in the boundary of the locus $\zeta_{d}$ of polynomials with connected Julia set. A topological consequence of Theorem 2.1 is that $\operatorname{Supp}\left(\mu_{\mathrm{bif}}\right)$ is contained in the closure of $\operatorname{Int}\left(\bigodot_{d}\right)$; on the other hand, it is unknown whether $\mathscr{\zeta}_{d}$ is the closure of its interior. Gauthier [59] extended Shishikura's theorem to show that $\operatorname{Supp}\left(\mu_{\text {bif }}\right)$ has maximal Hausdorff dimension at each of its points. Let us also note that by using advanced nonuniform hyperbolicity techniques, it was shown by Astorg, Gauthier, Mihalache, and Vigny [6] that in the space $\mathcal{M}_{d}$ of rational maps of degree $d, \operatorname{Supp}\left(\mu_{\mathrm{bif}}\right)$ has positive volume.

The technical core of Theorems 2.1 and 2.2 is the fact that $T_{\text {bif }}$ and its exterior powers describe the asymptotic distribution of families of dynamically defined hypersurfaces in the parameter space, like parameters with a preperiodic critical point, or parameters with a periodic point of a given multiplier. Initiated in $[7,8,51]$, this research theme has gradually evolved in scope and sophistication, notably through its connections with arithmetic equidistribution (see [54]).

A striking and unexpected consequence of this technology is an asymptotic estimate for the number of hyperbolic components in $\mathcal{M}_{d}$, which is so far not accessible by other means. Recall that a hyperbolic component is a connected component of the stability locus in which the dynamics is uniformly expanding on the Julia set. We say that a hyperbolic component $\Omega$ is of disjoint type ( $n_{1}, \ldots, n_{2 d-2}$ ) if the critical points are attracted by distinct attracting cycles of respective exact period $n_{i}$.

Theorem 2.3 (Gauthier, Okuyama, and Vigny [60]). The number $N(n)$ of hyperbolic components of disjoint type $(n, \ldots, n)$ in $\mathcal{M}_{d}$ satisfies

$$
N(n) \underset{n \rightarrow \infty}{\sim} \frac{d^{(2 d-2) n}}{(2 d-2)!} \int_{\mathcal{M}_{d}} \mu_{\mathrm{bif}} .
$$

(An analogous formula holds for arbitrary disjoint type ( $n_{1}, \ldots, n_{2 d-2}$ ).) Note that the corresponding result in $\mathscr{P}_{d}$ is much easier and follows essentially from Bézout's theorem (together with a transversality argument). The value of $\int_{\mathcal{M}_{d}} \mu_{\text {bif }}$ is known only for $d=2$ [60].

Once the bifurcation measure is constructed on $\mathcal{P}_{d}$ or $\mathcal{M}_{d}$, it is natural to inquire about the dynamics of a $\mu_{\text {bif }}$-typical parameter. In $\mathcal{M}_{d}$ this question is completely open so far. For the family of quadratic (and more generally unicritical) polynomials, it was shown by Graczyk-Swiatek [62] and Smirnov [81] in the late 1990s that a $\mu_{\text {bif }}$-typical parameter satisfies the Collet-Eckmann condition; in particular, the local geometry of its Julia set is well understood. These results are based on combinatorial techniques and the landing of external and parameter rays, and the method carries over for degree $d$ polynomials (see [51, THM. 10]). Interestingly, a completely new approach to the results of [62,81] was recently found, which applies to arbitrary families of rational maps.

Theorem 2.4 (De Thélin, Gauthier, and Vigny [36]). Let $\left(f_{\lambda}\right)_{\lambda \in \Lambda}$ be an algebraic family of rational maps of degree $d$ with a marked critical point $c(\lambda)$. Let $T_{c}$ be the bifurcation current associated to $c$ and $\left\|T_{c}\right\|$ be the associated total variation measure. Then for $\left\|T_{c}\right\|$-a.e. $\lambda$,

$$
\begin{equation*}
\liminf _{n \rightarrow \infty}\left|D f_{\lambda}^{n}(c(\lambda))\right| \geq \frac{1}{2} \log d>0 \tag{2.2}
\end{equation*}
$$

For the unicritical family $z^{d}+\lambda$, this statement is precisely the typicality of the Collet-Eckmann expansion property.

Sketch of proof. This is an application of the techniques of Section 1.4. We may assume that $\Lambda$ is of dimension 1 , so that $T_{c}$ is just a positive measure on $\Lambda$. Consider the sequence of iterated graphs $\Gamma_{f^{n}(c)}$, parameterized by $\gamma_{n}: \lambda \mapsto\left(\lambda, f_{\lambda}^{n}(c(\lambda))\right)$. Then, as explained above, $T_{c}=\pi_{*}\left(\hat{T} \wedge\left[\Gamma_{c}\right]\right)$, where $\pi: \Lambda \times \mathbb{P}^{1} \rightarrow \Lambda$ is the first projection and $\hat{T}$ is the natural $\hat{f}$-invariant current in $\Lambda \times \mathbb{P}^{1}$. Using the $\hat{f}$-invariance of $\hat{T}$, we infer that

$$
T_{c}=\pi_{*}\left(d^{-n}\left[\Gamma_{f^{n}(c)}\right] \wedge \hat{T}\right), \text { and conversely }\left(\gamma_{n}\right)_{*}\left(T_{c}\right)=d^{-n}\left[\Gamma_{f^{n}(c)}\right] \wedge \hat{T}
$$

Since the $\Gamma_{f^{n}(c)}$ are algebraic curves of uniformly bounded genus, by the results of Section 1.2, the part $\left(d^{-n}\left[\Gamma_{f^{n}(c)}\right]\right)^{r}$ of these curves made of disks of size $r$ has mass $1-O\left(r^{2}\right)$, and since $\hat{T}$ has continuous potential, by Theorem 1.1 the intersection $d^{-n}\left[\Gamma_{f^{n}(c)}\right] \wedge \hat{T}$ is carried by $\left(d^{-n}\left[\Gamma_{f^{n}(c)}\right]\right)^{r}$, up to a small error $\eta(r)$. But to fill up a set of measure $1-\eta(r)$ of $d^{-n}\left[\Gamma_{f^{n}(c)}\right] \wedge \hat{T}$, at least $c(r) d^{n}$ disjoint such disks are required, and, pulling them back by $\gamma_{n}$, we get a set of $c(r) d^{n}$ disjoint disks in $\Lambda$, covering a set of measure $1-\eta(r)$ for $T_{c}$, each of which mapped under $\gamma_{n}$ to a disk of size $r$. Being disjoint, most of the pulled-back disks in $\Lambda$ have area at most $C d^{-n}$, so the derivative of $\gamma_{n}$ there must typically be larger than $C d^{n / 2}$. Analyzing how the derivative of $\gamma_{n}$ is expressed in terms of the $D f_{\lambda}^{k}(c(\lambda))$, for $0 \leq k \leq n$, finally leads to (2.2).

As already mentioned, the theory of bifurcation currents has deep connections with arithmetic dynamics, and related rigidity problems in moduli spaces. A typical problem in this context is the classification of families with a marked point $\left(f_{\lambda}, a(\lambda)\right)$ for which the bifurcation current $T_{a}$ is "abnormally regular." The reader is referred to the recent monograph [55] by Favre and Gauthier for more on this topic.

### 2.2. Stability/bifurcation theory in higher dimension

Moving to higher dimension, it is tempting to imitate the definition of $J$-stability by coining a definition of stability from the noncollision of periodic points. An obvious difficulty is that in this context the automatic extension of holomorphic motions fails and the relevance of this definition needs to be justified, for instance, by proving its equivalence with other natural ones. Due to the variety of possible situations, in higher dimension the details depend on the category of maps under study. So far, this program has been fulfilled in two cases: polynomial automorphisms of $\mathbb{C}^{2}$ (by Lyubich and the author), and holomorphic maps on $\mathbb{P}^{k}$ (by Berteloot, Bianchi, and Dupont).

### 2.2.1. Polynomial automorphisms of $\mathbb{C}^{2}$

For a polynomial automorphism $f$ of $\mathbb{C}^{2}$, we can define Julia sets $J^{+}$and $J^{-}$ respectively associated to forward and backward iteration, as well as the "small Julia set" $J=J^{+} \cap J^{-}$, and $J^{*} \subset J$ the closure of the set of saddle periodic points, which is also the support of the maximal entropy measure [9]. Following [53], we say that a holomorphic
family $\left(f_{\lambda}\right)_{\lambda \in \Lambda}$ of polynomial automorphisms of fixed dynamical degree $d$ is weakly $J^{*}$ stable if (i) its saddle points do not bifurcate, hence (under mild assumptions) so do all periodic points. (Here the numbering of properties corresponds to that of the 1-dimensional case at the beginning Section 2.) Then the holomorphic motion of saddle points extends to a branched holomorphic motion of $J^{*}$ and the condition is equivalent to (ii) $\lambda \mapsto J^{*}\left(f_{\lambda}\right)$ is continuous. Furthermore, the branched holomorphic motion extends to the "big Julia set" $J^{+} \cup J^{-}$. It remains an open question whether weak $J^{*}$-stability yields a conjugacy on $J^{*}$ or $J$ (that is, whether an analogue of (iii) holds). It is proved in [13] that weak $J^{*}$-stability implies a probabilistic form of structural stability, that is, a conjugacy can be defined on a full measure subset for any hyperbolic measure. Also, weak $J^{*}$-stability preserves uniform hyperbolicity [13,50], so the familiar concept of hyperbolic component makes sense in this setting.

Even if strictly speaking polynomial automorphisms have no critical points, the main issue in [53] is about condition (iv) (stability of critical points). Indeed, it a popular analogue of a prerepelling critical point for a 2 -dimensional diffeomorphism is a heteroclinic tangency, so we are looking for a characterization of stability in terms of (absence of) tangencies. It is well known that in dissipative dynamics, homoclinic tangencies yield bifurcations from saddles to sources, and the main point of [53] is to find a mechanism for the converse implication. The key is the phenomenon of semiparabolic implosion.

Before moving on to this topic, let us point out that so far there is no theory of bifurcation currents for automorphisms of $\mathbb{C}^{2}$.

Question 2.5. For polynomial automorphisms of $\mathbb{C}^{2}$, is stability characterized by the harmonicity of the Lyapunov exponents of the maximal entropy measure? In other words, does an analogue of condition (v) above hold?

### 2.2.2. Semiparabolic implosion and tangencies

Parabolic implosion refers to a set of phenomena, discovered by Douady and Lavaurs, occurring when unfolding a periodic point with a rational indifferent multiplier. To be specific, consider a family of the form

$$
f_{\lambda}(z)=(1+\lambda) z+z^{2}+\text { h.o.t. }
$$

in a neighborhood of the origin, for small $\lambda$. For $\lambda=0$, the fixed point 0 admits a basin of attraction $\mathscr{B}$. Now If $\lambda$ approaches the origin tangentially to the imaginary axis, we can track precisely how the parabolic basin $\mathcal{B}$ "implodes" by "passing through the eggbeater" created between two slightly repelling fixed points $p_{\lambda}=0$ and $q_{\lambda} \approx-\lambda$. More precisely, for wellchosen $\lambda_{n}, f_{\lambda_{n}}^{n}$ converges locally uniformly in $\mathfrak{B}$ to a nonconstant Lavaurs map $\psi: \mathcal{B} \rightarrow \mathbb{C}$, depending on $\left(\lambda_{n}\right)$. Of course, for $\lambda_{n} \equiv 0, \psi=0$ : in this sense the limiting dynamics of $f_{\lambda}$ as $\lambda \rightarrow 0$ is richer than that of $f_{0}$. This gives rise to a wealth of dynamical phenomena at a such a parabolic bifurcation, like the discontinuity of the Julia set or the birth of hyperbolic set of large Hausdorff dimension, which are instrumental in Shishikura's theorem that the boundary of the Mandelbrot set has dimension 2.

Bedford, Smillie and Ueda [11] extended this analysis to the unfolding of a semiparabolic fixed point of multiplicity 2 in $\mathbb{C}^{2}$, that is, of the form

$$
\begin{equation*}
f_{\lambda}(z, w)=\left((1+\lambda) z+z^{2}+\text { h.o.t., } b_{\lambda} w+\text { h.o.t. }\right), \quad \text { with }\left|b_{0}\right|<1 . \tag{2.3}
\end{equation*}
$$

In this dissipative situation, as before the Lavaurs map is a limit of iterates of the form $f_{\lambda_{n}}^{n}$, its domain is the attracting basin $\mathcal{B}$ of the origin, but its values are contained a curve: the repelling petal of the semiparabolic point. For polynomial automorphisms, this leads to a precise description of the discontinuity of the Julia sets $J$ and $J^{+}$at $\lambda=0$. (See also Bianchi [15] for some results about the implosion of general parabolic germs.)

If $\left(f_{\lambda}\right)$ is an arbitrary family of dissipative polynomial automorphisms, semiparabolic bifurcations (of possibly arbitrary multiplicity) occur densely in the bifurcation locus by definition. A mechanism producing homoclinic tangencies from semiparabolic implosion was designed in [53]. Besides the analysis of Lavaurs maps (which is not as precise as in the multiplicity 2 case (2.3)), this involves a construction of "critical points" in semiparabolic basins, which by definition are tangencies between unstable manifolds (associated to some given saddle point) and the foliation of the basin by strong stable manifolds. Surprisingly, this construction is based on Wiman's classical theorem on entire functions of slow growth, and requires a stronger dissipativity condition: $\left|\operatorname{Jac}\left(f_{\lambda}\right)\right|<d^{-2}$ (substantially dissipative regime). Altogether we obtain the following theorem, which confirms a classical conjecture of Palis in this setting:

Theorem 2.6 (Dujardin and Lyubich [53]). In a substantially dissipative family of polynomial automorphisms of $\mathbb{C}^{2}$, parameters with homoclinic tangencies are dense in the bifurcation locus.

It is expected that this result holds without the substantial dissipativity assumption. Also, it is an open question whether quadratic tangencies are always created in this process. A positive answer would yield an interesting link with the quadratic family, and add further evidence to the universality of the Mandelbrot set.

### 2.2.3. Holomorphic maps on $\mathbb{P}^{\boldsymbol{k}}$

The case of families of holomorphic maps on $\mathbb{P}^{k}$ was studied by Berteloot, Bianchi, and Dupont in [14]. Here, as in the one-dimensional case, one starts with the stability of repelling periodic points. More precisely, one has to restrict to repelling points contained in the "small Julia set" $J^{*}$ (which by definition is the support of the maximal entropy mesure $\mu$ ), since there can be a number of "spurious" repelling points outside $J^{*}$. Then Berteloot, Bianchi, and Dupont obtain an almost complete generalization of the results of Mañé-Sad-Sullivan, Lyubich, and DeMarco (that is, of the above equivalent conditions (i) to (v)). As before, a remaining issue is whether this notion of weak $J^{*}$-stability implies structural stability on $J^{*}$. A main difference with the 1-dimensional case is that the characterization of bifurcation in terms of currents is now essential to establish the equivalence between the remaining conditions. More precisely, the link between the instability of critical
orbits and that of periodic points is provided by a formula à la Manning-Przytycki for the Lyapunov exponent of the maximal entropy measure.

We saw in Theorems 2.1 and 2.2 that the higher bifurcation currents $T_{\text {bif }}^{k}$ describe accurately certain higher-codimensional phenomena in the parameter space. It seems that the distinction between $T_{\text {bif }}$ and its powers is not as clear in higher-dimensional dynamics: in a recent work, Astorg and Bianchi [3] showed that in a large portion of the family of polynomial skew products of $\mathbb{C}^{2}$, the supports of all currents $T_{\text {bif }}^{k}$ coincide with the bifurcation locus. So the significance of these higher bifurcation currents in this context is yet to be explored.

### 2.3. Robust bifurcations

As said before, due to the finiteness of the critical locus, one-dimensional polynomial and rational maps are generically stable. Intuition from real dynamics suggests that this is not anymore the case in higher dimension. As in the previous paragraph, we discuss separately the cases of polynomial automorphisms and of holomorphic maps on $\mathbb{P}^{k}$.

### 2.3.1. Polynomial automorphisms

Given the characterization of weak $J^{*}$-stability in [53], a straightforward adaptation of the one-dimensional argument for the density of stability shows that in any holomorphic family $\left(f_{\lambda}\right)$ of polynomial automorphisms of $\mathbb{C}^{2}$, the union of (weakly $J^{*}$-) stable parameters together with parameters with infinitely many sinks is dense. Prior to [53], it was actually already known that stability is not a dense phenomenon in this context, due to the following remarkable result:

Theorem 2.7 (Buzzard [23]). There exist $d>1$ and an open subset $\Omega \subset \operatorname{Aut}_{d}\left(\mathbb{C}^{2}\right)$ contained in the bifurcation locus. In particular, maps with infinitely many sinks are dense in $\Omega$.

Here $\mathrm{Aut}_{d}\left(\mathbb{C}^{2}\right)$ is the space of polynomial automorphisms of $\mathbb{C}^{2}$ of degree $d$. This deep theorem is nothing but the adaptation to the complex setting of Newhouse's theorem (see [76]) on the existence of surface diffeomorphisms with persistent homoclinic tangencies. It is obtained by first constructing transcendental examples and then approximating them by polynomial ones, hence the degree $d$ is unknown and presumably very large. The existence of this complex Newhouse phenomenon in arbitrary degree is a major open problem.

Question 2.8. Is the bifurcation locus of nonempty interior in $\mathrm{Aut}_{d}\left(\mathbb{C}^{2}\right)$ for any $d \geq 2$ ?
As in the real case (cf. [76]), one may even expect that robust bifurcations (that is, interior points of the bifurcation locus) are dense in the bifurcation locus, at least in the dissipative regime. For this, it is tempting to imitate the approach of Shishikura's theorem on the Hausdorff dimension of $\partial M$ and use semiparabolic implosion to construct large bifurcation sets from a single parabolic bifurcation: in this sense the density of robust bifurcations would be the optimal generalization of Shishikura's theorem to automorphisms of $\mathbb{C}^{2}$. An interesting first step would be to show that the bifurcation locus has maximal Hausdorff dimension at every point. More advanced techniques will certainly be needed to get open subsets: an ambi-
tious research program on the intersection of complex Cantor sets was initiated by Araujo, Moreira, and Zamudio towards this perspective (see [1,2]).

Biebler observed in [18] that the existence of robust bifurcations is actually more tractable in higher dimensions and showed that: for every $d \geq 2$, the bifurcation locus has nonempty interior in $\mathrm{Aut}_{d}\left(\mathbb{C}^{3}\right)$. This is based on a distinct mechanism for robust bifurcation, namely the blenders of Bonatti and Diaz [19]. These are dynamically defined Cantor sets which are so fat in a certain "direction" that they intersect an open set of curves. The point of [18] is to use this feature as a building block for persistent tangencies.

Finally, let us point out a recent beautiful result by Yampolsky and Yang [85]: the one-dimensional family of degree 2 Hénon maps with a golden mean Siegel disk

$$
\begin{aligned}
f_{a}(x, y) & =\left(x^{2}+c_{a}-a y, x\right) \\
\text { with } c_{a} & =(1+a)\left(\frac{\mu}{2}+\frac{a}{2 \mu}\right)-\left(\frac{\mu}{2}+\frac{a}{2 \mu}\right)^{2} \text { and } \mu=e^{\pi(1+\sqrt{5}) i}
\end{aligned}
$$

is structurally unstable at every parameter with small enough Jacobian $|a|$. This relies on a completely different approach to persistent tangencies, based on Siegel renormalization.

### 2.3.2. Holomorphic maps on $\mathbb{P}^{\boldsymbol{k}}$

From the work of Berteloot, Bianchi, and Dupont, we know that the basic phenomenon responsible for bifurcations for holomorphic maps on $\mathbb{P}^{k}$ is when the postcritical set intersects the small Julia set $J^{*}$. Thus, to obtain robust bifurcations, it is enough to find a mechanism ensuring a robust intersection between the postcritical set and $J^{*}$. A convenient tool for this is the Bonatti-Diaz blender, which leads to:

Theorem 2.9 (Dujardin [49]). For every $k \geq 2$ and $d \geq 2$, the bifurcation locus has nonempty interior in $\operatorname{Hol}_{d}\left(\mathbb{P}^{k}\right)$.

Here, $\operatorname{Hol}_{d}\left(\mathbb{P}^{k}\right)$ is the space of holomorphic maps on $\mathbb{P}^{k}$ of degree $d$. A specific one-dimensional family of holomorphic maps of $\mathbb{P}^{2}$ with a full bifurcation locus was found independently by Bianchi and Taflin [16]. After this result, a natural question is that of the abundance of robust bifurcations in $\operatorname{Hol}_{d}\left(\mathbb{P}^{k}\right)$. Taflin [83] showed that robust bifurcations are abundant near product polynomial maps of $\mathbb{C}^{2}$, and Biebler [17] showed that Lattès maps of sufficiently large degree are accumulated by robust bifurcations. Blenders are involved directly or indirectly in both cases, and seem to appear quite naturally when a repelling periodic point bifurcates to a saddle. Still, the general picture remains elusive.
Question 2.10. Is the bifurcation locus in $\operatorname{Hol}_{d}\left(\mathbb{P}^{k}\right)$ the closure of its interior?
Lastly, a celebrated theorem of McMullen asserts that any stable algebraic families of rational maps on $\mathbb{P}^{1}$ is either isotrivial or a family of flexible Lattès examples [74]. Extending this result to higher dimensions is a promising research problem; one main obstacle is that part of the argument relies on Thurston's topological characterization of rational functions. Related preliminary results have been obtained by Gauthier and Vigny [61].

## 3. (NON-)WANDERING FATOU COMPONENTS

The classification of Fatou components is a basic chapter of holomorphic dynamics. For rational maps in dimension 1, periodic Fatou components can be classified into attracting basins, parabolic basins, and rotation domains (Siegel disks and Herman rings). The crowning achievement of this classification is the celebrated nonwandering domain theorem of Sullivan [82]: for a one-dimensional rational map, any Fatou component is preperiodic.

In higher dimensions, techniques from geometric function theory may be applied to classify periodic Fatou components. It is convenient to distinguish between recurrent and nonrecurrent periodic components: a fixed Fatou component $\Omega$ is recurrent if for some $x \in \Omega$, the $\omega$-limit set $\omega(x)$ is not completely contained in $\partial \Omega$. Recurrent Fatou components were classified in various classes of rational maps in $[10,56,57,84]$. The upshot is that in such a component either there is an transversely attracting submanifold (possibly a point) or the dynamics is of rotation type. The situation is far less understood in the nonrecurrent case. A notable exception is that of substantially dissipative automorphisms of $\mathbb{C}^{2}$, for which it was shown by Lyubich and Peters [72] that any nonrecurrent Fatou component is the basin of a semiparabolic periodic point.

On the other hand, it is immediately clear that the quasiconformal techniques used in Sullivan's proof are not generalizable to higher dimension. As it turns out, wandering components do exist in 2-dimensional polynomial dynamics:

Theorem 3.1 (Astorg, Buff, Dujardin, Peters, and Raissy [5]). If $0<a<1$ is sufficiently close to 1 , the polynomial mapping of $\mathbb{C}^{2}$ defined by

$$
f:(z, w) \mapsto(p(z, w), q(w))=\left(z+z^{2}+a z^{3}+\frac{\pi^{2}}{4} w, w-w^{2}\right)
$$

admits a wandering Fatou component.
The proof is based on an original idea of M. Lyubich, and relies on a skew product version of parabolic implosion. It was further implemented in other situations in [4,63].

Sketch of proof. Write $p(z, w)=p_{0}(z)+\varepsilon(z, w)$, with $p_{0}(z)=z+z^{2}$ and $\varepsilon(z, w)$ being thought of as a perturbative term. Start with an initial point $\left(z_{0}, w_{0}\right)$ such that $z_{0}$ belongs to the parabolic basin of attraction of 0 for $p_{0}$ and $w_{0}$ a small positive number, and let as usual $\left(z_{n}, w_{n}\right)=f^{n}\left(z_{0}, w_{0}\right)$. Then $w_{n}=q^{n}(w)$ converges to 0 along the positive real axis, and $p_{0}^{n}\left(z_{0}\right)$ converges to 0 along the negative real axis. Therefore $z_{n}=p_{0}^{n}\left(z_{0}\right)+\varepsilon_{n}$ is pushed a little faster towards the origin by the term $\varepsilon_{n}$. The terms in $\varepsilon(z, w)$ are crafted so that if $z_{0}$ is chosen carefully in some open set of initial conditions, the iterates $z_{n}$ indeed pass the origin by going "through the eggbeater" and come back close to their initial position. So we can repeat this process and conclude that $\left(z_{0}, w_{0}\right)$ belongs to some Fatou component. But since the returning time increases with the number of iterations, this Fatou component is not periodic, and we are done.

At this stage the following natural questions arise:

Question 3.2. (1) Are there other dynamical mechanisms leading to wandering Fatou components?
(2) Find substantial families of higher-dimensional rational mappings without wandering domains.

Regarding the first question, a mechanism for constructing wandering domains in 2dimensional smooth dynamics, based on the Newhouse phenomenon, was devised by Colli and Vargas [27]. Berger and Biebler recently proved that this mechanism can be implemented in certain 5-dimensional families of Hénon maps, leading to the following stunning theorem:

Theorem 3.3 (Berger and Biebler [12]). There exists a polynomial automorphism of $\mathbb{C}^{2}$ of degree 6 with a wandering Fatou component.

This solves the existence problem for wandering Fatou components for plane polynomial automorphisms, which does not seem to be amenable to the techniques of [5].

For the second question, it is a classical fact that hyperbolic dynamics prevents the existence of wandering domains. Besides this observation, not much is known. In view of Theorem 3.1, it is natural to investigate the case of skew products with a fixed attracting fiber, that is, of the form

$$
\begin{equation*}
f(z, w)=(p(z), q(z, w)), \quad \text { with } p(0)=0 \text { and }\left|p^{\prime}(0)\right|<1 \tag{3.1}
\end{equation*}
$$

In this case it could be expected that Sullivan's theorem, together with the attracting nature of the invariant fiber, should be enough to prevent the existence of wandering domains. Embarrassingly enough, even in such a simple situation, there is no definitive answer so far, and furthermore it was shown by Peters and Vivas [79] that the above naive intuition does not lead to a proof. Here is the current status of the problem:

Theorem 3.4 (Lilov, Peters-Smit, Ji). If $f$ is an attracting skew product as in (3.1), then there are no wandering components near the attracting fiber, whenever:

- $p^{\prime}(0)=0$ [68] or, more generally, if $\left|p^{\prime}(0)\right|$ is small enough (with respect to $p$ and q) [65];
- $\left|p^{\prime}(0)\right|<1$ and $q(0, \cdot)$ satisfies some nonuniform hyperbolicity properties [64,78].

There is currently no hope for a general understanding of the problem of wandering Fatou components in several dimensions, and even going beyond skew products seems to be a serious challenge. An interesting first case to be considered is that of Fatou components in the neighborhood of an invariant superattracting line, which would cover, for instance, the case of regular polynomial mappings of $\mathbb{C}^{2}$ near the line at infinity.
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## ABSTRACT

This article discusses two recent works by the author, one with Brown and Hurtado on Zimmer's conjecture and one with Bader, Miller, and Stover on totally geodesic submanifolds of real and complex hyperbolic manifolds. The main purpose of juxtaposing these two very disparate sets of results in one article is to emphasize a common aspect: that the study of invariant and partially invariant measures outside the homogeneous setting is important to questions about rigidity in geometry and dynamics. I will also discuss some open questions including some that seem particularly compelling in light of this juxtaposition.
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## 1. INTRODUCTION

This article focuses on some recent developments concerning the rigidity of discrete subgroups of Lie groups. This area has long had deep connections with ergodic theory and dynamical systems going back to seminal work of Furstenberg, Margulis, Mostow, and Zimmer [44,62,63,68,91]. Here we emphasize the role of invariant measures for groups and their subgroups. From one point of view, a key step in Margulis' proof of his superrigidity theorem can be written as finding an invariant measure for a subgroup in a group action. Invariant measures have also long been a key object of study in homogeneous dynamics. Rigidity of discrete groups and homogeneous dynamics have long been allied and interacting fields, but the developments here are part of a strengthening of those connections, particularly in terms of proving rigidity results directly through the study of invariant measures in inhomogeneous settings, using techniques, ideas, and results from homogeneous dynamics. In particular, both results study dynamical systems with homogeneous factors and the dynamics on the homogeneous factor help control the dynamics on the total system.

Let $H$ be a Lie group, $\Lambda<H$ a discrete subgroup, and $S<H$ a subgroup. Homogeneous dynamics is most often the study of invariant measures, orbit closures, and equidistribution for the $S$ action on $H / \Lambda$. This area has been quite fruitful with applications to areas as diverse as number theory, geometry, and physics. Here we are more often concerned with dynamical systems where the space $H / \Lambda$ is replaced by a space that is not homogeneous. Perhaps the most famous example of this is the action of $\operatorname{SL}(2, \mathbb{R})$ on the moduli space of quadratic differentials on a surface. This area is not our topic here, but the fruitful importation of ideas from homogeneous dynamics to this area has a long history, starting with work of Veech and currently culminating in the work of Eskin, Mirzakhani, and Mohammadi $[32,33,84]$. Some ideas arising in this setting have been pushed even further into the inhomogeneous world by work of Brown-Rodriguez Hertz and ongoing work of Brown-Eskin-Filip [21]. More closely allied with the developments here is work of Katok, Kalinin, and Rodriguez Hertz on invariant measures for actions of higher rank abelian groups on compact manifolds [54].

I want to point to one other principle that has played a key role in many developments, which is the notion of stiffness, first formalized by Furstenberg [45]. When studying actions of amenable groups, it suffices to consider invariant measures. When the acting group $S$ is not amenable, to understand the dynamics it is important to study the broader class of stationary measures. Furstenberg called an action of a group $S$ on a space $X$ stiff if every stationary measure for $S$ was in fact invariant. Even before Furstenberg defined the term, Nevo and Zimmer had considered the case where $S$ is a higher rank simple Lie group acting on an arbitrary measure space $X$ and given criteria for stiffness in terms of measurable projective quotients [71]. More recently, Benoist and Quint proved dramatic results on stiffness in the homogeneous setting that were inspirational for the work of Eskin-Mirzakhani mentioned above [12].

In this article we point to directions where homogeneous dynamics techniques are applied outside the homogeneous setting to prove rigidity results about discrete groups and
their actions, and in particular questions where we need to move beyond the question of stiffness. The first work I will describe, joint with Brown and Hurtado, resolves important cases of Zimmer's conjecture. A key ingredient in our work is to move beyond stiffness and consider an even larger class of measures than the stationary ones. In this context, the stationary measures can be made to correspond to the invariant ones for some subgroup $P<S$ but our proof requires understanding something about the invariant measures for a much smaller subgroup $A<P$. The other results I will focus on concern totally geodesic submanifolds of real and complex hyperbolic manifolds of finite volume and are joint works with Bader, Lafont, Miller, and Stover. In this setting, once again a key object is to construct certain measures that are invariant under subgroups of the acting group. In this work, the class of measures studied is simply different than the stationary ones, not more or less general.

Overall, I think the results mentioned above, as well as numerous results by other authors, point to the development of a broad area of research in which the study of invariant measures beyond homogeneous dynamics has broad implications for rigidity theory, and that many of these developments will spring from broadening the efficacy of ideas that originate in homogeneous dynamics. It feels too early to attempt a survey of these developments, so I will restrict myself to an account of these developments in my own work. Along the way I will point to open questions inspired by that work, some of which fits this introductory framework and some of which do not.

## 2. ZIMMER'S CONJECTURE AND THE ZIMMER PROGRAM

In this section I will discuss some aspects of recent work with Brown and Hurtado on Zimmer's conjecture and also discuss the implications for further work. In the course of this, I will point to some work in progress with Melnick concerning examples and also point to an old paper of Uchida which has important implications for the Zimmer program and which seems too little known. For a different take on some results and questions discussed here, see Brown's contribution in these proceedings [17].

### 2.1. Zimmer's conjecture

Throughout this subsection $G$ will be a simple Lie group with real rank at least 2 and $\Gamma<G$ will be a lattice. The reader will lose little by considering the case of $G=\operatorname{SL}(n, \mathbb{R})$ and $\Gamma=\operatorname{SL}(n, \mathbb{Z})$ with $n>2$. In [92,93], Zimmer laid out a program for understanding $\Gamma$ actions on a compact manifold $M$ preserving a volume form $\omega$. The base case of this program is to show that for any homomorphism $\rho: \Gamma \rightarrow \operatorname{Diff}(M, \omega)$, the image $\rho(\Gamma)$ always preserves a smooth Riemannian metric if $\operatorname{dim}(M)$ is less than the dimension of the minimal real $G$ representation. This conjecture was motivated by Zimmer's cocycle superrigidity theorem, which in this context produced a measurable Riemannian metric whose associated volume form was $\omega$.

Already in the 1990s, this conjecture about low-dimensional actions had been transported out of the volume-preserving setting by numerous works, particularly concerning
actions on the circle, see, e.g., [31,49]. The work with Brown and Hurtado proved this more general conjecture in many cases, here I state only the following special case.

Theorem 2.1 (Brown, Fisher, Hurtado). Let $\Gamma$ be a lattice in $\operatorname{SL}(n, \mathbb{R})$, let $M$ be a compact manifold and let $\rho: \Gamma \rightarrow \operatorname{Diff}(M)$ be a homomorphism. Then
(1) if $\operatorname{dim}(M)<n-1$, the image of $\rho$ is finite;
(2) if $\operatorname{dim}(M)<n$ and $\rho(\Gamma)$ preserves a volume form on $M$, then the image of $\rho$ is finite.

While I include a very rough sketch of ideas in the proof, more detailed outlines can be found in $[16,39,40]$. A key step is showing that $\Gamma$ acts with subexponential growth of derivatives. We let $l$ be any word length on the group $\Gamma$.

Definition 2.2. Let $\rho: \Gamma \rightarrow \operatorname{Diff}(M)$ be an action of a finitely generated group $\Gamma$ on a compact manifold $M$. We say $\rho$ has subexponential growth of derivatives if for every $\epsilon>0$ there exists $C>0$ such that

$$
\sup _{x \in M}\left\|D \rho(\gamma)_{x}\right\|<C e^{\epsilon l(\gamma)}
$$

The idea that controlling the growth of derivatives is pivotal was long known, see the discussion in [39, END OF SECTION 7]. However, a particular novelty introduced in [18] is that we use the strong property $(T)$ of Lafforgue to convert subexponential growth of derivatives to an invariant Riemannian metric without any further hypothesis. For much more on strong property $(T)$, see de la Salle's contribution in these proceedings [24].

The approach to proving subexponential growth of derivatives in [18-20] was also distinct from previous ideas on Zimmer's conjecture but did have some classical inspirations as well as a more closely related one in [52]. We give a somewhat ad hoc definition of zero Lyaponov exponents for a group action here, other definitions are possible and most are somewhat weaker than this, but this one suffices for current purposes.

Definition 2.3. Let $\rho: \Gamma \rightarrow \operatorname{Diff}(M)$ be an action of a finitely generated group on a compact manifold. Let $\mu$ be a measure on $M$. We say $\rho$ has zero first Lyapunov exponent for $\mu$ if

$$
\lim _{l(\gamma) \rightarrow \infty} \frac{\ln \left\|D \rho(\gamma)_{x}\right\|}{l(\gamma)}=0
$$

for $\mu$ almost every $x$ in $M$.
Essentially, the proof of Theorem 2.1 consists of showing that exponential growth of derivatives must be witnessed by a positive Lyapunov exponent for some $\Gamma$ invariant measure and then seeing that this contradicts Zimmer's cocycle superrigidity theorem. The motivation is probably most easily encapsulated by this classical proposition.

Proposition 2.4. Let $M$ be a compact manifold and let $\rho: \mathbb{Z} \rightarrow \operatorname{Diff}(M)$ be the action generated by a single diffeomorphism $f$. Then $\rho$ has subexponential growth of derivatives if and only if $\rho$ has zero first Lyapunov exponent for every $f$-invariant measure $\mu$.

The proposition is not easily adapted to group actions partly because if the group is not amenable, there may be no invariant measures at all. One attempt to remedy this would be to consider stationary measures and random Lyapunov exponents, but there is no useful analogue of the proposition in that context. The issue that arises is that the random Lyapunov exponent might vanish while exponential growth of derivatives still occurs along a very thin set of trajectories in the acting group. There is a weaker statement that is true and even useful in some contexts that is implicit in [52, section 3]. That argument does produce a measure on a skew product over a shift space. However, the measure produced when projected to the shift space is not independent and identically distributed but quite arbitrary and does not fall into the usual context of random dynamics, stationary measures, and stiffness.

For the work on Zimmer's conjecture, we take a long detour which I will only describe a small part of in the next subsection, to make clear the connections to homogeneous dynamics and also to make clear why it is not enough to prove stiffness of the action.

### 2.2. Measures in the proof of Zimmer's conjecture

The first step in the proof of Theorem 2.1 uses the notion of an induced action, a variant of induced representations due to Mackey. This notion is also similar to the construction of flat bundles. If $\Gamma$ acts on a manifold $M$ via a homomorphism $\rho: \Gamma \rightarrow \operatorname{Diff}(M)$, then we can build a $G$ action on a manifold $(G \times M) / \Gamma$. This can be specified just by specifying commuting $G$ and $\Gamma$ actions on $G \times M$. We do this by the formula

$$
g\left(g_{0}, m\right) \gamma=\left(g g_{0} \gamma^{-1}, \rho(\gamma) m\right)
$$

Note that there is a $G$-equivariant map $\pi:(G \times M) / \Gamma \rightarrow G / \Gamma$ and this map exhibits $(G \times M) / \Gamma$ as a fiber bundle over $G / \Gamma$ with fiber $M$. Also note that the tangent bundle to $(G \times M) / \Gamma$ admits a $G$-invariant subbundle consisting of directions tangent to fibers of the projection $\pi$, i.e., $(G \times T M) / \Gamma \subset T(G \times M) / \Gamma$.

We then define fiberwise zero first Lyapunov exponent and fiberwise subexponential growth of derivatives for the $G$ action on $(G \times M) / \Gamma$ by restricting all derivatives in the definitions to the invariant subbundle $(G \times T M) / \Gamma \subset T(G \times M) / \Gamma$. It is a relatively easy exercise to see that if $\Gamma<G$ is cocompact, then the subexponential growth of derivatives for the $\Gamma$ action is equivalent to the fiberwise subexponential growth of derivatives for the $G$ action on $(G \times M) / \Gamma$. The situation when $G / \Gamma$ has finite volume but is not compact is considerably more complicated, and we do not discuss it here. At this point, the structure of Lie groups begins to play an important role. It turns out that $G$ can always be written as a product $K A K$ where $K$ is compact and $A$ is abelian. For $\operatorname{SL}(n, \mathbb{R})$, these groups are $K=\mathrm{SO}(n)$ and $A$ the group of diagonal matrices of determinant one. Since $K$ is compact, we can average any Riemannian metric on $(G \times M) / \Gamma$ over the $K$ action and obtain a $K$-invariant metric. This means that for the action of $G$ any growth of derivatives that we see comes entirely from the action of $A$. Modifying the proof of Proposition 2.4 and retaining the notation and terminology above, we prove

Lemma 2.5. Given $\rho: \Gamma \rightarrow \operatorname{Diff}(M)$ then either $\rho$ has subexponential growth of derivatives or there is an $A$-invariant measure $\mu$ on $(G \times M) / \Gamma$ with nonzero fiberwise first Lyapunov exponent for some element $a$ in $A$.

If $\mu$ were in fact $G$-invariant, then this can be seen to contradict Zimmer's cocycle superrigidity theorem. A key point that makes it possible to prove Lemma 2.5 is that $A$ is abelian and so amenable.

We proceed by proving that $\mu$ can be replaced by a measure that is in fact $G$-invariant. This is done in two steps. First, we average the measure over certain subgroups of $G$ to produce a measure $\mu^{\prime}$ whose projection $\pi_{*} \mu^{\prime}$ to $G / \Gamma$ is Haar measure. The difficulty here is to do the averaging while retaining that $\mu^{\prime}$ is $A$-invariant and that some $a$ in $A$ has positive first Lyapunov exponent for $\mu^{\prime}$. After this step, we can use a result of Brown, Rodriguez Hertz, and Wang, together with some algebraic computations, to show that $\mu^{\prime}$ is in fact $G$-invariant [22]. This contradiction shows that $\rho$ does in fact have subexponential growth of derivatives.

The step of averaging the measure $\mu$ to produce $\mu^{\prime}$ makes extensive use of homogeneous dynamics and, in particular, work of Ratner and Shah [75,76,80]. The work of Brown, Rodriguez Hertz, and Wang pivots on relations between invariant measures and entropy, and in particular on an extension of the important work of Ledrappier and Young [57]. A key ingredient in both parts is the theory of Lyapunov exponents and, particularly, the fact that for actions of an abelian group $A$, Lyapunov exponents give rise to linear functionals on $A$.

In this context, stationary measures can be thought of roughly as just measures invariant under $P$ and not all of $G$. It turns out not to be possible to start a proof by considering only $P$-invariant measures, instead of the wider class of $A$-invariant measures. A priori, exponential growth of derivatives is only witnessed on some sequence $g_{n}$ of elements in $G$ and a naive rewriting of the proof of Proposition 2.4 only gives an exponent along that particular sequence. One can choose this sequence to be in $P$ by essentially the same reasoning by which we choose it to be in $A$. But at that point, it is then very hard to proceed since Lyapunov exponents on $P$ do not a priori have any structure analogous to their structure as linear functionals on $A$. A main observation is that one can in fact choose $g_{n}$ to be in $A$ and use this to produce Lyapunov exponent first for a measure invariant under a 1-parameter subgroup of $A$ and then by averaging under all of $A$. While our argument has been rewritten by An, Brown, and Zhang as then producing a $P$-invariant measure from this $A$-invariant measure, at this step one has to argue using a great deal of homogeneous dynamics and using a rather intricate averaging procedure [4].

### 2.3. Other results, future directions

The joint work with Brown and Hurtado classifies actions of lattices in $\operatorname{SL}(n, \mathbb{R})$ in dimension at most $n-2$ and volume-preserving actions in dimension $n-1$. A more recent result of Brown, Rodriguez Hertz, and Wang completes the picture through dimension $n-1$, showing that in general an action of a lattice in $\operatorname{SL}(n, \mathbb{R})$ on an $(n-1)$-dimensional manifold either factors through a finite group or extends to an $\operatorname{SL}(n, \mathbb{R})$ action. It is easy to see that
there are exactly two actions of $\operatorname{SL}(n, \mathbb{R})$ on $(n-1)$-manifolds, namely the action on $\mathbb{P}\left(\mathbb{R}^{n}\right)$ and lift of that action to $S^{n-1}$. Clearly, a natural question would be to also classify actions in dimension $n$, but this becomes surprisingly harder, mainly because there are many more examples.

Already actions of $\operatorname{SL}(n, \mathbb{R})$ on $n$-manifolds are quite complicated and not fully classified. A remarkable and little known paper of Uchida classifies analytic actions of $\operatorname{SL}(n, \mathbb{R})$ on $S^{n}$, and the parameter space turns out to be infinite-dimensional. In a work in progress with Melnick, we are extending this to a classification of all analytic actions of $\operatorname{SL}(n, \mathbb{R})$ on $n$-manifolds and may also produce a smooth classification, though there are missing ingredients at the moment. For lattice actions, there are more examples known, constructed first by Katok and Lewis [56] and studied by the author with various coauthors [13, 43]. In addition, some ideas from the work of Uchida allow us to adapt a continuous construction described by Farb and Shalen and show that it can be done analytically [35,83].

The current conjectural picture of actions of $\operatorname{SL}(n, \mathbb{R})$ lattices on $n$-manifolds that results from these developments is quite complicated, and we will not attempt to describe it here. Instead, we state a conjecture in dimension $n$ about stiff actions.

Conjecture 2.6. Let $\Gamma<\operatorname{SL}(n, \mathbb{R})$ be a lattice and assume $\Gamma$ acts on an $n$-manifold stiffly. Then either the action factors through a finite group or the action lifts to a finite cover where it is smoothly conjugate to an affine action of a finite index subgroup of $\operatorname{SL}(n, \mathbb{Z})$ on $\mathbb{T}^{n}$.

For nonstiff actions, one can formulate a conjecture about actions of lattices in $\operatorname{SL}(n, \mathbb{R})$ on $n$-manifolds but the statement becomes quite involved. The pivotal fact that one would need to even begin classifying actions is summarized by

Conjecture 2.7. Let $\Gamma<\operatorname{SL}(n, \mathbb{R})$ be a lattice and assume $\Gamma$ acts on an $n$ manifold $M$. Assume that the induced action on $(G \times M) / \Gamma$ admits a $P$-invariant measure than is not $G$-invariant. Then the support of this measure is of the form $(G \times N) / \Gamma$ where $N$ is an embedded $(n-1)$-sphere or $\mathbb{P}\left(\mathbb{R}^{n}\right)$ in $M$.

One can even weaken the hypotheses to consider $A$-invariant measures that are not $G$-invariant, and it seems that the only additional possibility will be Haar measure on closed $A$ orbits in $(G \times M) / \Gamma$. While I do not state the full conjecture here, I do hope to include it in a future work. An added difficulty is that it seems one can obtain analytic actions with an open subset where the action is analytically conjugate to the one that extends to the action of $\operatorname{SL}(n, \mathbb{R})$ on $\mathbb{R}^{n} \backslash\{0\}$. These subsets do not support any invariant probability measures and new ideas are definitely needed to capture this behavior in a classification. Another key step in completing a classification would involve designing an equivariant surgery that cuts along the invariant $N$ from Conjecture 2.7 and simplifies the resulting manifold and action. A full classification may be considerably easier if one assumes the action is volume-preserving. This rules out the "bad" open sets just described and would also considerably simplify the required surgery operations.

In fact, in the current state of knowledge, one expects that a variant of Conjecture 2.6 might hold much more generally. For this, we require a definition from [42].

1. Let $A$ and $D$ be topological groups, and $B<A$ a closed subgroup. Let $\rho: D \times A / B \rightarrow A / B$ be a continuous action. We call $\rho$ affine, if, for every $d \in D$ there is a continuous automorphism $L_{d}$ of $A$ and an element $t_{d} \in A$ such that $\rho(d)[a]=\left[t_{d} \cdot L_{d}(a)\right]$.
2. Let $A$ and $B$ be as above. Let $C$ and $D$ be two commuting groups of affine diffeomorphisms of $A / B$, with $C$ compact. We call the action of $D$ on $C \backslash A / B$ a generalized affine action.
3. Let $A, B, D$, and $\rho$ be as in case 1 above. Let $M$ be a compact Riemannian manifold and $\iota: D \times A / B \rightarrow \operatorname{Isom}(M)$ a $C^{1}$ cocycle. We call the resulting skew product $D$ action on $A / B \times M$ a quasiaffine action. If $C$ and $D$ are as in case 2 , and $\alpha: D \times C \backslash A / B \rightarrow \operatorname{Isom}(M)$ is a $C^{1}$ cocycle, then we call the resulting skew product $D$ action on $C \backslash A / B \times M$ a generalized quasiaffine action.

We note that generalized quasiaffine actions for $D$ a higher-rank simple group or a lattice in such a group might be more constrained than it first appears. It seems at least possible that there are considerable restrictions on the cocycle into $\operatorname{Isom}(M)$ defining the skew product. Very partial results in this direction are obtained by Witte Morris and Zimmer in [67].

Question 2.9. Assume $G$ is a higher-rank simple Lie group and $\Gamma<G$ is a lattice and $M$ is a compact manifold. Let $\rho: \Gamma \rightarrow \operatorname{Diff}(M)$ be a stiff action. Is the action generalized quasiaffine?

A negative answer to Question 2.9 would require a genuinely new idea. All existing constructions of actions which are not generalized quasiaffine involve cutting and pasting along certain singular divisors and these singular divisors always carry stationary measures that are not invariant.

All of our understanding of these examples suggest the following
Conjecture 2.10. Assume the setup of Question 2.9. Instead of assuming stiffness, assume that the action preserves a rigid geometric structure or that a single element admits a dominated splitting, then the action is generalized quasiaffine.

For all of the conjectures and questions just mentioned, one might try to start with $P$-invariant measures in the induced action, but the proof of Zimmer's conjecture does indicate that it is perhaps more fruitful to start by studying $A$-invariant measures. It also indicates that one intermediate goal might be producing some uniform hyperbolicity, such as a dominated splitting. Subexponential growth of derivatives is exactly the uniform absence of hyperbolicity. The best evidence for the dynamical form of this conjecture is in dimension $n$ in a recent paper of my student Homin Lee [58]. There is more plentiful evidence for the geometric form, going back to results of Zimmer, but the question remains mostly open see [37, section 6].

In addition, one might ask for some analogue of Conjecture 2.7 in higher dimensions. The analogue might well have the identical statement but it is not as clear what $N$ should occur here. Examples first constructed by Benveniste show that the cutting and pasting may occur along much more complicated submanifolds in general, see, e.g., [13, 36]. In these examples, the $P$-invariant but not $G$-invariant measures are in fact supported on more complicated sets and not on manifolds of the form $G / Q$ where $Q$ is a parabolic of $G$. Instead, one gets, for example, sets that are $G / Q$ bundles over $G / \Gamma$ for some lattice. One can also build examples where the cutting and pasting occurs along a high-dimensional sphere or projective space and the $P$-invariant measures are supported on a very low-dimensional submanifold of that space simply by doing the Katok-Lewis example for some large value of $N$ and restricting the action to $\operatorname{SL}(n, \mathbb{Z})<\operatorname{SL}(N, \mathbb{Z})$ for some $3 \leq n \ll N$. In these examples one will also end up with invariant open subsets where the induced action admits no stationary probability measure.

Because of this complexity, it quickly becomes hard to state a general conjecture in high dimensions precisely. A formulation favored by Zimmer and later Labourie is that the action is homogeneous on an open dense set or perhaps even built of locally homogeneous pieces. For a different conjecture, concerning ways in which one might expect the $\Gamma$ action to extend locally to a $G$ action, see [38, conjecture 5.6].

Before ending this section, I will recall that while the results we can prove for Zimmer's conjecture are sharp for lattices $\operatorname{SL}(n, \mathbb{R})$ and $\operatorname{Sp}(2 n, \mathbb{R})$ they are not sharp for lattices in other simple and semisimple Lie groups. There are two obstructions that arise, each of which is serious. For nonsplit groups, including even $\operatorname{SL}(n, \mathbb{C})$ and $\operatorname{SL}(n, \mathbb{H})$, there is an issue arising where we employ the work of Brown, Rodriguez Hertz, and Wang [22]. That work only "sees" the number of roots of a simple Lie group and not the dimensions of the root subspaces. To see the impact on dimensions where we can prove a result, recall that any simple Lie group $G$ contains a maximal $\mathbb{R}$-split subgroup $G^{\prime}$ of the same $\mathbb{R}$-rank. If we let $Q$ be a maximal parabolic of highest dimension $G$ and $Q^{\prime}$ a maximal parabolic of highest dimension in $G^{\prime}$, then one expects that for all lattices $\Gamma<G$ that all smooth actions on compact manifolds are isometric below $\operatorname{dim}(G / Q)$, but our methods only prove this for $\operatorname{dim}\left(G^{\prime} / Q^{\prime}\right)$. To see the effect in practice, one should consider, say, $\mathrm{SO}(m, n)$ for $m<n$ and note that the maximal $\mathbb{R}$-split subgroup is $\mathrm{SO}(m, m+1)$. This shows that this gap between expected results and what we can prove can be arbitrarily large. For $\mathbb{C}$-split groups, An, Brown, and Zhang have announced a remedy to this issue, but it appears their solution for that case is not sufficiently robust to overcome the problem in general [4].

There is another gap that arises from the fact that our proofs seem, in most cases, to be much better in the context where one does not preserve a volume form. Our techniques always only manage to constrain volume preserving actions in one dimension more than they preserve non-volume-preserving ones. This is because all we are using about volume-preserving actions is the single linear condition an invariant volume form imposes on Lyapunov exponents. Conjecturally, all volume-preserving actions should be isometric below the dimension $d$ of the minimal $G$ representation, while all actions should only be isometric below the dimension of $G / Q$ where $Q$ is a maximal parabolic of largest dimen-
sion. For the real split form of $E_{8}$, these numbers are 248 and 57 . Surprisingly, this is the largest gap that occurs between the conjectured minimal dimensional nonisometric volumepreserving action and the conjectured minimal dimensional nonisometric action.

Problem 2.11. Complete the proof of Zimmer's conjecture in general by overcoming the two problems just discussed.

If I had to guess, I would say that the second problem is considerably harder than the first to overcome. There is no clear robust dynamical behavior to exploit to resolve the problem.

## 3. TOTALLY GEODESIC MANIFOLDS AND RANK ONE SYMMETRIC SPACES

This section concerns recent results by Bader, the author, Miller, and Stover, motivated by questions of McMullen and Reid in the case of real hyperbolic manifolds. Throughout this section a geodesic submanifold will mean a closed immersed, totally geodesic submanifold. (In fact, all results can be stated also for orbifolds, but we ignore this technicality here.) A geodesic submanifold is maximal if it is not contained in a proper geodesic submanifold of smaller codimension.

For arithmetic manifolds, the presence of one maximal geodesic submanifold can be seen to imply the existence of infinitely many. The argument involves lifting the submanifold $S$ to a finite cover $\tilde{M}$ where an element $\lambda$ of the commensurator acts as an isometry. It is easy to check that for most choices of $\lambda$, the submanifold $\lambda(S)$ can be pushed back down to a geodesic submanifold of $M$ that is distinct from $S$. This was perhaps first made precise in dimension 3 by Maclachlan-Reid and Reid [60,78], who also exhibited the first hyperbolic 3 -manifolds with no totally geodesic surfaces.

In the real hyperbolic setting the main result from [6] is
Theorem 3.1 (Bader, Fisher, Miller, Stover). Let $\Gamma$ be a lattice in $\mathrm{SO}_{0}(n, 1)$. If the associated locally symmetric space contains infinitely many maximal geodesic submanifolds of dimension at least 2 , then $\Gamma$ is arithmetic.

Remark 3.2.
(1) The proof of this result involves proving a superrigidity theorem for certain representations of the lattice in $\mathrm{SO}_{0}(n, 1)$. As the conditions required become a bit technical, we refer the interested reader to [6]. The superrigidity is proven using ideas and methods introduced in [7].
(2) At about the same time, Margulis and Mohammadi gave a different proof for the case $n=3$ and $\Gamma$ cocompact [64]. They also proved a superrigidity theorem, but both the statement and the proof are quite different than in [6].
(3) A special case of this result was obtained a year earlier by the author, Lafont, Miller, and Stover [41]. There we prove that a large class of nonarithmetic manifolds have only finitely many maximal totally geodesic submanifolds. This
includes all the manifolds constructed by Gromov and Piatetski-Shapiro but not the examples constructed by Agol and Belolipetsky-Thomson.

Theorem 3.1 has a reformulation entirely in terms of homogeneous dynamics, and homogenous dynamics play a key role in the proof. It is also interesting that a key role is also played by dynamics that are not quite homogeneous but that take place on a projective bundle over the homogeneous space $G / \Gamma$. In fact, the work can be used to give a classification of invariant measures for certain subgroups $W<\mathrm{SO}_{0}(n, 1)$ on these projective bundles.

Even more recently the same authors have extended this result to cover the case of complex hyperbolic manifolds.

Theorem 3.3 (Bader, Fisher, Miller, Stover). Let $n \geq 2$ and $\Gamma<\operatorname{SU}(n, 1)$ be a lattice, and $M=\mathbb{C} \mathbb{H}^{n} / \Gamma$. Suppose that $M$ contains infinitely many maximal totally geodesic submanifolds of dimension at least 2 , then $\Gamma$ is arithmetic.

As before, this is proven using homogeneous dynamics, dynamics on a projective bundle over $G / \Gamma$, and a superrigidity theorem. Here the superrigidity theorem is even more complicated than before and depends also on results of Simpson and Pozzetti [74,81]. A very different proof for the case where the totally geodesic submanifolds are all assumed to be complex submanifolds was given very shortly after ours by Baldi and Ullmo [8]. There is almost no overlap of ideas between the two proofs, theirs characterizes the totally geodesic submanifolds in terms of special intersections and then studies them using Hodge theory and $o$-minimality.

The results in this section provide new evidence that totally geodesic manifolds play a very special role in nonarithmetic lattices and perhaps provide some evidence that the conventional wisdom on Questions 3.10 and 3.4 below should be reconsidered.

### 3.1. Other results and open questions

It is important to preface this section by saying that for all semisimple Lie groups $G$ other than $\mathrm{SO}(n, 1)$ for $n>2$ and $\mathrm{SU}(n, 1)$ for $n>1$, we have an essentially complete classification of lattices in $G$. For $\mathrm{SO}(2,1)=\mathrm{SU}(1,1)$, the lattices are exactly the fundamental groups of hyperbolic surfaces of finite volume, which have been understood for quite some time. For all the remaining groups, all lattices are arithmetic. I will discuss the known construction of nonarithmetic lattices in $\mathrm{SO}(n, 1)$ and $\mathrm{SU}(n, 1)$. To begin slightly out of order, I emphasize one of the most important open problems in the area.

Question 3.4. For what values of $n$ does there exist a nonarithmetic lattice in $\operatorname{SU}(n, 1)$ ?
The answer is known to include 2 and 3 . The first examples were constructed by Mostow in [69] using reflection group techniques. The list was slightly expanded by Mostow and Deligne using monodromy of hypergeometric functions [25,70]. The exact same list of examples was rediscovered/reinterpreted by Thurston in terms of conical flat structures on the 2-sphere [82], see also [79]. There is an additional approach via algebraic geometry suggested by Hirzebruch and developed by him in collaboration with Barthels and Höfer [9]. More
examples have been discovered recently by Couwenberg, Heckman, and Looijenga using the Hirzebruch-style techniques and by Deraux, Parker, and Paupert using complex reflection group techniques [23,28-30]. But as of this writing there are only 22 commensurability classes of nonarithmetic lattices known in $\operatorname{SU}(2,1)$ and only 2 known in $\mathrm{SU}(3,1)$. An obvious refinement of Question 3.4 is the following:

Question 3.5. For what values of $n$ do there exist infinitely many commensurability classes of a nonarithmetic lattice in $\operatorname{SU}(n, 1)$ ?

We remark here that the approach via conical flat structures was extended by Veech and studied further by Ghazouani and Pirio [48,85]. Regrettably this approach does not yield more nonarithmetic examples. It seems that the reach of this approach might be extended to be roughly equivalent to the reach of the approach via monodromy of hypergeometric functions, see [47]. There appears to be some consensus among the experts that the answer to both Questions 3.4 and 3.5 should be "for all $n$ ", see, e.g., [55, conjecture 10.8]. We point to a recent result of Esnault and Groechenig that indicates that complex hyperbolic lattices are in fact much more constrained than their real hyperbolic analogues [34].

Theorem 3.6. Let $\Gamma$ be a lattice in $G=\operatorname{SU}(n, 1)$ for $n>1$. Then $\Gamma$ is integral, i.e., $\Gamma<G(k)$ for some number field $k$, and if $v$ is any finite place of $k$ then $\Gamma<G\left(k_{v}\right)$ is precompact.

The earliest nonarithmetic lattices in $\mathrm{SO}(n, 1)$ for $n>2$ were constructed by Makarov and Vinberg by reflection group methods [61,86]. It is known by work of Vinberg that these methods will only produce nonarithmetic lattices in dimension less than 30 [87]. The largest known nonarithmetic lattice produced by these methods is in dimension 18 by Vinberg and the full limit of reflection group constructions is not well understood [88]. We refer the reader to $[10]$ for a detailed survey. The following question seems natural:

Question 3.7. In what dimensions do there exist lattices in $\operatorname{SO}(n, 1)$ or $\operatorname{SU}(n, 1)$ that are commensurable to nonarithmetic reflection groups? In what dimensions do there exist lattices in $\mathrm{SO}(n, 1)$ or $\mathrm{SU}(n, 1)$ that are commensurable to arithmetic reflection groups?

For the real hyperbolic setting, there are known upper bounds of 30 for arithmetic lattices and 997 for any lattices. The upper bound of 30 also applies for nonarithmetic uniform hyperbolic lattices $[10,87]$. In the complex hyperbolic setting, there seem to be no known upper bounds, but a similar question recently appeared in, e.g., [55, ouestion 10.10]. For a much more detailed survey of reflection groups in hyperbolic spaces, see [10].

A dramatic result of Gromov and Piatetski-Shapiro vastly increased our stock of nonarithmetic lattices in $\operatorname{SO}(n, 1)$ by an entirely new technique:

Theorem 3.8 (Gromov and Piatetski-Shapiro). For each n, there exist infinitely many commensurability classes of nonarithmetic uniform and nonuniform lattices in $\operatorname{SO}(n, 1)$.

The construction in [50] involves building hybrids of two arithmetic manifolds by cutting and pasting along totally geodesic codimension-one submanifolds. The key observation is that noncommensurable arithmetic manifolds can contain isometric totally geodesic
codimension-one submanifolds. This method has been extended and explored by many authors for a variety of purposes, see, for example, $[1,2,11,46]$. It has also been proposed that one might build nonarithmetic complex hyperbolic lattices using a variant of this method, though that proposal has largely been stymied by the lack of codimension-one totally geodesic codimension one submanifolds. The absence of codimension- 1 submanifolds makes it difficult to show that attempted "hybrid" constructions yield discrete groups. For more information, see, e.g., $[72,73,90]$ and [55, conjecture 10.9]. We point out here that the results of Esnault and Groechenig discussed above implies that the "inbreeding" variant of Agol and Belolipetsky-Thomson [2,11] cannot be adapted to produce nonarithmetic manifolds in the complex hyperbolic setting even if the original method of Gromov and Piatetski-Shapiro can be. To me personally, this seems a very strong negative indication on the possibility of such an adaptation. While the key observation of Agol was made long after the paper of Gromov and Piateksi-Shapiro, the constructions are very similar.

In [50], Gromov and Piatetski-Shapiro ask the following intriguing question:
Question 3.9. Is it true that, in high enough dimensions, all lattices in $\operatorname{SO}(n, 1)$ are built from subarithmetic pieces?

The question is somewhat vague and [50] also contains a group-theoretic variant that is easily seen to be false for the examples of Agol and Belolipetsky-Thomson, but a more precise starting point is:

Question 3.10. For $n>3$, is it true that any nonarithmetic lattice in $\Gamma<\operatorname{SO}(n, 1)$ intersects some conjugate of $\mathrm{SO}(n-1,1)$ in a lattice?

This is equivalent to asking if every finite-volume nonarithmetic hyperbolic manifold in dimension at least 4 contains a closed codimension-one totally geodesic submanifold. Both reflection group constructions and all known variants of hybrid constructions contain such submanifolds. The consensus in the field seems to be that the answer to this question should be no, but I know of no solid evidence for that belief. In particular, starting in dimension 4, Wang finiteness shows that the quantitative structure of hyperbolic manifolds is very different than in dimension 3 [89]. And recent work of Gelander-Levit makes it at least plausible that variants of the hybrid and inbreeding constructions construct "enough" hyperbolic manifolds to capture all examples [46]. This is very different than the situation in dimension 3 where hyperbolic Dehn surgery constructs many "more" hyperbolic manifolds and concretely exhibits the failure of Wang finiteness. One can think of Questions 3.9 and 3.10 as asking for particular qualitative reasons behind this difference in quantitative behavior.

In the next subsection, I will discuss some approaches to giving a positive answer to this question or perhaps criterion for a positive answer for some examples building on ideas in [6]. It is also not known to what extent the hybrid and reflection group constructions build distinct examples. Some first results, indicating that the classes are different, are contained in [41, theorem 1.7] and [65, theorem 1.5].

Given Theorem 3.1, it is reasonable to ask more detailed questions about the finite collection of totally geodesic submanifolds in a nonarithmetic hyperbolic manifold. A very
reasonable question, on which first results have been obtained by Lindenstrauss and Mohammadi, is whether there is any bound on the finite number in terms of geometric invariants of the hyperbolic manifold. Their theorem, stated in Mohammadi's contribution to these proceedings as [66, theorem 7.4], gives a result in the class of constructions of the style of Gromov and Piatetski-Shapiro in the case of three-dimensional hyperbolic manifolds. A key ingredient is the Angle Rigidity Theorem found in a joint work of the author with Lafont, Miller, and Stover [41]. While the proof of finiteness in [41] is definitely superseded by that in [6], it is more useful for proving bounds because it gives an explicit open set of "impossible configurations" for the finite set of maximal totally geodesic submanifolds in many cut and paste constructions of hyperbolic manifolds. Roughly speaking, the key result in [41] says that, given a nonarithmetic manifold built in the manner of Gromov and Piatetski-Shapiro, any closed totally geodesic submanifold intersecting the "cut and paste" hypersurface must do so at a right angle. All other angles of intersection are forbidden. It seems highly unlikely that these are the only "impossible configurations."

Question 3.11. Find other restrictions on the possible configurations of totally geodesic submanifolds in a nonarithmetic hyperbolic manifold.

It is worth mentioning that our understanding of lattices in $\mathrm{SO}(2,1)$ and $\mathrm{SO}(3,1)$ is both more developed and very different. Lattices in $\operatorname{SO}(2,1)$ are completely classified, but there are many of them, with the typical isomorphism class of lattices having many nonconjugate realizations as lattices, parameterized by moduli space. In $\mathrm{SO}(3,1)$, Mostow rigidity means there are no moduli spaces. But Thurston-Jorgensen hyperbolic Dehn surgery still allows one to construct many "more" examples of lattices, including many that yield a negative answer to Question 3.10. There remains an interesting sense in which the answer to Question 3.9 could still be yes even for dimension 3.

Question 3.12. Can every finite-volume hyperbolic 3-manifold be obtained as Dehn surgery on an arithmetic manifold?

To clarify the question, it is known that every finite-volume hyperbolic 3-manifold is obtained as a topological manifold by Dehn surgery on some cover of the figure- 8 knot complement, which is known to be the only arithmetic knot complement [51,77]. What is not known is whether one can obtain the geometric structure on the resulting three-manifold as geometric deformation of the complete geometric structure on the arithmetic manifold on which one performs Dehn surgery.

We end this section by discussing an additional question that illustrates the difference in our knowledge of real hyperbolic manifolds in dimension 3 and dimensions at least 4 and then discuss an intriguing variant in complex hyperbolic geometry. We call a group $\Gamma$ virtually large if it has a finite index subgroup that surjects onto a nonabelian free group. The following theorem of Lubotzky shows a strong connection between totally geodesic submanifolds and this property [59].

Theorem 3.13. Let $M$ be a finite-volume hyperbolic manifold. Then if $M$ admits a closed codimension-1 totally geodesic submanifold, the fundamental group of $M$ is virtually large.

It follows from work of Agol that in dimension 3 all finite-volume hyperbolic manifolds have a virtually large fundamental group [3]. But starting in dimension 5, there are explicit examples where we do not know if the fundamental group is virtually large. These are the so-called second-type arithmetic groups constructed using quaternion algebras. In fact, effectively the only way we know to show that a hyperbolic manifold of dimension 4 or higher has a virtually large fundamental group is to apply Lubotzky's theorem. We ask the following question in an intentionally provocative manner:

Question 3.14. If $M$ is a finite-volume hyperbolic manifold of dimension at least 4, then is having a virtually large fundamental group equivalent to having a closed totally geodesic submanifold of codimension 1 ?

There seems to be something close to a consensus that the answer to this question should be "no" in general and all lattices in $\operatorname{SO}(n, 1)$ should be virtually large. However, I know of no strong evidence for this belief other than the results in dimension 3. There is even one potential strategy for proving a negative answer to Question 3.14, arising from Agol's work on the virtual Haken conjecture [3].

Question 3.15. If $M$ is a finite-volume hyperbolic manifold, can we cubulate $M$ ?
The answer is yes in dimension 3 by the work of Kahn-Markovic [53]. Agol's work then implies that this cubulation is special, which is more than enough to prove largeness. The concrete challenge in this setting is to prove that second-type arithmetic hyperbolic manifolds can be cubulated. That the first-type can be is shown by Bergeron, Haglund, and Wise in [14]. It seems well known to experts that all inbreeding and hybrid examples can also be cubulated, but there does not appear to be an explicit statement in the literature. However, all of these approaches to cubulating hyperbolic manifolds of dimension at least 4 depend on the existence of totally geodesic submanifolds of codimension 1 . To cubulate in cases where codimension-1 totally geodesic submanifolds do not exist, the work in dimension 3 suggests that one should find some other convex or quasiconvex submanifolds or subspaces of codimension 1. Due to density of the commensurator, in the arithmetic setting, it suffices to find one such manifold.

It is interesting in the context of this article to also summarize what is known about the largeness for lattices in $\operatorname{SU}(n, 1)$. In this case all known constructions do not produce largeness directly. Instead, one constructs a holomorphic retract onto a totally geodesic Riemann subsurface as a forgetful map in terms of the Deligne-Mostow hypergeometric monodromy construction [27]. It is possible that only these particular Deligne-Mostow constructions yield virtually large lattices in $\operatorname{SU}(n, 1)$, but here we only ask a weaker question.

Question 3.16. Let $M$ be a finite-volume complex hyperbolic manifold. If the fundamental group of $M$ is large, does $M$ admit a holomorphic retract to a totally geodesic Riemann subsurface?

We remark here that by a result of Delzant and Py, complex hyperbolic manifolds of (complex) dimension at least 2 are not cubulated, so the approach to a negative answer to Question 3.14 is not available in this context [26].

### 3.2. Dynamics and (non)arithmeticity

The work in $[5,6]$ gives a broader set of tools for determining when a manifold is arithmetic. We discuss some further repercussions of these ideas here, though they have less decisive corollaries than the main results of those papers. We restrict here to the real hyperbolic setting for simplicity, so throughout this section $G=\operatorname{SO}(n, 1)$ with $n>2$. We will write $W=\mathrm{SO}(n-1,1)$, though for some technical results below, there are analogous statements when $W=\operatorname{SO}(k, 1)$ for any $1<k<n-1$.

It is known that, given a lattice $\Gamma<G$, there exists a number field $\ell$ and an $\ell$ structure on $G$ such that $\Gamma<G(\ell)$. We note that there is a collection of valuations on $\ell$, and we write $\nu_{0}$ for the valuation for which $G\left(\ell_{\nu_{0}}\right)=\mathrm{SO}(n, 1)$ in such a way that we get the given lattice embedding of $\Gamma$ into $\operatorname{SO}(n, 1)$.

Definition 3.17. Given a valuation $v$ on $\ell$ not equivalent to $\nu_{0}$, the arithmeticity obstruction defined by $\nu$ is the embedding $\rho_{\nu}: \Gamma \rightarrow G\left(\ell_{\nu}\right)=H$. We say that the arithmeticity obstruction vanishes if $\Gamma$ is precompact in $H$.

It was observed by Margulis that if all arithmeticity obstructions vanish, then $\Gamma$ is arithmetic. If all nonarchimedean arithmeticity obstructions vanish, then $\Gamma$ is called integral. Note that $\Gamma$ is automatically Zariski dense in any $G\left(\ell_{v}\right)$. The standard and surprising technique for showing that arithmeticity obstructions vanish is to assume they do not and use a superrigidity theorem to see that this implies that $\rho_{\nu}$ extends to a continuous representation from $G$ to $H$. This is easily seen to be impossible.

We now state the superrigidity theorem from [6] that is used there to show that arithmeticity obstructions vanish. We restrict attention to the case of $\mathrm{SO}(n, 1)$ for simplicity. This theorem is stated in terms of the existence of a certain $W$-invariant measure on a certain flat bundle over $G / \Gamma$. The goal of this section is to explain that it is possible to use other dynamical results to weaken that hypothesis. Finding optimal hypothesis and more applications seems potentially important to understanding the questions discussed in the last subsection.

In this theorem we consider a local field $k$ and a $k$-algebraic group $\mathbf{H}$ satisfying one additional condition. Let $P$ be a minimal parabolic subgroup of $G$ and $U$ its unipotent radical. A pair consisting of a local field $k$ and a $k$-algebraic group $\mathbf{H}$ is said to be compatible with $G$ if for every nontrivial $k$-subgroup $\mathbf{J}<\mathbf{H}$ and any continuous homomorphism $\tau: P \rightarrow N_{\mathbf{H}}(\mathbf{J}) / \mathbf{J}(k)$, where $N_{\mathbf{H}}(\mathbf{J})$ is the normalizer of $\mathbf{J}$ in $\mathbf{H}$, we have that the Zariski closure of $\tau\left(U^{\prime}\right)$ coincides with the Zariski closure of $\tau(U)$ for every nontrivial subgroup $U^{\prime}<U$. That this condition is satisfied by any group arising in an arithmeticity obstruction for a lattice in $\mathrm{SO}(n, 1)$ is a key point in [6]. The fact that this is already no longer true for $\mathrm{SU}(n, 1)$ introduces new difficulties to overcome in [5] that we do not discuss here.

Theorem 3.18. Let $G$ be $\operatorname{SO}_{0}(n, 1)$ for $n \geq 3, W<G$ be a noncompact simple subgroup, and $\Gamma<G$ be a lattice. Suppose that $k$ is a local field and $\mathbf{H}$ is a connected $k$-algebraic group such that the pair consisting of $k$ and $\mathbf{H}$ is compatible with $G$. Finally, let $\rho: \Gamma \rightarrow \mathbf{H}(k)$ be a homomorphism with unbounded, Zariski dense image. If there exist a $k$-rational faithful irreducible representation $\mathbf{H} \rightarrow \mathrm{SL}(V)$ on a $k$-vector space $V$ and $a W$-invariant measure $\nu$ on $(G \times \mathbb{P}(V)) / \Gamma$ that projects to Haar measure on $G / \Gamma$, then $\rho$ extends to a continuous homomorphism from $G$ to $\mathbf{H}(k)$.

We retain the assumptions made on $k$ and $\mathbf{H}$ and discuss how one can weaken the assumption in Theorem 3.18 using results of Eskin-Bonatti-Wilkinson. We first motivate the connection by stating a variant that follows easily.

Theorem 3.19 (BFMS reformulated). Take the assumptions of Theorem 3.18 and replace the assumption of the existence of the invariant measure with the assumption that the $W$ action on $(G \times V) / \Gamma$ is not irreducible. Then $\rho$ extends to a continuous homomorphism from $G$ to $\mathbf{H}(k)$.

The two statements are equivalent by standard techniques. The point is that either the $W$-invariant measure or the $W$-invariant subspace are used to produce a $\Gamma$-equivariant measurable map $\phi: W \backslash G \rightarrow(\mathbf{H} / \mathbf{L})(k)$ for some proper algebraic subgroup $\mathbf{L}<\mathbf{H}$. The existence of this map is in fact equivalent to the existence of either such a subspace for some choice of $V$ or such a measure for some (a priori different) choice of $V$. In this language, the first step of the work in [6] is using the existence of infinitely many maximal $W$ orbit closures to produce an invariant measure for the $W$ action on $(G \times \mathbb{P}(V)) / \Gamma$ for some well chosen $V$. It is worth pointing out that there are other criteria for irreducibility in the literature, here we focus on one due to Bonatti, Eskin, and Wilkinson [15]. To obtain a simple statement, we let $A<P$ be the Cartan subgroup and choose the $H$ representation on $V$ such that the first Lyapunov exponent for $A$ on $V$-bundle $(G \times V) / \Gamma$ is simple. It is easy to verify that one can choose such a $V$ using tensor constructions. We let $P<G$ be the parabolic and $P_{W}=P \cap W$ the parabolic in $W$. Combining the main result of [15] with those of [6], we obtain the following:

Theorem 3.20. With the common assumptions of the last two theorems, if there is more than one $P_{W}$-invariant measure on $(G \times \mathbb{P}(V)) / \Gamma$ projecting to Haar measure on $G / \Gamma$, then $\rho$ extends to a continuous homomorphism from $G$ to $\mathbf{H}(k)$.

This is a straightforward concatenation of [15, theorem 1.1] and Theorem 3.19. Observe first that the $V$-bundle $(G \times V) / \Gamma$ is $G$ irreducible by hypothesis. The assumption of the second invariant measure in Theorem 3.20 and [15, theorem 1.1] imply that this bundle is not irreducible for $W$. We then apply Theorem 3.19.

Let $E_{1}(x)$ be the subspace of $V$ corresponding to the first Lyapunov exponent for $A$ and write $\left(G \times E_{1}\right) / \Gamma$ for the corresponding subbundle of $(G \times V) / \Gamma$. It is observed in [15] that $\left(G \times E_{1}\right) / \Gamma$ is $P$-invariant. Using that $E_{1}$ is one-dimensional, this yields a $P$-invariant section $s$ of the bundle $(G \times \mathbb{P}(V)) / \Gamma$, and we can push the Haar measure on
$G / \Gamma$ forward along this section to build a $P$-invariant measure on $(G \times \mathbb{P}(V)) / \Gamma$. We note that this measure cannot be $W$-invariant since $P$ and $W$ together generate $G$ and it is easy to see that there is no $G$-invariant measure on $(G \times \mathbb{P}(V)) / \Gamma$. Since $P_{W}<P$, this shows the existence of a $W$-invariant measure on $(G \times \mathbb{P}(V)) / \Gamma$ projecting to Haar measure and implies the existence of at least two $P_{W}$-invariant measures on $(G \times \mathbb{P}(V)) / \Gamma$ projecting to Haar measure. It seems a priori easier to produce $P_{W}$-invariant measures since $P_{W}$ is amenable and therefore one can average. Producing a measure that is not also $P$-invariant becomes the challenge.

We also note here that this entire discussion on varying hypotheses applies in any case where $G$ is a rank-one group and $W<G$ is a simple subgroup, we only require $G=\mathrm{SO}(n, 1)$ to use the superrigidity theorem from [6] to extend the representation. So the discussion adapts easily to the case of $\operatorname{SU}(n, 1)$ by the results of [5]. There is one additional fact that is special to $\mathrm{SO}(n, 1)$ and relates to Questions 3.10 and 3.14, namely if the hyperbolic manifold $K \backslash G / \Gamma$ has no totally geodesic manifolds of codimension-one and $W=\mathrm{SO}(n-1,1)$ then the $P_{W}$ action on $G / \Gamma$ is uniquely ergodic. So in this setting we have the following.

Corollary 3.21. Adding the assumption on totally geodesic submanifolds above to Theorem 3.20, if $P_{W}$ is not uniquely ergodic on $(G \times \mathbb{P}(V)) / \Gamma$ then $\rho$ extends.

It is somewhat surprising that arithmeticity is in this context associated with the existence of additional ergodic measures. Since $\Gamma$ is finitely generated, it is easy to see that only finitely many valuations of $\ell$ are relevant to arithmeticity of $\Gamma$. So arithmeticity of $\Gamma$ follows from the failure of unique ergodicity for $P_{W}$ in finitely many dynamical systems for $G$. We note that the paper of Bonatti-Eskin-Wilkinson gives somewhat more explicit information than just about the number of measures. There is one "obvious" ergodic measure supported on the line in $P(V)$ corresponding to the first Lyapunov exponent. Forcing the vanishing of the arithmeticity obstruction simply requires finding any $P_{W}$-invariant measure where disintegration along fibers is not supported on that line.

In the context of Question 3.14, the possibilities for applying Corollary 3.21 are much broader. Given a lattice $\Gamma$ that is large, one has a homomorphism $\Gamma \rightarrow F_{2}$ which one can compose with any (irreducible) representation of $F_{2}$ on a vector space $V$ to obtain a $G$ space $(G \times \mathbb{P}(V)) / \Gamma$ to which one can attempt to apply Corollary 3.21. Since a representation factoring through $F_{2}$ cannot extend, the corollary actually asserts that largeness implies unique ergodicity of $P_{W}$ in many dynamical systems. Of course, all lattices in $\operatorname{PSL}(2, \mathbb{C})$ are known to be virtually large and there are many where the locally symmetric space has no closed totally geodesic surfaces, so for that choice of $G$ all of these constructions build many dynamical systems with a unique invariant measures for the corresponding $P_{W}$. In this case $P_{W}$ is just the $a x+b$ group. It is not at this moment clear what structure one would like to exploit to show a difference between dimension 3 and higher dimensions.

One also might attempt to use Theorem 3.20 to either reprove the arithmeticity of lattices in $\operatorname{Sp}(n, 1)$ and $F_{4}^{-20}$ by ergodic-theoretic methods or to reprove Theorem 3.6 by ergodic-theoretic methods. In addition, one could attempt a proof of Mostow rigidity using
this circle of ideas. Certainly, the ideas are close to those that allowed Margulis to prove Mostow rigidity as a consequence of superrigidity in higher rank.

We note that while Margulis and Mohammadi suggested an alternate approach to the theorem in [6] and showed that their approach could succeed in the case where $G=\mathrm{SO}(3,1)$, their approach does not yield any of the observations in this subsection, but only produces results in the presence of infinitely many maximal closed totally geodesic submanifolds.
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## FURSTENBERG DISJOINTNESS, RATNER PROPERTIES, AND SARNAK'S CONJECTURE

## MARIUSZ LEMAŃCZYK

## ABSTRACT <br> A recent progress on Sarnak's conjecture on Möbius orthogonality is discussed with the main focus on the proof of Veech's conjecture and its consequences.

## 1. INTRODUCTION. STATE-OF-THE-ART

This article deals with Sarnak's conjecture [34] from 2010, also called the Möbius Orthogonality Conjecture, MOC for short, see (1.2) below. More precisely, the aim of this article is to give an account on the progress concerning MOC caused by the proof of Veech's conjecture [38] from 2016 in the recent article [24]. In order to do it, we will present a panorama of earlier concepts and results concerning the new interactions between ergodic theory and analytic number theory caused by MOC, especially relating MOC to the celebrated Chowla conjecture [5] from 1965. We will be concentrated on the directions of research on the ergodic theory side, with a special focus on projects in which the author of the article took part. In this extended introduction, we present the state-of-the-art of the subject. To keep this presentation reasonably short, some elementary definitions and facts from dynamics are postponed to Sections 2 and 3, while some facts (especially around entropy) are treated as "commonly" known and can be found in the ergodic theory literature, see, e.g., [9,16, 39]. On the analytic number theory side, basic facts can be found, e.g., in [19,23].

Möbius function. Each natural number $n \in \mathbb{N}:=\{1,2, \ldots\}$ has its (unique) decomposition into a product of primes which is the basic fact about the not finitely generated multiplicative structure of $\mathbb{N}$. The set $\mathbb{P}$ of primes is believed to behave like a "random" subset of natural numbers. This randomness should be reflected in the properties of arithmetic functions $\boldsymbol{u}: \mathbb{N} \rightarrow \mathbb{C}$ that preserve the multiplicative structure of $\mathbb{N}$, that is, they are themselves multiplicative, $\boldsymbol{u}(m n)=\boldsymbol{u}(m) \boldsymbol{u}(n)$ whenever $(m, n)=1$ (in other words, they are determined by their values on the powers of the primes). One of most prominent multiplicative functions is the Möbius function $\boldsymbol{\mu}: \mathbb{N} \rightarrow\{-1,0,1\}$ for which $\boldsymbol{\mu}(1)=1, \boldsymbol{\mu}(n)=(-1)^{k}$, with $n$ being the product of $k$ distinct primes, and $\mu(n)=0$ for the remaining $n \in \mathbb{N}$. Is this function "random"? If so, this should be reflected in the phenomenon of cancelations of $\pm 1$ s like for a sample from an independent process. It is then classical that the Prime Number Theorem (PNT), i.e., $|\{p \leq N: p \in \mathbb{P}\}| \sim \frac{N}{\log N}$, is equivalent to $\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n \leq N} \mu(n)=0$, and the Riemann Hypothesis is equivalent to a quantitative version of the above, namely $\sum_{n \leq N} \mu(n)=O\left(N^{\frac{1}{2}+\varepsilon}\right)$ for each $\varepsilon>0$.

The Chowla conjecture. Another way to express the randomness of $\boldsymbol{\mu}$ is the Chowla conjecture [5] from 1965 claiming that the autocorrelations of the Möbius function, unless they are correlations of $\boldsymbol{\mu}^{2}$, vanish: ${ }^{1}$

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n \leq N} \mu^{s_{1}}\left(n+a_{1}\right) \cdots \mu^{s_{k}}\left(n+a_{k}\right)=0 \tag{1.1}
\end{equation*}
$$

[^1]for each $k \geq 1,0 \leq a_{1}<\cdots<a_{k}$, and $s_{j} \in\{1,2\}$, not all $s_{j}$ being $2 .{ }^{2}$ We will see later (see Section 3) that the Chowla conjecture is precisely the fact that $\boldsymbol{\mu}$ is a generic point for a kind of Bernoulli measure over the so-called Mirsky measure, for which $\mu^{2}$ is generic, i.e., intuitively, relative to the positions of zeros, in $\boldsymbol{\mu}$ we observe a replacement of 1 s in $\boldsymbol{\mu}^{2}$ by $\pm 1$ s with equal probability.

Sarnak's conjecture (MOC). Another way of talking about the randomness of $\boldsymbol{\mu}$ could be in terms of correlations with other sequences. In [23], this is expressed by the Möbius Randomness Law: $\boldsymbol{\mu}$ is so random that it does not correlate with any "reasonable" bounded sequence. In 2010, P. Sarnak [34] formulated a much more precise form of this vague randomness principle, namely

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n \leq N} f\left(T^{n} x\right) \mu(n)=0 \tag{1.2}
\end{equation*}
$$

for each zero (topological) entropy homeomorphism $T$ of a compact metric space $X$, all $f \in C(X)$, and all $x \in X .{ }^{3}$ In other words, $\boldsymbol{\mu}$ is random because $\boldsymbol{\mu}$ does not correlate with any deterministic sequence, ${ }^{4}$ we also say that $\boldsymbol{\mu}$ is orthogonal to all (bounded) deterministic sequences or to all deterministic systems. Of course, in (1.2), we can consider other (always bounded though) arithmetic functions $\boldsymbol{u}: \mathbb{N} \rightarrow \mathbb{C}$ and consider an analogous problem of orthogonality to a selected class of topological systems (for example, it is well known that if we replace the Möbius function $\boldsymbol{\mu}$ with the Liouville function $\boldsymbol{\lambda}$, then the corresponding Sarnak's conjectures are equivalent; see, e.g., [10]). ${ }^{5}$

Proposition 1.1 (Sarnak [34], for proofs see [1,35]). Chowla conjecture implies Sarnak's conjecture.

Whether the converse is true remains open, but we have the following:
Proposition 1.2 ([17]). Sarnak's conjecture implies the Chowla conjecture along a subsequence (i.e., in (1.1) we need to consider $\left(N_{s}\right)$ instead of $N^{6}$ ).

2 If all $s_{j}=2$ then the limit exists but need not be zero: $\boldsymbol{\mu}^{2}$ is the characteristic function of the set of square-free numbers whose natural density is $6 / \pi^{2}$. In fact, the frequencies of all blocks of $0,1 \mathrm{~s}$ on $\boldsymbol{\mu}^{2}$ exist $-\boldsymbol{\mu}^{2}$ is a generic point for a shift-invariant measure $\nu_{\boldsymbol{\mu}^{2}}$ called the Mirsky measure - see Section 3 for details.
3 It is "for all $x \in X$ " which is the core of Sarnak's conjecture: the " $x$-almost every" version of (1.2) holds for every dynamical system (in particular, regardless of the entropy [34], see also [1]).
4 In the theory of dynamical systems, zero-entropy systems are also called deterministic and the corresponding continuous observables $\left(f\left(T^{n} x\right)\right)_{n \in \mathbb{Z}}$ are precisely deterministic sequences.
5 The reader can notice that if $\boldsymbol{u}$ is orthogonal to all deterministic sequences, then for any bounded deterministic sequence $(a(n))$, the arithmetic function $\boldsymbol{v}(n):=\boldsymbol{u}(n) a(n)$ is also orthogonal to all deterministic sequences. Of course, such an operation in general "kills" the multiplicativity of $\boldsymbol{u}$.
6 Tao in [37] strengthened this result by showing that $\left(N_{s}\right)$ can be selected to have full logarithmic density.

We will detail more on that at the end of the introduction when we consider the logarithmic versions of the Chowla and Sarnak's conjectures.

Two strategies to "attack" Sarnak's conjecture. Returning to the original Sarnak's conjecture, we can view (1.2) as a classical Cesàro (ergodic) sum with multiplicative weights (this point of view leads to the MW-strategy) or we can reverse the roles and consider Cesàro sums of $\boldsymbol{\mu}^{7}$ with ergodic weights (this point of view leads to the EW-strategy). Both strategies lead sooner or later to an interplay between analytic number theory and the theory of joinings in dynamics, in particular, the disjointness theory of Furstenberg in ergodic theory. Let us now say a few words on these strategies; more details, especially on the EW-strategy, will be provided later.

MW-strategy. DDKBSZ criterion. The core of the MW-strategy (in which we only use the fact that $\boldsymbol{\mu}$ is multiplicative) is the following numerical DDKBSZ criterion: ${ }^{8}$

Theorem 1.3 ([4, 27]). Assume that $\left(f_{n}\right)_{n \in \mathbb{N}} \subset \mathbb{C}$ is bounded. If

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n \leq N} f_{p n} \bar{f}_{q n}=0 \tag{1.3}
\end{equation*}
$$

for all distinct, sufficiently large primes $p, q \in \mathbb{P}$, then

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n \leq N} f_{n} \boldsymbol{u}(n)=0
$$

for each bounded multiplicative function $\boldsymbol{u}: \mathbb{N} \rightarrow \mathbb{C}$.
Then, the DDKBSZ criterion is used in the following manner. Take any dynamical system ( $X, T$ ) with a unique invariant measure $\mu$ (which must also be unique for all nonzero powers of $T$ ) and let $x \in X$. In the space $M(X \times X)$ of probability measures on $X \times X$ consider the sequence of empiric measures $\left(\frac{1}{N} \sum_{n \leq N} \delta_{\left(T^{p n} x, T^{q n} x\right)}\right)$ (see Section 3 for more details). By the compactness of the weak-*-topology, there exists a subsequence ( $N_{k}$ ) such that

$$
\lim _{k \rightarrow \infty} \frac{1}{N_{k}} \sum_{n \leq N_{k}} \delta_{\left(T^{p n} x, T^{q n} x\right)}=\rho,
$$

where necessarily the measure $\rho$ is $T^{p} \times T^{q}$-invariant and if $f \in C(X)$ then

$$
\lim _{k \rightarrow \infty} \frac{1}{N_{k}} \sum_{n \leq N_{k}} f\left(T^{p n} x\right) \overline{f\left(T^{q n} x\right)}=\int_{X \times X} f \otimes \bar{f} d \rho .
$$

By our assumption, the two projections of $\rho$ on $X$ are $\mu$. If we are able to show that $\rho$ is the product measure $\mu \otimes \mu$, then we can easily apply the DDKBSZ criterion for the continuous zero-mean (for the measure $\mu$ ) functions $f$ and the sequences $\left(f\left(T^{n} x\right)\right.$ ) (i.e., $f_{n}=f\left(T^{n} x\right)$ in Theorem 1.3). A spectacular case when this approach works was first demonstrated in the

| $\mathbf{7}$ | In analytic number theory, the problem of studying means of multiplicative functions is <br> classical, cf. Halász theorem. |
| :--- | :--- |
| $\mathbf{8}$ | DDKBSZ stands for Daboussi, Delange, Kátai, Bourgain, Sarnak, and Ziegler. |

case of horocycle flows in [4] using Ratner's theory. However, a "typical" playground for the MW-strategy is when the automorphisms $T^{p}$ and $T^{q}$ considered with the same $T$-invariant measure $\mu$ are disjoint (see Section 2 for definition) in the Furstenberg sense, as in this case $\mu \otimes \mu$ is simply the only $T^{p} \times T^{q}$-invariant measure. (Note that this is not applicable to the horocycle flows themselves as all positive time automorphisms are isomorphic, so there are many $T^{p} \times T^{q}$-invariant measures.) As we can see, the MW-strategy leads to pure ergodic theory problems. While a list of papers in which the disjointness of powers has been proved can be found in the surveys [10,28], in Section 4, we will detail more on the answer to Ratner's question about the validity of MOC for smooth time changes of horocyclic flows. Namely, while for the algebraic actions the underlying configuration space is homogeneous, once the time is changed (in a nontrivial way), the configuration space becomes nonhomogeneous for the action of the time-changed flow which surprisingly leads to another extreme: the new flows enjoy formidable internal disjointness properties which allows us to use Theorem 1.3 to answer positively Ratner's question and go beyond.

MW-Strategy. The AOP property. There is a pure ergodic theory counterpart of DDKBSZ criterion, namely the notion of AOP (Asymptotic Orthogonality of Powers) introduced in [3]: a measure-theoretic (ergodic) dynamical system $(X, \mathscr{B}, \mu, T)$ has the AOP property ( $J^{e}\left(T^{p}, T^{q}\right)$ below stands for the set of ergodic joinings between $T^{p}$ and $T^{q}$ ) if

$$
\limsup _{p \neq q, \mathbb{P} \ni p, q \rightarrow \infty} \sup _{\rho \in J^{e}\left(T^{p}, T^{q}\right)}\left|\int_{X \times X} f \otimes g d \rho\right|=0
$$

for each $f, g \in L_{0}^{2}(X, \mu)$. Obviously, AOP takes place if the prime powers of an automorphisms are disjoint but an AOP automorphism can have all nonzero powers isomorphic. AOP implies zero entropy and total ergodicity, i.e., all nonzero powers are ergodic. All ergodic quasidiscrete spectrum automorphisms [3], and also ergodic nil-automorphisms enjoy this property [12]. Let us see why AOP is useful when proving Möbius orthogonality. Suppose that we want to prove Möbius orthogonality for all (uniquely ergodic) models of totally ergodic rotations. Well, the Möbius orthogonality can first be easily established in some models of such rotations.

Namely, let $X$ stand for any compact Abelian monothetic group with Haar measure $\lambda_{X}$. Then $\lambda_{X}$ is the only (ergodic) invariant measure for any rotation $T x=x+x_{0}$, with $\left\{n x_{0}: n \in \mathbb{Z}\right\}$ being dense in $X$. If $\chi: X \rightarrow \mathbb{S}^{1}$ is any nontrivial character of $X$ then

$$
\frac{1}{N} \sum_{n \leq N} \chi\left(T^{p n} x\right) \overline{\chi\left(T^{q n} x\right)}=\frac{1}{N} \sum_{n \leq N}\left(\chi\left(x_{0}\right)^{p-q}\right)^{n} \rightarrow 0
$$

whenever $p \neq q$ (remembering that, by total ergodicity, $\chi\left(x_{0}\right)$ is not a root of unity). Since the dual group $\hat{X}$ is linearly dense in $C(X)$, all totally ergodic rotations are Möbius orthogonal by virtue of Theorem 1.3. But now take any topological system $(Z, R)$ which is uniquely ergodic (with a unique invariant measure $\kappa$ ) and suppose that ( $Z, \kappa, R$ ) and $\left(X, \lambda_{X}, T\right)$ are measure-theoretically isomorphic. Since the eigenfunctions in $L^{2}(Z, \kappa)$ need not be con-
tinuous, ${ }^{9}$ using DDKBSZ criterion does not seem to be possible. We can prove, however, (see [3]) that the AOP property holds. Moreover, once a uniquely ergodic system satisfies AOP, it must be orthogonal to any (bounded) multiplicative function [3]. Now, AOP being a measure-theoretic invariant must be satisfied in all uniquely ergodic models of totally ergodic rotations. In fact, AOP implies something which looks much stronger.

MW-strategy. The strong MOMO property. A dynamical system $(X, T)$ is said to satisfy the strong MOMO ${ }^{10}$ property (see [2]) if for each increasing sequence $\left(b_{k}\right)$ of natural numbers, $b_{k+1}-b_{k} \rightarrow \infty$, and each $f \in C(X)$, we have

$$
\lim _{K \rightarrow \infty} \frac{1}{b_{K}} \sum_{k<K}\left\|\sum_{b_{k} \leq n<b_{k+1}} \mu(n) f \circ T^{n}\right\|_{C(X)}=0 .
$$

We have the following:
Theorem 1.4 ([2]). The following holds:
(i) The strong MOMO property of a topological systems ( $X, T$ ) implies its Möbius orthogonality.
(ii) The strong MOMO property of a topological system ( $X, T$ ) implies uniformity (in $x \in X$ ) in the definition of Möbius orthogonality property.
(iii) Sarnak's conjecture is equivalent to the fact that all zero-entropy systems satisfy the strong MOMO property.
(iv) No system with positive entropy satisfies the strong MOMO property. ${ }^{11}$

Moreover, we have the following:
Proposition 1.5 ([2]). Let $(Z, \mathscr{D}, \kappa, R)$ be any totally ergodic measure-theoretic system. If it satisfies the AOP property then each of its uniquely ergodic models satisfies the strong MOMO property. In particular, all such uniquely ergodic models are Möbius orthogonal.

Short interval behavior. The reader certainly noticed that by putting $f=1$ in the definition of the strong MOMO property, we obtain that, whenever $b_{k+1}-b_{k} \rightarrow \infty$,

$$
\lim _{K \rightarrow \infty} \frac{1}{b_{K}} \sum_{k<K}\left|\sum_{b_{k} \leq n<b_{k+1}} \mu(n)\right|=0
$$

It is not hard to see that this property is equivalent to the following:

$$
\left.\left.\frac{1}{M} \sum_{M \leq m<2 M} \frac{1}{H}\right|_{m \leq n<m+H} \mu(n) \right\rvert\, \rightarrow 0
$$

| $\mathbf{9}$ | Topological system $(Z, R)$ can be even topologically mixing, which excludes the possibility <br> of continuous eigenfunctions. |
| :--- | :--- |
| $\mathbf{1 0}$ | The acronym comes from Möbius Orthogonality of Moving Orbits. |
| $\mathbf{1 1}$ | In [8] there are examples of positive entropy systems which are Möbius orthogonal. As <br> Theorem 1.4 (iv) shows, this cannot happen for the strong MOMO property (assuming the <br> Chowla conjecture). |

whenever $H \rightarrow \infty$ and $H=o(M)$. This tells us that on "typical" short interval (i.e., of length $H$ ) we have cancelations of 1 s and -1 s . This is a special property of the Möbius function proved in the breakthrough paper [30] by Matomäki and Radziwiłł in 2015. Together with the subsequent paper [31], it allowed in [3] to prove Sarnak's conjecture for all uniquely ergodic models of finite rotations ${ }^{12}$ and all totally ergodic rotations. The fact, that all dynamical systems whose all invariant measures yield automorphisms with discrete spectrum satisfy Sarnak's conjecture was first proved in [20,21].

EW-strategy. Let us now pass to the second strategy which consists in the following. Using combinatorial properties of $\boldsymbol{\mu}$, we count on deriving special ergodic properties of the Furstenberg systems (see Section 3.1 for this crucial definition) of $\boldsymbol{\mu}$ (we recall that the Chowla conjecture predicts that there is only one Furstenberg system of $\boldsymbol{\mu}$ given by $\hat{v}_{\boldsymbol{\mu}^{2}}$, i.e., by the relatively independent extension of the Mirsky measure of $\boldsymbol{\mu}^{2}$ ). We then expect that Furstenberg systems will display "enough" of disjointness with at least a subclass of zero entropy systems to advance on MOC or else, expressing MOC as some ergodic property of them, when translated it back to $\mu$, will tell us which new combinatorial properties of $\boldsymbol{\mu}$ are needed to prove Sarnak's conjecture. So, of course, the crucial question is whether Sarnak's conjecture can be expressed in the language of Furstenberg systems of $\boldsymbol{\mu}$. This was conjectured by Veech [38] and finally proved in [24] ( $\Pi(\kappa)$ below stands for the Pinsker $\sigma$-algebra of $\left(X_{\mu}, \mathcal{B}\left(X_{\mu}\right), \kappa, S\right)$, i.e., the largest zero-entropy factor of the system, while $\left.\pi_{0}:\{-1,0,1\}^{\mathbb{Z}} \rightarrow \mathbb{R}, \pi_{0}(y)=y_{0}\right)$.

Theorem 1.6 ([24]). Sarnak's conjecture holds if and only if, for all Furstenberg systems $\kappa$ of $\boldsymbol{\mu}$, we have $\pi_{0} \perp L^{2}(\Pi(\kappa))$.
(This theorem also holds in the logarithmic case.) The above put across the intuition that the Chowla conjecture in ergodic theory corresponds to the Bernoulli property (maximal chaos), while Sarnak's conjecture is rather related to the weaker property, namely the Kolmogorov property (K-property) of a measure-preserving system, meant "locally", i.e., for the single function $\pi_{0}$. It is classical in ergodic theory that the K-property is equivalent to K-mixing (called also uniform mixing). We will see in Section 5.4 that K-mixing property applied "locally" to $\pi_{0}$ yields a combinatorial condition on $\mu$ equivalent to MOC. Roughly, this condition is about cancelations of +1 s and -1 s along larger and larger shifts of the sets of return times of blocks which can also be interpreted as the intuition that the multiplicative and additive structures of $\mathbb{N}$ are independent. While due to the MW-strategy many examples of classes of zero-entropy systems for which the MOC holds were given, to apply the DDKBSZ criterion, the arguments were provided ad hoc, depending on the class under consideration which shows its certain weakness. ${ }^{13}$ In contrast, the EW-strategy aims at general results and some spectacular successes were obtained for the logarithmic versions of the Chowla and Sarnak's conjectures which we now present.

[^2]The logarithmic versions of the Chowla and Sarnak's conjectures. When we replace Cesàro sums in (1.2) and (1.1) by their logarithmic versions,

$$
\lim _{N \rightarrow \infty} \frac{1}{L_{N}} \sum_{n \leq N} \frac{1}{n} f\left(T^{n} x\right) \mu(n)=0
$$

and

$$
\lim _{N \rightarrow \infty} \frac{1}{L_{N}} \sum_{n \leq N} \frac{1}{n} \mu^{s_{1}}\left(n+a_{1}\right) \cdots \mu^{s_{k}}\left(n+a_{k}\right)=0
$$

where $L_{N}=\sum_{n \leq N} \frac{1}{n}$, we obtain logarithmic Sarnak's and the Chowla conjectures, respectively. The first striking result was obtained by Tao in 2015 (cf. the corresponding knowledge about MOC, i.e., Proposition 1.2):

Theorem 1.7 ([36]). The logarithmic Chowla conjecture and the logarithmic Sarnak's conjecture are equivalent.

Hence Sarnak's conjecture implies the logarithmic Chowla conjecture, and in [17] it is proved that the logarithmic Chowla conjecture implies the Chowla conjecture along a subsequence, hence Proposition 1.2 follows. The logarithmic Sarnak's conjecture is still open, but a significant progress has been achieved by Frantzikinakis and Host in [14] (in 2018). In that paper, the authors were able to relate logarithmic Furstenberg systems of the Möbius function (and many other strongly aperiodic multiplicative functions) to the theory of strongly stationary processes. They basically observed the following principle: either such a system is ergodic and then it must be $\hat{v}_{\mu^{2}}$ or the corresponding Furstenberg system is disjoint from all ergodic systems. By proving new disjointness theorems in ergodic theory, this led them to the following remarkable result:

Theorem 1.8 ([14]). All zero-entropy systems $(X, T)$ for which the set $M^{e}(X, T)$ of ergodic invariant measures is countable are logarithmically Möbius orthogonal. In particular, all zero-entropy uniquely ergodic systems are logarithmically Möbius orthogonal.

In Tao's proof of Theorem 1.7 an important step was to show the equivalence with the third condition which resembles the strong MOMO property (which we discussed above) uniformly with respect to all nil-rotations of a fixed nil-manifold. In fact, one of surprising consequences of Theorem 1.6, which also uses previous results by Tao [35] and Frantzikinakis [13] reduces the logarithmic Sarnak's conjecture to "merely" algebraic situation.

Theorem 1.9 ([24]). The logarithmic Sarnak's conjecture holds if and only if all systems $(X, T)$ for which each member of $M^{e}(X, T)$ yields a nil-system are logarithmically Möbius orthogonal.

Sarnak's conjecture - where are we stuck? Returning to the original MOC, we would like first to notice that there is no result comparable to Frantizkinakis-Host's theorem (Theorem 1.8). In fact, only few general results concerning large classes of zero entropy systems which are Möbius orthogonal are known, namely, besides the already mentioned discrete spectrum case, MOC holds for systems whose all invariant measures yield rigid systems
(with some arithmetic limitations on the arithmetics of rigidity sequences) [25] (the polynomial mean complexity characterization from [22] is for the logarithmic case).

A quick look at [24] shows that, at the moment, we are stuck with MOC since (surprisingly) we are not able to prove the strong MOMO property for zero-entropy algebraic automorphisms of the tori. We speak about very special unipotent systems, the simplest (nontrivial) one being $X=\mathbb{T}^{2}$ and $T(x, y)=(x, x+y) .{ }^{14}$ It is almost obvious that such systems are Möbius orthogonal (apply, for example, the DDKBSZ criterion) but the situation changes dramatically if we try to prove the strong MOMO property for $T$ (cf. Theorem 1.4 (iii)). In fact, the (potential) strong MOMO property applied to the function $(x, y) \mapsto e^{2 \pi i y}$ gives the following:

$$
\lim _{K \rightarrow \infty} \frac{1}{b_{K}} \sum_{k<K} \sup _{x \in \mathbb{T}}\left|\sum_{b_{k} \leq n<b_{k+1}} \mu(n) e^{2 \pi i n x}\right|=0
$$

for each sequence $\left(b_{k}\right)$ satisfying $b_{k+1}-b_{k} \rightarrow \infty$. This reminds of a version of the classical Davenport's estimate ${ }^{15}$ [7] but the sup inside makes it completely open (see also the discussion on the averaged form of Chowla conjecture in [31]).

## 2. ERGODIC THEORY - BASIC CONCEPTS

Given a standard Borel probability space $(X, \mathscr{B}, \mu)$, we consider automorphisms $T$ of it and the quadruple $(X, \mathscr{B}, \mu, T)$ is often called a dynamical system. That is, $T$ : $X \rightarrow X$ is invertible, bi-measurable, ${ }^{16}$ and $\mu(A)=\mu\left(T^{-1} A\right)=\mu(T A)$ for each $A \in \mathscr{B}$. If $S$ is another automorphism (acting on $(Y, \mathcal{\ell}, \nu)$ ) then $S$ is a factor of $T$ if there exists a measurable $\phi: X \rightarrow Y$ which is equivariant, i.e., $\phi \circ T=S \circ \phi$, pushing forward $\mu$ onto $v$, i.e., $\phi_{*}(\mu)=v .{ }^{17}$ Then, we obtain a (unique) disintegration of $\mu$ over $v$ :

$$
\begin{equation*}
\mu=\int_{Y} \mu_{y} d \nu(y) \tag{2.1}
\end{equation*}
$$

with $\mu_{y}$ being probability measures on $(X, \mathcal{B})$ concentrated on $\phi^{-1}(y)$ (it is not hard to see that $T_{*}\left(\mu_{y}\right)=\mu_{S y}$ for $v$-a.e. $\left.y \in Y\right)$. If $\phi$ is invertible, then $T$ and $S$ are isomorphic.

An automorphism $T$ is called ergodic if whenever $T^{-1} A=A$ (a.e.) then $\mu(A)$ equals zero or one. But in general, of course, $T$ is nonergodic. In this situation, we consider its ergodic decomposition, which is simply the distintegration (2.1) of $\mu$ over the factor $\left(X / \ell, \ell,\left.\mu\right|_{\ell}, \mathrm{Id}\right)$, where $\ell$ stands for the $\sigma$-algebra of invariant sets.

14 The reader can notice that the ergodic measures for $T$ yield either irrational rotations or finite (cyclic) rotations. There are uncountably many ergodic measures.
$15 \quad$ The estimate is $\sup _{t \in \mathbb{T}}\left|\sum_{n \leq N} \mu(n) e^{2 \pi i n t}\right|=O\left(N / \log ^{A} N\right)$ for each $A>0$.
16 More precisely, if needed, we complete $\mathscr{B}$, and we can also assume that $T$ is well defined only on a $T$-invariant subset $X_{0} \subset X$ of full measure. Generally, in what follows we do not distinguish between sets, functions, etc., if they differ on a subset of measure zero.
17 Note that, setting $\mathcal{A}=\phi^{-1}(\mathcal{C})$, we can represent $S$ as $T$ acting on $\left(X / \mathcal{A}, \mathcal{A},\left.\mu\right|_{\mathcal{A}}\right)$, where "points" in $X / \mathcal{A}$ are cosets of the relation on $X$ of being indistinguishable by the sets of $\mathcal{A}$. By that reason, factors of $T$ are identified with $T$-invariant sub- $\sigma$-fields of $\mathscr{B}$.

With $T$ we can associate a unitary operator $U_{T}$, called Koopman operator, acting on $L^{2}(X, \mathscr{B}, \mu)$ by the formula $U_{T}(f)=f \circ T$. Studying the properties of Koopman operators is the spectral theory of dynamical systems. It is not hard to see that ergodicity means precisely that the only invariant functions of $U_{T}$ are the constants. An automorphism $T$ is called weakly mixing if its Cartesian square $T \times T$ acting on $(X \times X, \mathscr{B} \otimes \mathscr{B}, \mu \otimes \mu)$ is ergodic. This is equivalent to the fact that the spectral measure ${ }^{18}$ of each zero mean $f$, i.e., of $f \in L_{0}^{2}(X, \mathscr{B}, \mu)$, is atomless. If the Fourier transforms of elements from $L_{0}^{2}$ vanish at infinity, we speak about mixing of $T$.

Given two automorphisms $T$ and $S$ acting on $(X, \mathscr{B}, \mu),(Y, \mathcal{C}, \nu)$, respectively, by a joining between them we mean any measure $\rho$ on $(X \times Y, \mathscr{B} \otimes \mathscr{C})$ with the coordinate projections $\mu, \nu$, respectively, and being $T \times S$-invariant. Denote the set of joinings by $J(T, S)$ which is always nonempty as $\mu \otimes v \in J(T, S)$. If $T$ and $S$ are additionally ergodic, we can ask about the subset $J^{e}(T, S)$ of ergodic joinings. This set is nonempty as the ergodic decomposition of any joining consists (a.e.) of joinings. A crucial concept here is that of disjointness introduced by Furstenberg [15] in 1967: we say that $T$ and $S$ are disjoint, $T \perp S$, if $J(T, S)=\{\mu \otimes \nu\}$. One should stress that to have disjointness of $T$ and $S$, at least one of these automorphisms must be ergodic. Note also that if $T$ and $S$ are disjoint then they cannot have a nontrivial common factor (the converse to this implication does not hold). It is not hard to see that if $T$ and $S$ are spectrally disjoint, that is, if their maximal spectral types on the corresponding $L_{0}^{2}$-spaces are mutually singular, then $T \perp S$. This yields, in particular, classical disjointness results: identity Id is disjoint with all ergodic automorphisms, discrete spectrum automorphisms (i.e., those whose Koopman operators possess an orthonormal basis consisting of eigenvectors) are disjoint from weakly mixing automorphisms. For more classical examples of automorphisms and instances of disjointness, see [16].

We can repeat the above concepts almost word for word in case of actions of the group $\mathbb{R}$ (or other locally compact Abelian groups) on ( $X, \mathscr{B}, \mu$ ), remembering that we consider only measurable actions of $\mathbb{R}$, called flows $\mathcal{T}=\left(T_{t}\right)_{t \in \mathbb{R}}$ : the map

$$
X \times \mathbb{R} \ni(x, t) \mapsto T_{t} x \in X
$$

is measurable. This assumption yields that $t \mapsto U_{T_{t}} f$ is continuous in the strong topology for each $f \in L^{2}(X, \mathscr{B}, \mu)$. We also recall that the spectral measures of the corresponding Koopman representations are defined on the dual of the acting group, hence on $\mathbb{R}$ in case of flows.

Given $p \in \mathbb{R}^{+}$, the flow $\mathcal{T}_{p}:=\left(T_{p t}\right)_{t \in \mathbb{R}}$ is a rescaling of the original flow $\mathcal{T}$. It is not hard to see that the disjointness of the rescaling flows $\mathcal{T}_{p}$ and $\mathcal{T}_{q}(0<p<q)$ is equivalent to the disjointness of the time $-p$ and time $-q$ automorphisms, i.e., of $T_{p}$ and $T_{q}$.
$18 \quad$ A spectral measure $\sigma_{f}$ is a finite (nonnegative) Borel measure on the circle $\mathbb{S}^{1}$ whose Fourier transform is given by

$$
\hat{\sigma}_{f}(n):=\int z^{n} d \sigma_{f}(z)=\left\langle U_{T}^{n} f, f\right\rangle=\int_{X} f\left(T^{n} x\right) \overline{f(x)} d \mu(x)
$$

for each $n \in \mathbb{Z}$. Among the spectral measures there are the maximal ones (in the sense of absolute continuity of measures); each of them is a measure of maximal spectral type.

# 3. MEASURE-THEORETIC DYNAMICAL SYSTEMS - CONSTRUCTIONS AND EXAMPLES 

### 3.1. Topological dynamics. Subshifts. Invariant measures for homeomorphisms

In topological dynamics we study homeomorphisms $T$ acting on compact metric spaces $X ;(X, T)$ is a topological dynamical system. Such a system is called transitive if there is a point $x_{0} \in X$ whose orbit $\left\{T^{n} x_{0}: n \in \mathbb{Z}\right\}$ is dense. When all orbits are dense, the system is called minimal. The latter is equivalent to the fact that $(X, T)$ has no proper subsystems. If $A$ is a compact metric space, then $A^{\mathbb{Z}}$ considered with the product metric is also compact and $\left(A^{\mathbb{Z}}, S\right)$ with $S$ the left shift, $S\left(\left(x_{n}\right)_{n \in \mathbb{Z}}\right)=\left(x_{n+1}\right)_{n \in \mathbb{Z}}$, is a topological dynamical system called the full shift (with the set of states $A$ ). Then every closed subset $X \subset A^{\mathbb{Z}}$ which is $S$-invariant yields a subsystem $(X, S)$ of the full shift, so called subshift. By taking first $y=\left(y_{n}\right)_{n \in \mathbb{Z}} \in A^{\mathbb{Z}}$ and setting

$$
X_{y}:=\overline{\left\{S^{n} y: n \in \mathbb{Z}\right\}},
$$

we obtain $\left(X_{y}, S\right)$ a transitive subshift. In particular, we obtain ( $X_{\mu^{2}}, S$ ), called the squarefree system, where $X_{\boldsymbol{\mu}^{2}} \subset\{0,1\}^{\mathbb{Z}}$, and $\left(X_{\boldsymbol{\mu}}, S\right)$, called the Möbius subshift, where $X_{\boldsymbol{\mu}} \subset$ $\{-1,0,1\}^{\mathbb{Z}}$.

The notions of a (topological) factor and isomorphism (conjugacy) are defined similarly to the measure-theoretic category remaining in the class of continuous maps. An important invariant of topological conjugacy is that of entropy $h(T)=h(X, T)$. We refer the reader to [39] for general definitions, however, if $A$ is finite and $(X, S)$ is a subshift, then

$$
h(X, S)=\lim _{N \rightarrow \infty} \frac{1}{N} \log \left|\mathscr{L}(X) \cap A^{N}\right|,
$$

where $\mathscr{L}(X)$ is the language of $X$, i.e., the set of all words (blocks) appearing in $x \in X$. Clearly, if $X=X_{y}$, it is enough to compute only words appearing in $y$.

A topological dynamical system $(X, T)$ yields measure-theoretic dynamical systems through Borel $T$-invariant measures: if $M(X, T)$ stands for the set of Borel $T$-invariant measures and $v \in M(X, T)$, then it yields a measure-theoretic dynamical system $(X, \mathscr{B}, v, T)$, where $\mathscr{B}=\mathscr{B}(X)$ denotes the $\sigma$-algebra of Borel subsets of $X$. We will detail slightly on that. Let $M(X)$ denote the space of probability measures on $X$. With the weak-*-topology, it becomes a metrizable compact space: $\mu_{n} \rightarrow \mu$ if and only $\lim _{n \rightarrow \infty} \int_{X} f d \mu_{n}=\int_{X} f d \mu$ for each $f \in C(X)$. If $x \in X$ then the measures of the form $\frac{1}{N} \sum_{n<N} \delta_{T^{n} x}$ are called empiric measures. Note that any limit $v$ of a convergent subsequence of empiric measures,

$$
\begin{equation*}
\frac{1}{N_{k}} \sum_{n<N_{k}} \delta_{T^{n} x} \rightarrow v, \tag{3.1}
\end{equation*}
$$

must be a $T$-invariant measure (one says also that $x$ is quasi-generic for $v$ ). This is the classical Krylov-Bogoljubov theorem which tells us that the set $M(X, T)$ is nonempty. It automatically yields that the set $M^{e}(X, T)$ of ergodic measures is also nonempty. Note that
another way to obtain an invariant measure is to change the Cesàro way of summation into the logarithmic one,

$$
\frac{1}{L_{N_{k}}} \sum_{n<N_{k}} \frac{1}{n} \delta_{T^{n} x} \rightarrow v,
$$

where the limit measure is also $T$-invariant. We say that $x \in X$ is generic for $v \in M(X, T)$ along $\left(N_{k}\right)$ if (3.1) holds. For example, $\boldsymbol{\mu}^{2}$ is generic (along the whole sequence of natural numbers) for the so-called Mirsky measure $\nu_{\boldsymbol{\mu}^{2}}$ and if the Chowla conjecture holds then $\boldsymbol{\mu}$ is generic for the relatively independent extension $\hat{v}_{\boldsymbol{\mu}^{2}}$ of the Mirsky measure, where

$$
\hat{v}_{\mu^{2}}(C)=\frac{1}{2^{\operatorname{supp}(C)}} v_{\mu^{2}}\left(C^{2}\right)
$$

for each block $C$ of $-1,0,1 \mathrm{~s}$. We recall that each ergodic measure has a generic point. The set of measures (called also "visible") for which $x$ is quasi-generic is denoted by $V(x)$ and it is compact. Note that either $|V(x)|=1$ (we say then that $x$ is generic for this unique measure) or $V(x)$ is uncountable as it is also connected. Note also that

$$
M^{e}(X, T) \subset V(X, T):=\bigcup_{x \in X} V(x)
$$

If $y \in A^{\mathbb{Z}}$ and $v \in V(y)$ then the measure-theoretic system $\left(X_{y}, \mathscr{B}\left(X_{y}\right), \nu, S\right)$ is called a Furstenberg system of $y$.

We can introduce similar notions (and prove similar facts) for the logarithmic way of averaging. In general, there is no relation between $V(x)$ and $V^{\log }(x)$ unless $x$ is generic for $v \in V(x)$ (it is then logarithmically generic for the same measure).

A topological system $(X, T)$ is uniquely ergodic if $|M(X, T)|=1$. The unique invariant measure is then necessarily ergodic. Uniquely ergodic and minimal systems are called strictly ergodic. The classical Jewett-Krieger theorem tells us that each ergodic system has a strictly ergodic model.

### 3.2. Flows, special flows, change of time

Let us first see how, given a flow, to produce new flows with the same orbits but (potentially) representing completely different (even disjoint!) dynamics. Assume that $\mathcal{R}=$ $\left(R_{t}\right)$ is a flow on $(Z, \mathscr{D}, \kappa)$ and let $v: Z \rightarrow \mathbb{R}, v \geq \varepsilon_{0}>0$ and $v \in L^{1}(Z, \mathscr{D}, \kappa)$. Then, for $\kappa$-a.e. $z \in Z$ and all $t \in \mathbb{R}$, there is a unique solution $u=u(t, z)$ of

$$
\int_{0}^{u} v\left(R_{s} z\right) d s=t
$$

Then we set $\tilde{R}_{t}^{v}(z)=R_{u(t, z)}(z)$ and obtain a new flow $\widetilde{\mathfrak{R}^{v}}=\left(\tilde{R}_{t}^{v}\right)$ which preserves the measure $\left(\frac{v}{\int v d \kappa}\right) d \kappa$ for which $u(t, z)$ is a cocycle. On the other hand, $(u, x) \mapsto \int_{0}^{u} v\left(R_{s} x\right) d s$ defines a cocycle for $\mathcal{R}$. If $v^{\prime}: Z \rightarrow \mathbb{R}$ is another time change and, for some measurable $\xi: Z \rightarrow \mathbb{R}$,

$$
\int_{0}^{u} v\left(R_{S} z\right) d s=\int_{0}^{u} v^{\prime}\left(R_{S} z\right) d s-\xi(z)+\xi\left(R_{u} z\right)
$$

for $\kappa$-a.e $z \in Z$ and all $u \in \mathbb{R}$ (that is, the two cocycles for $\mathscr{R}$ are cohomologous), then the two time changes $\widetilde{\widetilde{R}^{v}}, \widetilde{\mathcal{R}^{v^{\prime}}}$ are isomorphic. If $v^{\prime}=c$ is additionally a constant (that is, the
cocycle given by $v^{\prime}$ is a quasi-coboundary), then $\widetilde{\mathcal{R}^{v^{\prime}}}=\widetilde{\mathcal{R}^{c}}=\left(R_{t / c}\right)_{t \in \mathbb{R}}$, so this time change is isomorphic to a rescaling of the original flow $\mathcal{R}$.

We now invoke a construction transforming $\mathbb{Z}$-actions (automorphisms) into $\mathbb{R}$ actions (flows) which is a kind of inducing representation. ${ }^{19}$ Assume that $(X, \mathcal{B}, \mu, T)$ is a dynamical system and let $f: X \rightarrow \mathbb{R}^{+}$be an $L^{1}$-function. Consider the probability space $\left(X^{f}, \mathscr{B}^{f}, \mu^{f}\right)$, where

$$
X^{f}=\{(x, r) \in X \times \mathbb{R}: x \in X, 0 \leq r<f(x)\}
$$

with $\mathscr{B}^{f}$ being the restriction of the product $\sigma$-algebra, and $\mu^{f}:=\left.\left(\mu \otimes \lambda_{\mathbb{R}}\right)\right|_{X^{f}} / \int_{X} f d \mu$. We now define the special flow over $T$ under the roof function $f$ by setting

$$
T_{t}^{f}(x, r)=\left(T^{n} x, r+t-f^{(n)}(x)\right)
$$

where $n \in \mathbb{Z}$ is unique such that

$$
f^{(n)}(x) \leq r+t<f^{(n+1)}(x)
$$

and $f^{(n)}(x)=f(x)+f(T x)+\cdots+f\left(T^{n-1} x\right)$ if $n>0, f^{(0)}(x)=0$ and $f^{(m+n)}(x)=$ $f^{(m)}(x)+f^{(n)}\left(T^{m} x\right)$ for $m, n \in \mathbb{Z}$.

If $f=1$ then we speak about the suspension flow $\hat{T}$ over $T$,

$$
\hat{T}_{t}(x, r)=\left(T^{[t+r]} x,\{t+r\}\right)
$$

for $(x, r) \in X \times[0,1)$. Note that for $k \in \mathbb{N}$,

$$
\int_{0}^{k} f\left(\hat{T}_{s}(x, 0)\right) d s=\int_{0}^{k} f\left(T^{[s]} x\right) d s=f^{(k)}(x)
$$

allows us to see the special flow $T^{f}$ as a time change of the suspension flow over $T$. It follows that, given two special flows over the same automorphism $T$, we can obtain one from the other by a time change.

The Kakutani-Ambrose theorem tells us that each flow has a special representation. Representing a flow as a special flow (over a "known" automorphism) is a useful operation, and finding $T$, especially in the smooth case, leads to seeking a good transversal to orbits of the original flow. For example, in the case of smooth flows on surfaces it often leads to the study of special flows over interval exchange transformations and interesting roof functions having "controllable" singularities.

## 4. RATNER'S QUESTION, MW-STRATEGY, AND MOC FOR SMOOTH TIME CHANGES OF HOROCYCLE FLOWS

### 4.1. Horocycle flows and MOC

One of the most important zero-entropy classes in dynamics is given by horocycle flows whose definition we now recall. Let $\Gamma \subset \operatorname{PSL}_{2}(\mathbb{R})$ be a discrete subgroup with finite

[^3]covolume, in fact, we consider only the case $\Gamma$ is cocompact, so that the homogeneous space $M=\Gamma \backslash \mathrm{PSL}_{2}(\mathbb{R})$ is compact and then the system is uniquely ergodic. Let us consider the corresponding horocycle flow $\left(h_{t}\right)_{t \in \mathbb{R}}$ and the geodesic flow $\left(g_{t}\right)_{t \in \mathbb{R}}$ on $M$ given by
\[

h_{t}(\Gamma x)=\Gamma \cdot\left(x \cdot\left[$$
\begin{array}{ll}
1 & t \\
0 & 1
\end{array}
$$\right]\right) \quad and \quad g_{t}(\Gamma x)=\Gamma \cdot\left(x \cdot\left[$$
\begin{array}{ll}
e^{-t} & 0 \\
0 & e^{t}
\end{array}
$$\right]\right)
\]

Since

$$
\begin{equation*}
g_{s} h_{t} g_{s}^{-1}=h_{e^{-2 s_{t}}} \quad \text { for all } s, t \in \mathbb{R} \tag{4.1}
\end{equation*}
$$

the flows $\left(h_{t}\right)_{t \in \mathbb{R}}$ and $\left(h_{e^{-2 s} t}\right)_{t \in \mathbb{R}}$ are measure-theoretically isomorphic for each $s \in \mathbb{R}$ (in particular, all positive time automorphisms are isomorphic). In 2011, Bourgain, Sarnak, and Ziegler proved the following:

Theorem 4.1 ([4]). Each time-t automorphism $h_{t}$ is Möbius orthogonal.
The main idea is to use the MW-strategy, and to show that, in fact, these time- $t$ automorphisms are orthogonal to any (zero mean, bounded) multiplicative function. It works here because of the famous Ratner's theory: given $x \in \operatorname{PSL}_{2}(\mathbb{R})$, any point $(\Gamma x, \Gamma x)$ is generic for a measure $\rho$ (which must be a joining by unique ergodicity: $\rho \in J\left(T^{p}, T^{q}\right)$, where $T=h_{t}$ ) and, moreover, this joining is ergodic and of algebraic nature. As shown in [4], this algebraic nature yields that, perhaps except for finitely many primes, we must obtain the product measure. ${ }^{20}$ The proof really depends on some algebraic properties of horocycle flows and because of that M. Ratner asked in 2013 what happens if we (smoothly) change time and study MOC in this class.

### 4.2. Time changes of horocycle flows and MOC

In general, especially for flows which are mixing, it is difficult to decide whether or not they are disjoint. Horocycle flows are mixing and so are their smooth time changes. In 1983, M. Ratner [32] discovered a new property of horocycle flows which basically gave a quadratic way of divergence of distinct orbits of nearby points, which allows one to observe some drift of these orbits. This geometric property has surprisingly strong rigidity joining consequences. Ratner also showed that smooth time changes of horocycle flows enjoy this divergence property [33]. It took more than 20 years to understand how to variate her original property (keeping the joining consequences) to now commonly called Ratner's properties, to observe quantitatively the drift phenomenon also beyond the horocyclic world, in particular to see it in dimension 2 (e.g., for some smooth flows on surfaces). A kind of a breakthrough new disjointness criterion has been recently proved in [26]. It is tailored for flows (with a Ratner's property) having different speed of divergence (polynomial or subpolynomial) of distinct orbit of close points. It fits to nontrivial smooth time changes $\left(\tilde{h}_{t}^{v}\right)$ of horocycle flows as one of the main results of [26] shows:

Theorem 4.2 ([26]). Assume that the cocycle determined by a positive $v \in W^{6}(M)$ has a nontrivial support outside of the discrete series ${ }^{21}$ and is not a quasi-coboundary. Then, for any real numbers $0<p<q$, the rescalings $\left(\tilde{h}_{p t}^{v}\right)_{t \in \mathbb{R}}$ and $\left(\tilde{h}_{q t}^{v}\right)_{t \in \mathbb{R}}$ are disjoint.

The situation looks a little bit paradoxical as, for the horocycle flows themselves, we know that they are Möbius orthogonal, but the problem of whether the convergence in (1.2) is uniform (in $x \in M$ ) is open, the strong MOMO property is open, and we also do not know whether the Möbius orthogonality takes place in all uniquely ergodic models of horocycle flows. On the other hand, when we change time (as above), for the flows whose dynamics intuitively become more complicated, the answers to these questions are simply positive due to Theorem 4.2, Proposition 1.5, and Theorem 1.4 (ii).

Using the same disjointness criterion, other disjointness results concerning some mixing locally Hamiltonian flows (on surfaces), considered most often in their special representations over irrational rotations (Arnol'd special flows) are proved in [26] to enjoy similar internal disjointness properties. Hence, the Möbius orthogonality for them is also established.

## 5. SARNAK'S CONJECTURE AND FURSTENBERG SYSTEMS

It is not clear at all that the MOC can be expressed in terms of Furstenberg systems of the Möbius function. In fact, following [24], we will consider a general problem in which $\boldsymbol{\mu}$ is replaced by a function $\boldsymbol{u}: \mathbb{N} \rightarrow \mathbb{D}$ (the unit disc). We want to characterize those $\boldsymbol{u}$ which are orthogonal to all zero-entropy systems,

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n \leq N} f\left(T^{n} x\right) \boldsymbol{u}(n)=0 \tag{5.1}
\end{equation*}
$$

for each ( $X, T$ ) of zero entropy, all $f \in C(X)$, and $x \in X$. One can now wonder what is special in the zero (topological) entropy class. For that we need to recall some classical facts, namely the variational principle, which tells us that $h(X, T)=0$ if and only if the measure-theoretic entropy of each $T$-invariant measure is zero. By a convexity property of the entropy, this is still equivalent to the fact that all ergodic measures have zero entropy. In this way, we replaced the original assumption on $(X, T)$ by an assumption on the measuretheoretic systems determined by invariant measures. More than that, while thinking about problem (5.1), we only care about properties of systems determined by visible measures $\mu \in$ $V(X, T)$. Finally, one can wonder what is special in the class of measure-theoretic systems with zero entropy. Classical ergodic theory tells us that this is a class which is closed under taking joinings and factors and for each automorphism $(Z, \mathscr{D}, \kappa, R)$ there exists a largest factor $\Pi(\kappa) \subset \mathscr{D}$ of zero entropy, called the Pinsker factor of $R$. All this leads us to the concept of a characteristic class and the problem of orthogonality to such.

21 This assumption is dropped in [11]. Flaminio and Forni used more directly Ratner's work [33] and show that the cocycles determined by $v$ and $v \circ g_{r}$, where $r=-\frac{1}{2} \log (q / p)$ are not jointly cohomologous.

### 5.1. Characteristic classes and the problem of orthogonality

A class $\mathscr{F}$ of automorphisms (it is implicit that this class is closed under isomorphism) is called characteristic if it is closed under taking (countable) joinings and factors. Classical classes, like the zero-entropy class, the class of systems with discrete spectrum, and the class of automorphisms which are distal, are characteristic classes (many more classes are listed in [24]). Once $\mathcal{F}$ is fixed, we consider the class $\mathscr{C}_{\mathcal{F}}$ of those topological systems $(X, T)$ for which $(X, \mathscr{B}(X), v, T) \in \mathscr{F}$ for each $v \in V(X, T)$. The following theorem establishes the most useful ergodic properties following the concept of a characteristic class.

Theorem 5.1 ([24]). Assume that $\mathcal{F}$ is a characteristic class then, for each automorphism $(Z, D, \kappa, R)$, there exists a largest factor $\mathscr{D}_{\mathcal{F}} \subset \mathscr{D}$ belonging to $\mathcal{F}$. Moreover, any joining of $(Z, \mathscr{D}, \kappa, R)$ with an automorphism from $\mathcal{F}$ is uniquely determined by its restriction to a joining with $\mathscr{D}_{\mathcal{F}}$.

With each class $\mathcal{F}$, we can associate the class $\mathcal{F}_{\text {ec }}$ consisting of the automorphisms whose all ergodic components are in $\mathcal{F}$.

Proposition 5.2 ([24]). If $\mathcal{F}$ is characteristic, then also $\mathcal{F}_{\text {ec }}$ is characteristic.
In general, we then have $\mathscr{C}_{\mathcal{F}} \subset \mathscr{C}_{\mathcal{F}_{\text {ec }}}$, but the reader can check that if $\mathcal{F}$ is the zeroentropy class then we have equality. Moreover,

$$
\mathscr{C}_{\mathfrak{F}_{\mathrm{ec}}}=\left\{(X, T):(X, \mathscr{B}(X), v, T) \in \mathscr{F} \text { for each } v \in M^{e}(X, T)\right\} .
$$

The zero-entropy class turns out to be special in the family of characteristic classes:
Proposition 5.3 ([24]). The zero-entropy class is the largest proper characteristic class.
It is also shown in [24] that there exists the smallest nontrivial characteristic class (it consists of all identities of standard Borel probability spaces).

### 5.2. Orthogonality to characteristic classes. Veech's conjecture

Given a class $\mathscr{C}$ of topological systems, we can now consider the problem of orthogonality of $\boldsymbol{u}: \mathbb{N} \rightarrow \mathbb{D}$ to $\mathscr{C}$, that is,

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n \leq N} f\left(T^{n} x\right) \boldsymbol{u}(n)=0 \tag{5.2}
\end{equation*}
$$

for each $(X, T) \in \mathscr{C}$, all $f \in C(X)$ and $x \in X$. If orthogonality takes place, we write $\boldsymbol{u} \perp \mathscr{C}$. The central result of [24] is the following:

Theorem 5.4 ([24]). Assume that $\mathcal{F}$ is a characteristic class and $\boldsymbol{u}: \mathbb{N} \rightarrow \mathbb{D}$. Then $\boldsymbol{u} \perp \mathscr{C}_{\mathcal{F}_{\text {ec }}}$ if and only if

$$
\begin{equation*}
\pi_{0} \perp L^{2}\left(\left(\mathcal{B}\left(X_{\boldsymbol{u}}\right), \kappa\right)_{\mathcal{F}_{e c}}\right) \quad \text { for each Furstenberg system } \kappa \in V(\boldsymbol{u}) \tag{5.3}
\end{equation*}
$$

Remark 5.5. Condition (5.3) will be called the Veech condition as Veech formulated it in [38], in a form of a conjecture, as a statement equivalent to MOC in case of $\boldsymbol{u}=\boldsymbol{\mu}$ and $\mathcal{F}$
equal to the (measure-theoretic) zero-entropy class. Theorem 5.4 proves in particular Veech's conjecture but, clearly, goes beyond it.

In the subsequent subsections we will say a few words on the tools that are employed for the proof of Theorem 5.4 and briefly indicate some consequences of it.

### 5.3. Proof of Theorem 5.4

The sufficiency in Theorem 5.4 follows from a more general result:
Theorem 5.6 ([24]). If $\boldsymbol{u}: \mathbb{N} \rightarrow \mathbb{D}$ satisfies the Veech condition with respect to a characteristic class $\mathcal{F}$ then $\boldsymbol{u} \perp \mathscr{C}_{\mathscr{F}}$.

The proof of this theorem is purely ergodic, belongs to joining theory, and is based on a fundamental non-disjointness lemma [29]. ${ }^{22}$

The necessity requires more tools. The first relies on the existence of the so-called Hansel's models, being a counterpart of the classical Jewett-Kieger theorem in the nonergodic case. Namely, if ( $Z, \mathscr{D}, v, R$ ) is a measure-theoretic dynamical system and we fix a set of full measure of ergodic components then a Hansel model [18] of it is any topological system ( $X, T$ ) for which there exists $v \in M(X, T)$ yielding a measure-theoretic isomorphic copy of $R$ and such that each $x \in X$ is generic for one of the chosen ergodic components. The next major step is a new lifting lemma ${ }^{23}$ (going largely beyond the context considered in [6]) on quasi-generic points for joinings, and tailored to be applicable for the strong MOMO property:

Lemma 5.7 ([24]). Assume that $(Y, S)$ and $(X, T)$ are topological systems. Let $v \in M(X, T)$, $u \in Y$ be generic along an increasing sequence $\left(N_{m}\right)$ for $\kappa \in M(Y, S)$, and $\rho \in J(\kappa, \nu)$. Then there exist a sequence $\left(x_{n}\right) \subset X$ and a subsequence $\left(N_{m_{\ell}}\right)$ such that $\left(S^{n} u, x_{n}\right)$ is generic along $\left(N_{m_{\ell}}\right)$ for $\rho$ and the set $\left\{n \geq 0: x_{n+1} \neq T x_{n}\right\}$ is of the form $\left(b_{k}\right)$ with $b_{k+1}-b_{k} \rightarrow \infty$ when $k \rightarrow \infty$.

We then use some joining techniques and Lemma 5.7 to Hansel models of the largest $\mathcal{F}_{\text {ec }}$-factors of Furstenberg systems of $\boldsymbol{u}$. Finally, the reason why we use $\mathcal{F}_{\text {ec }}$ (and not $\mathscr{F}$ itself) is that the orthogonality of $\boldsymbol{u}$ to $\mathscr{C}_{\mathscr{F}_{\mathrm{ec}}}$ is equivalent to the strong MOMO property (relative to $\boldsymbol{u})$ of all systems in $\mathscr{C}_{\mathfrak{F}_{\text {ec }}}$ (such a result, in full generality, is unknown for $\mathcal{F}$ ).

### 5.4. Some consequences of Theorem 5.4

We now come back to the problem of orthogonality of $\boldsymbol{u}: \mathbb{N} \rightarrow \mathbb{D}$ to the zero (topological) entropy class (MOC is a particular case of this). In this case, Theorem 5.4 describes a kind of relative Kolmogorov property which, by some ergodic considerations, can

[^4]be replaced by so called (relative) K-mixing. We will now write a combinatorial reformulation of the latter property assuming (for sake of simplicity) that there is only one Furstenberg system of $\boldsymbol{u}$ :

Corollary 5.8 ([24]). If $\boldsymbol{u}: \mathbb{N} \rightarrow \mathbb{D}$ is generic then $\boldsymbol{u}$ is orthogonal to all zero-entropy systems if and only if

$$
\lim _{m \rightarrow \infty} \lim _{N \rightarrow \infty}\left|\frac{1}{N} \sum_{n \leq N} \boldsymbol{u}(n) 1_{\boldsymbol{u}(m+n), \boldsymbol{u}(m+n+1), \ldots, \boldsymbol{u}(m+n+\ell-1) \in C}\right|=0
$$

uniformly in $\ell \geq 1$ and in $C$, a set of blocks of length $\ell$.
The above corollary is, of course, about cancelations of +1 s and -1 s along larger and larger shifts of return times to a fixed set of blocks (of a fixed length). By a rather standard argument, it can be replaced with a conditional cancelation phenomenon for a single "typical" block.

Another consequence of Theorem 5.4 is a purely ergodic proof of the so-called averaged Chowla property shown first (even in the quantitative version) in [31] for the Möbius function: for each $\boldsymbol{u}: \mathbb{N} \rightarrow \mathbb{D}$, for which all circle rotations satisfy the strong MOMO (relative to $\boldsymbol{u}$ ) property, ${ }^{24}$ we have

$$
\lim _{H \rightarrow \infty} \frac{1}{H^{k}} \sum_{h_{1}, \ldots, h_{k} \leq H} \lim _{k \rightarrow \infty} \frac{1}{N_{k}}\left|\sum_{n \leq N_{k}} \boldsymbol{u}(n) \prod_{i=1}^{k} c_{i}\left(n+h_{i}\right)\right|=0
$$

for all sequences $c_{i}: \mathbb{N} \rightarrow \mathbb{D}, i=1, \ldots, k$.
The strength of Theorem 5.4 also follows from the fact that it is valid in the logarithmic context which is better understood. As we have already mentioned in the introduction, using it together with some earlier results by Tao and Frantzikinakis yields Theorem 1.9.
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In this paper we give an overview of recent developments pertaining to the quantitative aspects of dynamics of group actions on homogeneous spaces.
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## 1. INTRODUCTION

Dynamical systems have become a major player in several unexpected areas in modern mathematics. Homogeneous spaces and the moduli spaces of compact Riemann surfaces serve as two hubs where techniques from dynamical systems and analysis duel in a nearly magical fashion with the structure provided by the rich geometric, algebraic, and arithmetic properties of the underlying space.

Investigations in these directions have resulted in several breakthrough results with striking applications in other areas of mathematics. However, most of these celebrated achievements share the lacuna that they are not quantitative. It is much anticipated and a challenging task to develop finitary arguments in these contexts; this article aims at providing an overview of some of the quantitative results in this setting.

Let us begin by recalling the general frame work of homogeneous dynamics. Let $G \subset \mathrm{SL}_{d}(\mathbb{R})$ be a connected linear Lie group, and let $\Gamma \subset G$ be a lattice (a discrete subgroup with finite covolume). Let $W \subset G$ be a closed connected subgroup of $G$. The following problem has proven to be of fundamental importance:

Describe the behavior of the orbit $W x$ for every point $x \in G / \Gamma$.

Note that we demand information about the orbit of every point in the space not merely a typical point, which is a more common theme in ergodic theory. Note also that in the above generality, one cannot expect a meaningful answer to this problem. For example, if $G=\mathrm{SL}_{2}(\mathbb{R})$ and $W$ is the group of diagonal matrices in $G$, then individual orbits can have very complicated behavior and in particular the closure of orbits can be a fractal set, see, e.g., [64].

If $W$ is generated by unipotent elements, ${ }^{1}$ however, Raghunathan had conjectured that for every $x \in G / \Gamma$ there exists a connected subgroup $W \subset L \subset G$ so that $L x$ is periodic and the closure of $W x$ equals $L x$; an orbit $L x$ is periodic if the stabilizer of $x$ in $L$ is a lattice in $L$, see Section 2.

Raghunaths's conjecture in its full generality was proved by Ratner [88-90]. Prior to Ratner's seminal work, some important special cases of this conjecture were established by Margulis [74], and Dani and Margulis [25,26].

As was alluded to above, these fundamental results are not quantitative, e.g., they do not provide any rate at which the orbit fills up its closure. Indeed Ratner's work relies on the pointwise ergodic theorem which is hard to effectivize. The work of Dani and Margulis uses minimal sets, which though formally ineffective, can be effectivized with some effort. However, this a rather challenging task; moreover, the rates one obtains are often poor, see Section 6 for further discussion.

We note that good effective bounds for equidistribution of unipotent orbits can have far reaching consequences. Indeed, the Riemann hypothesis is equivalent to giving an error
$1 \quad$ An $d \times d$ matrix is called unipotent if all its complex eigenvalues are 1. A connected subgroup of $\mathrm{SL}_{d}(\mathbb{R})$ is called unipotent if all its elements are unipotent.
term of the form $O_{\varepsilon}\left(y^{\frac{3}{4}+\varepsilon}\right)$ for equidistribution of periodic horocycles of period $1 / y$ on the modular surface [91,100]. Motivated by related but less dramatic applications, one is interested in obtaining rates which have polynomial nature. In the generality that will be discussed in Section 6, however, such bounds seem beyond the reach of the current technology. That said, there have been some exciting developments in this direction which will be discussed in the sequel.

We bring this introduction to a close by mentioning that there have also been groundbreaking works in a similar vein to the rigidity phenomena which lie at the heart of this paper, but in different contexts: In fact, the papers $[30,68]$ concern higher rank diagonalizable flows; the papers $[5-7,12]$ concern the classification of stationary measures; the papers $[40,41]$ concern the action of $\mathrm{SL}_{2}(\mathbb{R})$ on moduli spaces and apply also the method developed for stationary measures; and $[4,66,79,80]$ concern the case where $\Gamma$ has infinite covolume. These works, with the exception of [12], are all qualitative and any effective account of these would be very intriguing.

## 2. COMPLEXITY OF PERIODIC ORBITS

Let $L \subset G$ be a closed subgroup. A point $x \in X=G / \Gamma$ is called $L$-periodic if

$$
\operatorname{Stab}_{L}(x)=\{g \in L: g x=x\}
$$

is a lattice in $L$. A periodic $L$-orbit (or simply a periodic orbit if $L$ is clear from the context) is an orbit $L x$ where $x$ is an $L$-periodic point. Note that a periodic $L$-orbit is always closed in $X$, see [87].

The rigidity results we will discuss here assert that the closure of an orbit $W x$ is a periodic orbit $L x$ of an intermediate subgroup $W \subset L \subset G$. It is therefore natural to expect that quantitative statements in this context will in general depend on delicate properties of the point $x$ and the acting group $W$. Indeed, already for an irrational rotation of a circle, Diophantine properties of the angle of rotation dictate the rate of equidistribution. In the more general context at the heart of our discussions here, periodic orbits of intermediate subgroups will play the role of rational numbers. Consequently, it is crucial to fix a measure of complexity for the periodic orbits which are obstructions to the density of an orbit in $X$.

Fix some open bounded neighborhood $\Omega$ of the identity in $G$. For a periodic orbit $L x \subset X$, define

$$
\begin{equation*}
\operatorname{vol}(L x)=\frac{m_{L}(L x)}{m_{L}(\Omega)} \tag{2.1}
\end{equation*}
$$

where $m_{L}$ is an arbitrary Haar measure on $L$ and $m_{L}(L x)$ is the covolume of $\operatorname{Stab}_{L}(x)$ in $L$ with respect to $m_{L}$. This notion of volume will serve as our measure of the complexity of the periodic orbit,

We refer the reader to $[\mathbf{3 1}, \mathbf{\$ 2 . 3}]$ for basic properties of the above definition. Here we only mention that even though this notion depends on the choice of $\Omega$, two different choices of $\Omega$ give rise to comparable definitions of vol, in the sense that their ratio is bounded above and below. Therefore, we ignore the dependence on $\Omega$ in the notation.

Given a periodic orbit $L x$, we let $\mu_{L x}$ denote the probability $L$-invariant measure on $L x$. The $G$-invariant probability measure on $X$ will be denoted by $m_{X}$.

The general theme of a finitary statement will be a dichotomy as follows: Unless there is an explicit obstruction with low complexity, the orbit $W x$ fills up $X$ with an explicit rate-as we will see, the quality of this rate varies in different situations.

## 3. EFFECTIVE EQUIDISTRIBUTION OF NILFLOWS

Perhaps the first natural place to seek quantitative density theorems is the case of nilflows. Let $X$ be a nilmanifold. That is, $X=G / \Gamma$ where $G$ is a closed connected subgroup of the group of strictly upper triangular $d \times d$ matrices and $\Gamma \subset G$ is a lattice.

Rigidity results in this setting have been known for quite some time thanks to works of Weyl, Kronecker, L. Green, and Parry [2,85], and more recently Leibman [67].

Quantitative results, with a polynomial error rate, have also been established in this context and beyond the abelian case, see [46,53]. The complete solution was given by B. Green and T. Tao [53]. The following is a special case of the main result in [53].

Theorem 3.1 ([53]). Let $X=G / \Gamma$ be a nilmanifold as above. There exists some $A \geq 1$ depending on $\operatorname{dim} G$ so that the following holds. Let $x \in X$, let $\{u(t): t \in \mathbb{R}\}$ be a oneparameter subgroup of $G$, let $0<\eta<1 / 2$, and let $T>0$. Then at least one of the following holds for the partial trajectory $\{u(t) x: t \in[0, T]\}$ :
(1) For every $f \in C^{\infty}(X)$, we have

$$
\left|\frac{1}{T} \int_{0}^{T} f(u(t) x) \mathrm{d} t-\int_{X} f \mathrm{~d} m_{X}\right|<_{X, f} \eta,
$$

where the dependence on $f$ is given using a certain Lipschitz norm.
(2) For every $0 \leq t_{0} \leq T$, there exist some $g \in G$ and some $H \subsetneq G$ so that $H \Gamma / \Gamma$ is periodic with $\operatorname{vol}(g H \Gamma / \Gamma) \ll X_{X} \eta^{-A}$ and for all $t \in[0, T]$ with $\left|t-t_{0}\right| \leq \eta^{A} T$, we have

$$
\operatorname{dist}_{X}(u(t) x, g H \Gamma / \Gamma) \lll x \eta,
$$

where $\operatorname{dist}_{X}$ is a metric on $X$ induced from a right invariant Riemannian metric on $G$.

We refer the reader to [33] for this formulation and the deduction of it from the main result in [53]. Let us, however, highlight here the aforementioned dichotomy: either the orbit $\{u(t) x: t \in[0, T]\}$ is effectively equidistributed, part (1) in Theorem 3.1, or there is an explicit obstruction of low complexity which prevents this, part (2) in Theorem 3.1.

## 4. HOROSPHERICAL GROUPS

Let $G$ be a connected semisimple Lie group. A subgroup $W \subset G$ is called horospherical if there exists an ( $\mathbb{R}$-diagonalizable) element $a \in G$ so that

$$
W=W^{+}(a):=\left\{g \in G: a^{n} g a^{-n} \rightarrow e \text { as } n \rightarrow-\infty\right\} .
$$

It is well known that $W \subset G$ is horospherical if and only if it is the unipotent radical of a proper parabolic subgroup of $G$. In particular, a horospherical subgroup is always unipotent, ${ }^{2}$ but not vice versa; indeed, if $W$ is horospherical, then $G / N_{G}(W)$ is compact where $N_{G}(W)$ denotes the normalizer of $W$ in $G$.

The study of the action of a horospherical subgroup of $G$ on $G / \Gamma$ has a long history, and rigidity theorems á la Ratner in this case were established by Hedlund, Furstenberg, Veech, and Dani $[20,21,24,48,59,97]$ prior to Ratner's theorems. Indeed, thanks to the fact that the behavior of individual orbits of a horospherical subgroup can be related to the decay of matrix coefficients, effective equidistribution, with a polynomial error rate, can also be established. The first works in this direction we are aware of are $[16,64,91]$, as well as the more recent [45,93,95], and this has now been established in much greater generality [62,63,78,82]. Closely related is the case of translates of orbits of subgroups of $G$ which are fixed by an involution [3, 29, 39].

We refer the reader to [78, тнм. 3.1] for the case of $\operatorname{SL}_{n}(\mathbb{R}) / \operatorname{SL}_{n}(\mathbb{Z})$ and to $[62$, thm. 1.11] for the general case. Let us only mention here that in this case, obstructions to effective equidistribution of $W x$, where $W=W^{+}(a)$, can be described using the rate of excursion of $\left\{a^{-n} x: n \in \mathbb{N}\right\}$ to infinity. Consequently, quantitative nondivergence of unipotent flows $[22,23,27,65,73]$ plays a crucial role in the analysis, see also the discussion in Section 6.2. In particular, when $X=G / \Gamma$ is compact, $W x$ is equidistributed in ( $X, m_{X}$ ) with a polynomial rate for every point $x \in X$.

Another class of examples where one may attempt to bring properties of horospherical subgroups to bear are provided by semidirect product constructions. Let $G=H \ltimes V$ where $H$ is a noncompact semisimple Lie group and $V$ is an irreducible representation of $H$. One then investigates the action of a horospherical subgroup $W \subset H$ on $G / \Gamma$. This case is significantly more complicated that the case of horospherical subgroups, and only partial progress has been made in this direction. Indeed, Strömbergsson [96] used analytic methods to settle the case of $G=\mathrm{SL}_{2}(\mathbb{R}) \ltimes \mathbb{R}^{2}$ with the standard action of $\mathrm{SL}_{2}(\mathbb{R})$ on $\mathbb{R}^{2}$, $\Gamma=\mathrm{SL}_{2}(\mathbb{Z}) \ltimes \mathbb{Z}^{2}$, and $W$ the group of unipotent upper triangular matrices in $\mathrm{SL}_{2}(\mathbb{R})$; his method has also been used to tackle some other cases.

We end this section by mentioning that ideas developed in the homogeneous setting have also found applications in the study of horospherical foliation (strong unstable foliation) in the space of translation surfaces, see, e.g., [42,70].

## 5. PERIODIC ORBITS OF SEMISIMPLE GROUPS

Until roughly 15 years ago, the source of quantitative treatments in this context could essentially be traced back to the settings discussed in Sections 3 and 4. However, the situation has recently improved. In the remaining parts of this article, we discuss some of these advances.

One of the earliest works in this new wave was the landmark paper of Einsiedler, Margulis, and Venkatesh [32] concerning the periodic orbits of semisimple groups. Let $\boldsymbol{G}$ be a connected, semisimple algebraic $\mathbb{Q}$-group, and let $G$ be the connected component of the identity in the Lie group $\boldsymbol{G}(\mathbb{R})$. Let $\Gamma \subset G$ be a congruence subgroup of $\boldsymbol{G}(\mathbb{Q})$, and put $X=G / \Gamma$. Let $H \subset G$ be a semisimple subgroup without any compact factors which has a finite centralizer in $G$.

The following is the main equidistribution theorem proved in [32].
Theorem 5.1 ([32]). There exists some $\delta=\delta(G, H)$ so that the following holds. Let Hx be a periodic orbit. For every $V>1$, there exists a subgroup $H \subset S \subset G$ so that $S x$ is periodic, $\operatorname{vol}(S x) \leq V$, and

$$
\left|\int_{X} f \mathrm{~d} \mu_{H x}-\int_{X} f \mathrm{~d} \mu_{S x}\right| \ll G, \Gamma, H S(f) V^{-\delta} \quad \text { for all } f \in C_{c}^{\infty}(X)
$$

where $S(f)$ denotes a certain Sobolev norm.
Theorem 5.1 is an effective version (of a special case) of a theorem by Mozes and Shah [84]. The polynomial nature of the error term, i.e., a (negative) power of $V$, in Theorem 5.1 is quite remarkable-effectivizations of dynamical arguments often yield much worse rates, see Section 6. The source of this polynomial rate is the uniform spectral gap for congruence quotients, which is used as a crucial input in [32].

As it was alluded to already, the fact that one deals with periodic orbits of semisimple groups in arithmetic quotients is an indispensable features of the ideas developed in [32], namely the uniform spectral gap for congruence quotients. However, some of the other assumptions made in Theorem 5.1 may be relaxed. Indeed, in a subsequent work, Einsiedler, Margulis, Mohammadi, and Venkatesh [31] proved an adelic statement which lifts two of the restrictions imposed in Theorem 5.1: the fact that $H$ is assumed fixed (the estimates in Theorem 5.1 depend on $H$ ) and splitting assumption on $H$ at the archimedean place ( $H$ has no compact factors).

Let $\boldsymbol{G}$ be a connected, semisimple, algebraic $\mathbb{Q}$-group ${ }^{3}$ and set $X=\boldsymbol{G}(\mathbb{A}) / \boldsymbol{G}(\mathbb{Q})$ where $\mathbb{A}$ denotes the ring of adeles. Then $X$ admits an action of the locally compact group $\boldsymbol{G}(\mathbb{A})$ preserving the probability measure $m_{X}$. Let $\mathbf{H}$ be a semisimple, simply connected, algebraic $\mathbb{Q}$-group, and let $g \in \boldsymbol{G}(\mathbb{A})$. Fix also an algebraic homomorphism $\iota: \mathbf{H} \rightarrow \mathbf{G}$ defined over $\mathbb{Q}$ with finite central kernel. For example, let $\boldsymbol{G}=\operatorname{SL}_{d}$ and $\boldsymbol{H}=\operatorname{Spin}(Q)$ for an integral quadratic form $Q$ in $d$ variables.

3 The paper [31] allows for any number field, $F$, but unless $X$ is compact, $\delta$ in Theorem 5.2 will depend on $\operatorname{dim} \boldsymbol{G}$ and $[F: \mathbb{Q}]$.

To this algebraic data and any $g \in \boldsymbol{G}(\mathbb{A})$, one associates a homogeneous set

$$
Y:=g l(\boldsymbol{H}(\mathbb{A}) / \mathbf{H}(\mathbb{Q})) \subset X
$$

and a homogeneous probability measure $\mu$.
The following is a special case of the main theorem in [31].
Theorem 5.2 ([31]). Assume further that $\boldsymbol{G}$ is simply connected. There exists some $\delta>0$, depending only on $\operatorname{dim} \boldsymbol{G}$, so that the following holds. Let $Y$ be a homogeneous set and assume that $\iota(\boldsymbol{H}) \subset \boldsymbol{G}$ is maximal. Then

$$
\left|\int_{X} f \mathrm{~d} \mu-\int_{X} f \mathrm{~d} m_{X}\right|<_{\boldsymbol{G}} \mathcal{S}(f) \operatorname{vol}(Y)^{-\delta} \quad \text { for all } f \in C_{c}^{\infty}(X)
$$

where $S(f)$ is a certain adelic Sobolev norm.
The flexibility that Theorem 5.2 provides has interesting number theoretic applications. Indeed, the following generalization of Duke's theorem is proved in [31].

Let $Q_{d}=\mathrm{PO}_{d}(\mathbb{R}) \backslash \mathrm{PGL}_{d}(\mathbb{R}) / \mathrm{PGL}_{d}(\mathbb{Z})$ be the space of positive definite quadratic forms on $\mathbb{R}^{d}$ up to the equivalence relation defined by scaling and equivalence over $\mathbb{Z}$. Equip $\mathbb{Q}_{d}$ with the push-forward of the normalized Haar measure on $\mathrm{PGL}_{d}(\mathbb{R}) / \mathrm{PGL}_{d}(\mathbb{Z})$.

Let $Q$ be a positive definite integral quadratic form on $\mathbb{Z}^{d}$, and let genus $(Q)$ (resp. spin genus $(Q)$ ) be its genus (resp. spin genus).

Theorem 5.3 ([31]). Suppose $\left\{Q_{n}\right\}$ varies through any sequence of pairwise inequivalent, integral, positive definite quadratic forms. Then the genus (and also the spin genus) of $Q_{n}$, considered as a subset of $\mathcal{Q}_{d}$, equidistributes as $n \rightarrow \infty$ (with speed determined by a power of $\left.\left|\operatorname{genus}\left(Q_{n}\right)\right|\right)$.

It is worth mentioning that when $d=3,4$, this theorem even in its qualitative form is new. When $d>5$, the qualitative version of this theorem follows from an equidistribution theorem proved in [52], see also [43] for related analysis in the presence of a splitting condition at the archimedean place

Another application of Theorem 5.2 is an independent proof of property $(\tau)$ except for groups of type $A_{1}$. In particular, the paper [31] provides an alternative proof of the main result of Clozel in [19], albeit with weaker exponents, see [31, §4].

In addition to the ingredients involved in [32], the proof of Theorem 5.2 relies on Prasad's volume formula [86] and the work of Borel and Prasad [9]. These fundamental inputs are responsible for liberties supplied by Theorem 5.2.

The main problem which remains open in this direction is to prove an analogue of Theorem 5.2 which allows $\iota(\boldsymbol{H})$ to have an infinite centralizer; such a theorem would have quite interesting number theoretic applications, see [36]. Some progress has been made in this direction recently, the reader is invited to consult $[1,34,35]$, for instance.

## 6. EFFECTIVE UNIPOTENT DYNAMICS

In view of Theorem 3.1, let us assume that $G$ has noncompact semisimple subgroups, e.g., $G$ is a noncompact semisimple linear Lie group. In light of the results discussed in Section 4, the analysis of the quantitative behavior of unipotent orbits in $G / \Gamma$ is reduced to orbits of groups which are not horospherical. Not surprisingly, however, this task has proven quite challenging. In this section, we will discuss some recent progress made in this direction. The general theme of results in this section revolves around exploiting and effectivizing the polynomial like behavior of unipotent orbits.

### 6.1. Effective versions of the Oppenheim conjecture

The Oppenheim conjecture, proved by Margulis [74], states that if $Q$ is a nondegenerate, indefinite quadratic form which is not a rational multiple of a form with integer coefficients, then for every $\varepsilon>0$, there exists some $v \in \mathbb{Z}^{3} \backslash\{0\}$ so that $|Q(v)|<\varepsilon$. Generalizations were also proved by Dani and Margulis prior to Ratner's theorems.

Later, Eskin, Margulis, and Mozes [37,38] proved quantitative (equidistribution) versions of the Oppenheim conjecture which relies on Ratner's equidistribution theorem [88-90], linearization techniques of Dani and Margulis [28], and a system of inequalities for a certain Margulis function-an ingenious idea introduced in [37] which has become an indispensable tool in homogeneous dynamics and beyond, see Section 7.2. Similar results for inhomogeneous forms have also been established [75,76].

Effective results in this context have also been actively pursued. Indeed, the analytic approach (using the Hardy-Littlewood circle method) which had been employed prior to Margulis' work is by its nature effective. However, this approach is generally only applicable if either the number of variables is large or the form has special features, see, e.g., [60]. More recently, Buterus, Götze, Hille, and Margulis [18] have proved effective version of the Oppenheim conjecture (as well as the equidistribution versions [37]), with polynomial error rates, provided that the number of variable is at least 5 . Their proof combines analytic techniques with ideas from geometry of numbers in the form of inequalities which are reminiscent of [37]. Analytic methods were also used in [92] and [11] to obtain polynomial estimates for almost every form in certain families of forms in dimensions 3 and 4. The case of general forms in 3 and 4 variables, however, seem to be out of the reach of analytic methods.

Lindenstrauss and Margulis [69] proved an effective version of the Oppenheim conjecture for ternary form with polylog error rates.

Theorem 6.1 ([69]). There exist absolute constants $A \geq 1$ and $\kappa>0$ so that the following holds:

Let $Q$ be an indefinite, ternary quadratic form with $\operatorname{det} Q=1$ and let $\varepsilon>0$. There exists $T_{0}(\varepsilon)>0$ so that for any $T \geq T_{0}(\varepsilon)\|Q\|^{A}$ at least one of the following holds:
(1) For every $\xi \in\left[-(\log T)^{\kappa},(\log T)^{\kappa}\right]$, there is a primitive integer vector $v \in \mathbb{Z}^{3}$ with $0<\|v\|<T^{A}$ satisfying

$$
|Q(v)-\xi| \ll(\log T)^{-\kappa}
$$

(2) There is an integral quadratic form $Q^{\prime}$ with $\left|\operatorname{det} Q^{\prime}\right|<T^{\varepsilon}$ so that

$$
\left\|Q-\lambda Q^{\prime}\right\| \ll\|Q\| T^{-1}
$$

where $\lambda=\left|\operatorname{det} Q^{\prime}\right|^{-1 / 3}$.
The implied multiplicative constants are absolute and $\|\cdot\|$ denotes a norm on $\operatorname{Mat}_{3}(\mathbb{R})$.
Note in particular that if $Q$ is a reduced, indefinite, ternary quadratic form which is not proportional to an integral form but has algebraic coefficients, then part (1) in Theorem 6.1 holds true for $Q$, see [69, cor. 1.12].

The aforementioned dichotomy is again present in Theorem 6.1: unless there is an explicit obstruction (part (2) in Theorem 6.1), one obtains an effective density result.

The proof in [69] is rather involved and is based on effectivizing Margulis' original proof of the Oppenheim conjecture, as well as the subsequent works by Dani and Margulis. This approach, is based on the study of the action of $\mathrm{SO}(Q)$, the isometry group of $Q$, on $X=\mathrm{SL}_{3}(\mathbb{R}) / \mathrm{SL}_{3}(\mathbb{Z})$, and relies on the notion of minimal sets from topological dynamics. Minimal sets are not suitable for quantitative arguments. Indeed, the paper [69] replaces this qualitative notion with a Diophantine condition in terms of the rate of escape to infinity under a certain one-parameter $\mathbb{R}$-diagonalizable subgroup. This novel ingredient plays a crucial role in obtaining an effective account-similar elements in more general contexts will be discussed in Section 6.2. It is worth mentioning that relying only on this input, one gets a rate that is $\ll \log (\log T)$. The stronger bound obtained in [69] is made possible thanks to a combinatorial lemma $[69, \S 9]$ which is of independent interest.

### 6.2. Linearization of unipotent orbits

As it was mentioned before, Margulis and Dani developed a topological approach to settle certain special cases of Raghunathan's conjecture which relied on the notion of minimal sets. One of the first steps in effectivizing this topological argument would therefore be to replace minimal sets with an explicit Diophantine condition. This was established by Lindenstrauss, Margulis, Mohammadi, and Shah in [72] which may be thought of as an effective version of the linearization technique of Dani and Margulis [28].

The linearization technique has its roots in the techniques developed by Margulis [73] in his proof of the nondivergence of unipotent orbits. These nondivergence results are effective. Indeed, they were sharpened by Dani in $[22,23]$ and have been given a very explicit and effective form by Kleinbock and Margulis in [65]. However, the author is not aware of an effective treatment of the main results in [28] prior to [72].

Let us recall the setting in [72]. Let $\boldsymbol{G}$ be a connected $\mathbb{Q}$-group, and put $G=\boldsymbol{G}(\mathbb{R})$. We assume that $\Gamma \subset G$ is an arithmetic lattice. More specifically, fix an embedding $\iota: \boldsymbol{G} \rightarrow$
$\mathrm{SL}_{N}$ defined over $\mathbb{Q}$ so that $\iota(\Gamma) \subset \operatorname{SL}_{N}(\mathbb{Z})$. Using $\iota$, we identify $\boldsymbol{G}$ with $\iota(\boldsymbol{G}) \subset \mathrm{SL}_{N}$, and hence will always assume that $G \subset \mathrm{SL}_{N}(\mathbb{R})$.

Define the following family:

$$
\mathscr{H}=\left\{\boldsymbol{H} \subset \boldsymbol{G}: \boldsymbol{H} \text { is a connected } \mathbb{Q} \text {-subgroup and } \mathrm{R}(\boldsymbol{H})=\mathrm{R}_{u}(\boldsymbol{H})\right\},
$$

where $\mathrm{R}(\boldsymbol{H})$ (resp. $\mathrm{R}_{u}(\boldsymbol{H})$ ) denotes the solvable (resp. unipotent) radical of $\boldsymbol{H}$. Alternatively, $\boldsymbol{H} \in \mathscr{H}$ if and only if $\boldsymbol{H}$ is a connected $\mathbb{Q}$-subgroup which is generated by unipotent subgroups over the algebraic closure of $\mathbb{Q}$. By a theorem of Borel and Harish-Chandra, $\boldsymbol{H}(\mathbb{R}) \cap \Gamma$ is a lattice in $\boldsymbol{H}(\mathbb{R})$ for every $\boldsymbol{H} \in \mathscr{H}$. We always assume that $\boldsymbol{G} \in \mathscr{H}$.

Let $U \subset G$ be a (connected) unipotent subgroup of $G$, and put $X=G / \Gamma$. For every $\boldsymbol{H} \in \mathscr{H}$, put $H=\boldsymbol{H}(\mathbb{R})$. Define

$$
N_{G}(U, H):=\{g \in G: U g \subset g H\}
$$

Note that $N_{G}(U, H)$ is an $\mathbb{R}$-subvariety of $G$. Moreover, if $H \triangleleft G$ and $U \subset H$, then $N_{G}(U, H)=G$.

Put

$$
\delta(U)=\left(\bigcup_{\substack{H \in \mathscr{H} \\ H \neq G}} N_{G}(U, H)\right) / \Gamma \quad \text { and } \quad \mathcal{E}(U)=X \backslash S(U) .
$$

Points in $\mathcal{S}(U)$ are called singular with respect to $U$, and points in $\mathcal{E}(U)$ are called generic with respect to $U$. These are, a priori, different from the measure-theoretically generic points in the sense of Furstenberg for the action of $U$ on $X$ equipped with $m_{X}$ (see, e.g., [50, p. 98] for a definition); however, any measure theoretically generic point is generic in this explicit sense as well. The aforementioned remarkable theorem of Ratner [90] states that for every $x \in \mathscr{E}(U)$, we have $\overline{U x}=X$.

Dani and Margulis [28] proved that $U$ orbits of points in $\mathcal{G}(U)$ avoid $S(U)$. The paper [72] makes this principle quantitative with polynomial rates.

We need some more notation to state this quantitative result. Let $g=\operatorname{Lie}(G)$ and put $\mathfrak{g}(\mathbb{Z}):=\mathrm{g} \cap \mathfrak{s l}_{N}(\mathbb{Z})$. Let $\|\cdot\|$ denote the max norm on $\mathfrak{s l}_{N}(\mathbb{R})$ with respect to the standard basis. This induces a family of norms on $\wedge \mathfrak{s l} l_{N}(\mathbb{R})$, which we continue to denote by $\|\cdot\|$.

Let $\boldsymbol{H} \in \mathscr{H}$ be a nontrivial proper subgroup of $\boldsymbol{G}$, and put

$$
\rho_{H}:=\wedge^{\operatorname{dim} \boldsymbol{H}} \mathrm{Ad} \quad \text { and } \quad V_{H}:=\wedge^{\operatorname{dim} \boldsymbol{H}} \mathrm{g} .
$$

The representation $\rho_{H}$ is defined over $\mathbb{Q}$.
Let $\mathbf{v}_{\boldsymbol{H}}$ be a primitive integral vector in $\wedge^{\operatorname{dim} \boldsymbol{H}} \operatorname{Lie}(\boldsymbol{G})$ corresponding to the Lie algebra of $\boldsymbol{H}$, i.e., we fix a $\mathbb{Z}$-basis for $\operatorname{Lie}(H) \cap \mathfrak{s l}_{N}(\mathbb{Z})$, and let $\mathbf{v}_{\boldsymbol{H}}$ be the corresponding wedge product. The vector $\mathbf{v}_{\boldsymbol{H}}$ embeds diagonally in $\wedge^{\operatorname{dim}} \boldsymbol{H} g$; we denote this diagonally embedded vector by $v_{H}$. Define

$$
\eta_{H}(g):=\rho_{H}(g) v_{H} \text { for every } g \in G
$$

In order to simplify the exposition, let us assume that $U$ is a one-parameter unipotent subgroup of $G$. Fix some $z \in \mathfrak{g}$ with $\|z\|=1$ so that $U=\{u(t)=\exp (t z): t \in \mathbb{R}\}$. With
this notation, for an element $\boldsymbol{H} \in \mathscr{H}$, we have

$$
N_{G}(U, H)=\left\{g \in G: z \wedge \eta_{H}(g)=0\right\}
$$

As it was observed before, $N_{G}(U, H)$ is a variety; therefore, it could change drastically under small perturbations of $U$. However, effective notions must be stable under small perturbations. One of the innovations of [72] is the introduction of the following effective notion of generic points:

Definition 6.2. Let $\varepsilon: \mathbb{R}^{+} \rightarrow(0,1)$ be a monotone decreasing function, and let $t \in \mathbb{R}^{+}$. A point $g \Gamma$ is called $(\varepsilon, t)$-Diophantine for the action of $U=\{\exp (t z): t \in \mathbb{R}\}$ if for all $\boldsymbol{H} \in \mathscr{H}$ with $\{e\} \neq \boldsymbol{H} \neq \boldsymbol{G}$,

$$
\begin{equation*}
\left\|z \wedge \eta_{H}(g)\right\| \geq \varepsilon\left(\left\|\eta_{H}(g)\right\|\right) \quad \text { if }\left\|\eta_{H}(g)\right\|<e^{t} \tag{6.1}
\end{equation*}
$$

A point is $\varepsilon$-Diophantine if it is $(\varepsilon, t)$-Diophantine for all $t>0$.
Note that this is a condition on the pair $(U, g \Gamma)$. Unless $U \subset \boldsymbol{H}(\mathbb{R})$ for some (proper) $\boldsymbol{H} \triangleleft \boldsymbol{G}$, the set $\mathcal{E}(U)$ is nonempty; moreover, any $x \in \mathscr{E}(U)$ is $\varepsilon$-Diophantine for some $\varepsilon$ as above. In most interesting examples, the singular set $\mathcal{S}(U)$ is a dense subset of $X$. Therefore, $\mathcal{E}(U)$ is usually a $G_{\delta}$-set without any interior points. For any $t \in \mathbb{R}^{+}$, on the other hand, the set of $(\varepsilon, t)$-Diophantine points in Definition 6.2 is a nice closed set with interior points (indeed, it is the closure of its interior points).

As was discussed in Section 2, and we have seen in prior sections, finitary statements require a measure of complexity for obstructions. In [72], the following measure of arithmetic complexity for subgroups in $\mathscr{H}$ is used. Define

$$
\begin{equation*}
\operatorname{ht}(\boldsymbol{H}):=\left\|\mathbf{v}_{\boldsymbol{H}}\right\| . \tag{6.2}
\end{equation*}
$$

That is, the height of a $\mathbb{Q}$-group $\boldsymbol{H}$ is given by the height of the corresponding point in the Grassmanian of $\operatorname{Lie}(\boldsymbol{G})$, see [8, §1.5]. It is worth mentioning that for subgroups $\boldsymbol{H} \in \mathscr{H}$, $\mathrm{ht}(\boldsymbol{H})$ is closely related to the volume of the periodic orbit $H \Gamma / \Gamma$ as it was defined in Section 2, see [32, §17], [31, APP. B], and [81, §6.2].

The space $X$ is not necessarily compact; to deal with this issue, we fix an exhaustion of $X$ by compact subsets as follows. For every $\eta>0$, define

$$
X_{\eta}=\left\{g \Gamma \in X: \min _{0 \neq v \in g(\mathbb{Z})}\|\operatorname{Ad}(g) v\| \geq \eta\right\} .
$$

By (a generalization of) Mahler's compactness criterion, $X_{\eta}$ is compact for every $\eta>0$, see, e.g., [72, Lemma 2.8]. Moreover, $\bigcup_{\eta>0} X_{\eta}=G / \Gamma$.

For every $g \in \mathrm{SL}_{N}(\mathbb{R})$, in particular for every $g \in G$, we let

$$
|g|=\max \left\{\|g\|,\left\|g^{-1}\right\|\right\}
$$

where $\|\cdot\|$ denotes the max norm on $\mathrm{SL}_{N}(\mathbb{R})$ with respect to the standard basis.
The following is the main result in [72] in the case of real groups.

Theorem 6.3 ([72]). There are constants $A, D>1$ depending only on $N$, and $E>1$ depending on $N, G$, and $\Gamma$, so that the following holds. Let $g \in G, t>0, k \geq 1$, and $0<\eta<1 / 2$. Assume $\varepsilon: \mathbb{R}^{+} \rightarrow(0,1)$ satisfies for every $s>0$ that

$$
\varepsilon(s) \leq \eta^{A} s^{-A} / E .
$$

Then at least one of the following three possibilities holds:
(1)

$$
\begin{aligned}
& \mid\left\{\xi \in[-1,1]: u\left(e^{k} \xi\right) g \Gamma \notin X_{\eta}\right. \text { or } \\
& \left.\quad u\left(e^{k} \xi\right) g \Gamma \text { is not }(\varepsilon, t) \text {-Diophantine }\right\} \mid<E \eta^{1 / D} .
\end{aligned}
$$

(2) There exist a nontrivial proper subgroup $\boldsymbol{H} \in \mathscr{H}$ with

$$
\operatorname{ht}(\boldsymbol{H}) \leq E\left(|g|^{A}+e^{A t}\right) \eta^{-A}
$$

so that the following hold for all $\xi \in[-1,1]$ :

$$
\begin{aligned}
\left\|\eta_{H}\left(u\left(e^{k} \xi\right) g\right)\right\| & \leq E\left(|g|^{A}+e^{A t}\right) \eta^{-A}, \\
\left\|z \wedge \eta_{H}\left(u\left(e^{k} \xi\right) g\right)\right\| & \leq E e^{-k / D}\left(|g|^{A}+e^{A t}\right) \eta^{-A},
\end{aligned}
$$

where $U=\{\exp (t z): t \in \mathbb{R}\}$.
(3) There exist a nontrivial proper normal subgroup $\boldsymbol{H} \triangleleft \boldsymbol{G}$ with

$$
\operatorname{ht}(\boldsymbol{H}) \leq E e^{A t} \eta^{-A}
$$

so that

$$
\left\|z \wedge v_{H}\right\| \leq \varepsilon\left(\operatorname{ht}(\boldsymbol{H})^{1 / A} \eta / E\right)^{1 / A}
$$

Indeed, the paper [72] proves versions of this theorem for friendly measures [72, тнм. 1.7] as well as $S$-arithmetic versions of this theorem [72, §3]. In particular, in view of [72, тHM. 3.2], and by using the restriction of scalars from number fields to $\mathbb{Q}$, the results in [72] are applicable also in the case of groups defined over a general number field.

The arguments in [72] rely on polynomial behavior of unipotent orbits as did the arguments in [28]. However, in addition to being polynomially effective, the results also differ from [28] in the following sense. They provide a compact subset of $\mathcal{Y}(U)$ which is independent of the base point and to which a unipotent orbit returns unless there is an algebraic obstruction, see [72, THMs. 1.1 AND 1.5]. Regarding nondivergence properties of unipotent orbits, such uniformity is well known and is due to Dani (see [23, 27]), but in this context it was not known prior to [72].

These features have been made possible using two main new ingredients. First is the use of an effective notion of a generic point, Definition 6.2. The second ingredient is the use of a certain subgroup in $\mathscr{H}$ which controls the speed of unipotent orbits in the representation space $V_{H}$, see [72, §4.7]. In addition, the arguments in [72] rely on effective versions of Nullstellensatz [77, тнм. rv], as well as some local nonvanishing theorems related to Lojasiewicz inequality $[15,54,55]$.

### 6.3. Effective density of unipotent orbits

The paper [72] is the first in a series of papers which provide a general effective orbit closure theorem for unipotent orbits on arithmetic quotients. The second paper, which is in preparation, crucially relies on the results of [72].

The rate we obtain (for density of a unipotent orbit) are an iteration of logarithms in the size of the flow parameter where the number of iterations depends on $\operatorname{dim} G$.

## 7. ARITHMETIC COMBINATORICS AND POLYNOMIAL BOUNDS

The discussion in Section 6 allude to the fact that effectivizing the existing arguments from unipotent dynamics often does not yield a polynomial rate. Indeed, beyond the notable settings we discussed in Sections 3-5, polynomial rates of density or equidistribution in this context are rather rare. In this section we discuss some recent progress made in this direction.

### 7.1. Random walks by toral automorphisms

Let $\Gamma \subset \mathrm{SL}_{d}(\mathbb{Z})$ be a Zariski-dense subgroup which acts strongly irreducibly on $\mathbb{R}^{d}$ (that is, no nontrivial subspace of $\mathbb{R}^{d}$ is invariant under a finite index subgroup of $\Gamma$ ). Let $v$ be a finitely supported probability measure on $\Gamma$ whose support generates $\Gamma$.

Furstenberg [47] showed that

$$
\lambda_{1}(v)=\lim _{n \rightarrow \infty} \frac{1}{n} \log \left\|g_{1} \cdots g_{n}\right\| \quad v^{\mathbb{N}} \text {-a.s. }
$$

is positive.
In a landmark paper [12], Bourgain, Furman, Lindenstrauss, and Mozes proved an equidistribution theorem for random walks on $\mathbb{T}^{d}$ corresponding to $v$, with polynomial rates.

Theorem 7.1 ([12]). For every $0<\lambda<\lambda_{1}(\nu)$, there exists a constant $C=C(\nu, \lambda)$ so that if for a point $x \in \mathbb{T}^{d}$ the measure $\mu_{n}=\nu^{(n)} * \delta_{x}$ satisfies that for some $a \in \mathbb{Z}^{d} \backslash\{0\}$,

$$
\left|\widehat{\mu}_{n}(a)\right|>t>0 \quad \text { with } n>C \log (2\|a\| / t)
$$

then $x$ admits a rational approximation $p / q$ where $p \in \mathbb{Z}^{d}$ and $q \in \mathbb{N}$ satisfying

$$
\left\|x-\frac{p}{q}\right\|<e^{-\lambda n} \quad \text { and } \quad|q|<(2\|a\| / t)^{C} .
$$

Indeed, the main results in [12] allow for a more general class of subgroups $\Gamma$ and measures $v$. Let us also mention that the results in [12] have been further generalized in subsequent works, see, e.g., [57,58].

The argument in [12] is quite involved and relies on several ingredients. Here we only highlight one the main steps in the proof, which concerns bootstrapping the information about one large Fourier coefficient to a (large scale) structure for the set of large Fourier coefficients. Suppose $\left|\widehat{\mu}_{n}(a)\right|>t$ for some large $n$ and some nonzero $a$. Then using quantitative theory of random matrix products, one can show that for a suitable choice of $n_{1} \leq n$
the measure $\mu_{n_{1}}$ has Fourier coefficients which are $>t / 2$ on a subset with a (small) positive dimension [12, PROP. 6.2]. The next task is to deduce from this a possibly smaller scale $n_{2}<n_{1}$, so that $\mu_{n_{2}}$ has large (polynomial in $t$ ) Fourier coefficients on a set whose large scale dimension is $d$. This is carried out in two steps, the first, and arguably more difficult, step is to bootstrap the dimension to $d-\varepsilon$ for a small $\varepsilon$ (depending on $v$ ) [12, PROP. 6.3]. The paper [12] uses ideas from additive combinatorics, namely discretized ring conjecture [10] to establish this improvement. After this is obtain, one can use more or less classical estimates from Fourier analysis to improve the dimension from $d-\varepsilon$ to $d$, [12, PROPS. 6.5 AND 6.11].

The three stages in the above outline, namely the initial dimension, bootstrapping the dimension, and from high dimension to positive density, are reminiscent of the three stages present in the work of Bourgain and Gamburd on random walks on compact groups [13, 14]-these three stages will be revisited in the next section.

### 7.2. Quotients of $\mathrm{SL}_{2}(\mathbb{C})$ and $\mathrm{SL}_{2}(\mathbb{R}) \times \mathrm{SL}_{2}(\mathbb{R})$

We now turn to the question of density (or more ambitiously equidistribution) results in quotients of semisimple groups, with polynomial rates. For reasons we already discussed, this has proven quite a challenging task.

Lindenstrauss and Mohammadi [71] have very recently obtained first results in the literature which provide a polynomial rate for density of general orbits in a homogeneous space of a semisimple group, beyond the settings we discussed in Sections 4 and 5.

Let us fix some notation. Let

$$
G=\mathrm{SL}_{2}(\mathbb{C}) \quad \text { or } \quad G=\mathrm{SL}_{2}(\mathbb{R}) \times \mathrm{SL}_{2}(\mathbb{R})
$$

and let $\Gamma \subset G$ be a lattice. Put $X=G / \Gamma$.
Let dist be the right-invariant metric on $G$ which is defined using the killing form. This metric induces a metric $\operatorname{dist}_{X}$ on $X$. The injectivity radius of a point $x \in X$ may be defined using this metric. For every $\eta>0$, let

$$
X_{\eta}=\{x \in X: \text { injectivity radius of } x \text { is } \geq \eta\} ;
$$

this is closely related to the definition in Section 6.2, see, e.g., $[71, \S 3]$ and references there.
Let $H \subset G$ be one of the following:

$$
\mathrm{SL}_{2}(\mathbb{R}) \subset \mathrm{SL}_{2}(\mathbb{C}) \quad \text { or } \quad\left\{(g, g): g \in \mathrm{SL}_{2}(\mathbb{R})\right\} \subset \mathrm{SL}_{2}(\mathbb{R}) \times \mathrm{SL}_{2}(\mathbb{R})
$$

Let $P \subset H$ be the group of upper triangular matrices in $H$.
As before, let $\|\cdot\|$ denote the maximum norm on $\operatorname{Mat}_{2}(\mathbb{C})$ or $\operatorname{Mat}_{2}(\mathbb{R}) \times \operatorname{Mat}_{2}(\mathbb{R})$ with respect to the standard basis. For every $R>0$ and every subgroup $L \subset G$, let

$$
B_{R}^{L}=\{g \in L:\|g-I\| \leq R\}
$$

The following is one of the main results in [71]:
Theorem 7.2 ([71]). Assume that $\Gamma$ is an arithmetic lattice. For every $0<\delta<1 / 2$, every $x_{0} \in X$, and large enough $T$ (depending explicitly on $\delta$ and the injectivity radius of $x_{0}$ ), at least one of the following holds:
(1) For every $x \in X_{T-\kappa \delta}$, we have

$$
\operatorname{dist}_{X}\left(x, B_{T^{A}}^{P} \cdot x_{0}\right) \leq C T^{-\kappa \delta}
$$

(2) There exists $x^{\prime} \in X$ such that $H x^{\prime}$ is periodic with $\operatorname{vol}\left(H x^{\prime}\right) \leq T^{\delta}$, and

$$
\operatorname{dist}_{X}\left(x^{\prime}, x_{0}\right) \leq C T^{-1}
$$

The above $A, \kappa$, and $C$ are positive constants depending on $X$.
The proof of Theorem 7.2 has a similar flavor to [49] by Gamburd, Jakobson, and Sarnak, as well as to the work of Bourgain and Gamburd [13,14] and the aforementioned work of Bourgain, Furman, Lindenstrauss, and Mozes [12], see Theorem 7.1.

In particular, the three stages of the proof which were discussed in Section 7.1 are present here as well: in the first step, a Diophantine condition (in the form of a closing lemma) is used to show that unless part (2) in Theorem 7.2 holds, one can produce positive dimension at a certain scale (initial dimension). The arithmeticity of $\Gamma$ is used in this step.

The second step, is the bootstrap phase in the following form: by passing to a larger scale and translating $B_{T^{\delta}}^{P} \cdot x_{0}$ with a random element of controlled size, one can obtain a set with large dimension. This step is carried out using a Margulis function argument. As it was mentioned before, Margulis functions were introduced in the context of homogeneous dynamics in [37] by Eskin, Margulis, and Mozes, and have become an indispensable tool in homogeneous dynamics and beyond.

The third step is to deduce effective density from large dimension. Two main ingredients are present in this step: first is a projection theorem which is based on the works of Wolff and Schlag [94,99] and is an adaptation of [61]. This is used to move the additional dimension supplied by the bootstrap phase to the direction of a horospherical subgroup of $G$. The second ingredient is an argument due to Venkatesh [98] and is based on the following quantitative decay of correlations for the ambient space $X$ : There exists $\kappa_{X}>0$ so that

$$
\begin{equation*}
\left|\int \varphi(g x) \psi(x) \mathrm{d} m_{X}-\int \varphi \mathrm{d} m_{X} \int \psi \mathrm{~d} m_{X}\right|<_{G} \mathcal{S}(\varphi) \mathcal{S}(\psi) e^{-\kappa_{X} \operatorname{dist}(e, g)} \tag{7.1}
\end{equation*}
$$

for all $\varphi, \psi \in C^{\infty}(X)$, where $\delta$ is a certain Sobolev norm and dist is our fixed right $G$ invariant metric on $G$.

See, e.g., $[64, \$ 2.4]$ and references there for (7.1); we note that $\kappa_{X}$ is an absolute constant if $\Gamma$ is a congruence subgroup, see $[17,19,51]$.

## Periodic orbits

The techniques developed in [71] can also be used to prove an effective density theorem for periodic orbits of $H$.

Let us first recall the following nondivergence result: there exists some $\eta_{X}>0$ so that for every periodic orbit $Y$, we have

$$
\begin{equation*}
\mu_{Y}\left(X_{\eta_{X}}\right) \geq 0.9 \tag{7.2}
\end{equation*}
$$

where $\mu_{Y}$ denotes the $H$-invariant probability measure on $Y$, see, e.g., [71, Lemma 3.6].

Theorem 7.3 ([711). Let $Y \subset X$ be a periodic $H$-orbit in $X$. Then for every $x \in X_{\operatorname{vol}(Y)^{-\kappa} \text {, }}$ we have

$$
\operatorname{dist}_{X}(x, Y) \leq C \operatorname{vol}(Y)^{-\kappa}
$$

where $\kappa \geq \kappa_{X}^{2} / L$ (for an absolute constant $L$ ) and $C$ depends explicitly on $\kappa_{X}$, $\operatorname{vol}(X)$, and the minimum of the injectivity radius of points in $X_{\eta_{X}}$. If $\Gamma$ is congruence, $\kappa$ is absolute.

If $\Gamma$ is an arithmetic lattice, Theorem 7.3 is a rather special case of the results we discussed in Section 5. Note, however, that Theorem 7.3 does not require $\Gamma$ to be arithmeticrecall that arithmeticity of $\Gamma$ was only used in the first step of the proof of Theorem 7.2. In particular, unlike [31,32], Theorem 7.3 does not rely on property $(\tau)$.

We also draw the reader's attention to the use of Margulis functions in establishing isolation properties for periodic (or more generally intermediate) orbits in [41] and [83].

We end this exposition with the following application of Theorem 7.3.

## Totally geodesic planes in hybrid manifolds

Gromov and Piatetski-Shapiro [56] constructed examples of nonarithmetic hyperbolic manifolds by gluing together pieces of noncommensurable arithmetic manifolds. Let $\Gamma_{1}$ and $\Gamma_{2}$ be two torsion free lattices in $\operatorname{Isom}\left(\mathbb{H}^{3}\right)$-recall that $\operatorname{Isom}\left(\mathbb{H}^{3}\right)$ is an index 2 subgroup of $\mathrm{O}(3,1)$ and that $\mathrm{SL}_{2}(\mathbb{C})$ is locally isomorphic to $\mathrm{O}(3,1)$. Let $M_{i}=\mathbb{H}^{3} / \Gamma_{i}$. Assume further that for $i=1,2$, there exists 3-dimensional submanifolds with boundary $N_{i} \subset M_{i}$ so that

- The Zariski closure of $\pi_{1}\left(N_{i}\right) \subset \Gamma_{i}$ contains $\mathrm{O}(3,1)^{\circ}$ where $\mathrm{O}(3,1)^{\circ}$ is the connected component of the identity in $\mathrm{O}(3,1)$.
- Every connected component of $\partial N_{i}$ is a totally geodesic embedded surface in $M_{i}$ which separates $M_{i}$.
- $\partial N_{1}$ and $\partial N_{2}$ are isometric.

Let $M$ be the manifold obtained by gluing $N_{1}$ and $N_{2}$ using the isometry between $\partial N_{1}$ and $\partial N_{2}$. Then $M$ carries a complete hyperbolic metric; thus, we consider $\pi_{1}(M)$ as a lattice in $\mathrm{O}(3,1)$. Let $\Gamma^{\prime}=\pi_{1}(M) \cap \mathrm{O}(3,1)^{\circ}$, and let $\Gamma$ denote the inverse image of $\Gamma^{\prime}$ in $G=$ $\mathrm{SL}_{2}(\mathbb{C})$.

If $\Gamma_{1}$ and $\Gamma_{2}$ are arithmetic and noncommensurable, then $M$ is nonarithmetic, i.e., $\Gamma$ is a nonarithmetic lattice in $G$. A totally geodesic plane in $M$ lifts to a periodic orbit of $H=\mathrm{SL}_{2}(\mathbb{R})$ in $X=G / \Gamma$.

Theorem 7.4. Let $M$ be a hyperbolic 3-manifold obtained by gluing the pieces $N_{1}$ and $N_{2}$ from noncommensurable arithmetic manifolds along $\Sigma=\partial N_{1}=\partial N_{2}$ as described above. The number of totally geodesic planes in $M$ is at most

$$
L\left(\operatorname{area}(\Sigma) \operatorname{vol}(X) \eta_{X}^{-1} \kappa_{X}^{-1}\right)^{L / \kappa_{X}^{2}}
$$

where $L$ is absolute and $X=G / \Gamma$ is as above.

In qualitative form, this finiteness theorem was proved by Fisher, Lafont, Miller, and Stover [44, тнм. 1.4], see also [4, §12].

## ACKNOWLEDGMENTS

The author is scheduled is to deliver a presentation based on this work in the Dynamics section and the Lie Theory and Generalizations section of the 2022 International Congress of Mathematicians.
The results presented above are outcomes of several years of collaborations with friends, colleagues, and mentors to whom we are ever so grateful. Special thanks are due to M. Einsiedler, A. Eskin, E. Lindenstrauss, G. Margulis, H. Oh, and A. Salehi Golsefidy, N. Shah, and A. Venkatesh.
We also would like to thank H . Oh for her comments on earlier versions of this article.

## FUNDING

This work was partially supported by the NSF.

## REFERENCES

[1] M. Aka, M. Einsiedler, H. Li, and A. Mohammadi, On effective equidistribution for quotients of $\operatorname{SL}(d, \mathbb{R})$. Israel J. Math. 236 (2020), no. 1, 365-391.
[2] L. Auslander, L. Green, and F. Hahn, Flows on homogeneous spaces. With the assistance of L. Markus and W. Massey, and an appendix by L. Greenberg. Ann. of Math. Stud. 53, Princeton University Press, Princeton, NJ, 1963.
[3] Y. Benoist and H. Oh, Effective equidistribution of $S$-integral points on symmetric varieties. Ann. Inst. Fourier (Grenoble) 62 (2012), no. 5, 1889-1942.
[4] Y. Benoist and H. Oh, Geodesic planes in geometrically finite acylindrical 3manifolds. 2018, arXiv:1802.04423.
[5] Y. Benoist and J.-F. Quint, Mesures stationnaires et fermés invariants des espaces homogènes. Ann. of Math. (2) 174 (2011), no. 2, 1111-1162.
[6] Y. Benoist and J.-F. Quint, Stationary measures and invariant subsets of homogeneous spaces (II). J. Amer. Math. Soc. 26 (2013), no. 3, 659-734.
[7] Y. Benoist and J.-F. Quint, Stationary measures and invariant subsets of homogeneous spaces (III). Ann. of Math. (2) 178 (2013), no. 3, 1017-1059.
[8] E. Bombieri and W. Gubler, Heights in diophantine geometry. New Math. Monogr., Cambridge University Press, 2006.
[9] A. Borel and G. Prasad, Finiteness theorems for discrete subgroups of bounded covolume in semi-simple groups. Publ. Math. Inst. Hautes Études Sci. 69 (1989), 119-171.
[10] J. Bourgain, The discretized sum-product and projection theorems. J. Anal. Math. 112 (2010), 193-236.
[11] J. Bourgain, A quantitative Oppenheim theorem for generic diagonal quadratic forms. Israel J. Math. 215 (2016), no. 1, 503-512.
[12] J. Bourgain, A. Furman, E. Lindenstrauss, and S. Mozes, Stationary measures and equidistribution for orbits of nonabelian semigroups on the torus. J. Amer. Math. Soc. 24 (2011), no. 1, 231-280.
[13] J. Bourgain and A. Gamburd, On the spectral gap for finitely-generated subgroups of SU(2). Invent. Math. 171 (2008), no. 1, 83-121.
[14] J. Bourgain and A. Gamburd, Uniform expansion bounds for Cayley graphs of $\mathrm{SL}_{2}\left(\mathbb{F}_{p}\right)$. Ann. of Math. (2) 167 (2008), no. 2, 625-642.
[15] W. D. Brownawell, Local Diophantine Nullstellen inequalities. J. Amer. Math. Soc. 1 (1988), no. 2, 311-322.
[16] M. Burger, Horocycle flow on geometrically finite surfaces. Duke Math. J. 61 (1990), no. 3, 779-803.
[17] M. Burger and P. Sarnak, Ramanujan duals. II. Invent. Math. 106 (1991), no. 1, 1-11.
[18] P. Buterus, F. Götze, T. Hille, and G. Margulis, Distribution of values of quadratic forms at integral points. 2019, arXiv:1004.5123.
[19] L. Clozel, Démonstration de la conjecture $\tau$. Invent. Math. 151 (2003), no. 2, 297-328.
[20] S. G. Dani, Invariant measures of horospherical flows on noncompact homogeneous spaces. Invent. Math. 47 (1978), no. 2, 101-138.
[21] S. G. Dani, Invariant measures and minimal sets of horospherical flows. Invent. Math. 64 (1981), no. 2, 357-385.
[22] S. G. Dani, On orbits of unipotent flows on homogeneous spaces. Ergodic Theory Dynam. Systems 4 (1984), no. 1, 25-34.
[23] S. G. Dani, On orbits of unipotent flows on homogeneous spaces. II. Ergodic Theory Dynam. Systems 6 (1986), no. 2, 167-182.
[24] S. G. Dani, Orbits of horospherical flows. Duke Math. J. 53 (1986), no. 1, 177-188.
[25] S. G. Dani and G. A. Margulis, Values of quadratic forms at primitive integral points. Invent. Math. 98 (1989), no. 2, 405-424.
[26] S. G. Dani and G. A. Margulis, Orbit closures of generic unipotent flows on homogeneous spaces of $\operatorname{SL}(3, \mathbb{R})$. Math. Ann. 286 (1990), no. 1-3, 101-128.
[27] S. G. Dani and G. A. Margulis, Asymptotic behaviour of trajectories of unipotent flows on homogeneous spaces. Proc. Indian Acad. Sci. Math. Sci. 101 (1991), no. 1, 1-17.
[28] S. G. Dani and G. A. Margulis, Limit distributions of orbits of unipotent flows and values of quadratic forms. I. M. Gelfand Seminar, Adv. Soviet Math. 16 (1993), part. 1, 91-137. Amer. Math. Soc., Providence, RI.
[29] W. Duke, Z. Rudnick, and P. Sarnak, Density of integer points on affine homogeneous varieties. Duke Math. J. 71 (1993), no. 1, 143-179.
[30] M. Einsiedler, A. Katok, and E. Lindenstrauss, Invariant measures and the set of exceptions to Littlewood's conjecture. Ann. of Math. (2) $\mathbf{1 6 4}$ (2006), no. 2, 513-560.
[31] M. Einsiedler, G. Margulis, A. Mohammadi, and A. Venkatesh, Effective equidistribution and property ( $\tau$ ). J. Amer. Math. Soc. 33 (2020), no. 1, 223-289.
[32] M. Einsiedler, G. Margulis, and A. Venkatesh, Effective equidistribution for closed orbits of semisimple groups on homogeneous spaces. Invent. Math. 177 (2009), no. 1, 137-212.
[33] M. Einsiedler and A. Mohammadi, Effective arguments in unipotent dynamics. In Dynamics, geometry, number theory: the impact of Margulis on modern mathematics, The University of Chicago Press, 2022.
[34] M. Einsiedler, R. Rühr, and P. Wirth, Distribution of shapes of orthogonal lattices. Ergodic Theory Dynam. Systems 39 (2019), no. 6, 1531-1607.
[35] M. Einsiedler and P. Wirth, Effective equidistribution of closed hyperbolic surfaces on congruence quotients of hyperbolic spaces. In Dynamics, geometry, number theory: the impact of Margulis on modern mathematics, The University of Chicago Press, 2022.
[36] J. S. Ellenberg and A. Venkatesh, Local-global principles for representations of quadratic forms. Invent. Math. 171 (2008), no. 2, 257-279.
[37] A. Eskin, G. Margulis, and S. Mozes, Upper bounds and asymptotics in a quantitative version of the Oppenheim conjecture. Ann. of Math. (2) 147 (1998), no. 1, 93-141.
[38] A. Eskin, G. Margulis, and S. Mozes, Upper bounds and asymptotics in a quantitative version of the Oppenheim conjecture. Ann. of Math. (2) 147 (1998), no. 1, 93-141.
[39] A. Eskin and C. McMullen, Mixing, counting, and equidistribution in lie groups. Duke Math. J. 71 (1993), no. 1, 181-209.
[40] A. Eskin and M. Mirzakhani, Invariant and stationary measures for the $\operatorname{SL}(2, \mathbb{R})$ action on moduli space. Publ. Math. Inst. Hautes Études Sci. 127 (2018), 95-324.
[41] A. Eskin, M. Mirzakhani, and A. Mohammadi, Isolation, equidistribution, and orbit closures for the $\operatorname{SL}(2, \mathbb{R})$ action on moduli space. Ann. of Math. (2) $\mathbf{1 8 2}$ (2015), no. 2, 673-721.
[42] A. Eskin, M. Mirzakhani, and A. Mohammadi, Effective counting of simple closed geodesics on hyperbolic surfaces. 2021, arXiv:1905.04435.
[43] A. Eskin and H. Oh, Representations of integers by an invariant polynomial and unipotent flows. Duke Math. J. 135 (2006), no. 3, 481-506.
[44] D. Fisher, J.-F. Lafont, N. Miller, and M. Stover, Finiteness of maximal geodesic submanifolds in hyperbolic hybrids. 2018, arXiv:1802.04619.
[45] L. Flaminio and G. Forni, Invariant distributions and time averages for horocycle flows. Duke Math. J. 119 (2003), no. 3, 465-526.
[46] L. Flaminio and G. Forni, Equidistribution of nilflows and applications to theta sums. Ergodic Theory Dynam. Systems 26 (2006), no. 2, 409-433.
[47] H. Furstenberg, Noncommuting random products. Trans. Amer. Math. Soc. 108 (1963), 377-428.
[48] H. Furstenberg, The unique ergodicity of the horocycle flow. In Recent advances in topological dynamics (Proc. Conf., Yale Univ., New Haven, Conn., 1972; in honor of Gustav Arnold Hedlund), pp. 95-115, Lecture Notes in Math. 318, 1973.
[49] A. Gamburd, D. Jakobson, and P. Sarnak, Spectra of elements in the group ring of SU(2). J. Eur. Math. Soc. (JEMS) 1 (1999), no. 1, 51-85.
[50] E. Glasner, Ergodic theory via joinings. Math. Surveys Monogr. 101, American Mathematical Society, Providence, RI, 2003.
[51] A. Gorodnik, F. Maucourant, and H. Oh, Manin's and Peyre's conjectures on rational points and adelic mixing. Ann. Sci. Éc. Norm. Supér. (4) 41 (2008), no. 3, 383-435.
[52] A. Gorodnik and H. Oh, Rational points on homogeneous varieties and equidistribution of adelic periods. Geom. Funct. Anal. 21 (2011), no. 2, 319-392.
[53] B. Green and T. Tao, The quantitative behaviour of polynomial orbits on nilmanifolds. Ann. of Math. (2) $\mathbf{1 7 5}$ (2012), no. 2, 465-540.
[54] M. J. Greenberg, Rational points in Henselian discrete valuation rings. Publ. Math. Inst. Hautes Études Sci. 31 (1966), 59-64.
[55] M. J. Greenberg, Strictly local solutions of Diophantine equations. Pacific J. Math. 51 (1974), 143-153.
[56] M. Gromov and I. I. Piatetski-Shapiro, Non-arithmetic groups in Lobachevsky spaces. Publ. Math. Inst. Hautes Études Sci. 66 (1987), 93-103.
[57] W. He and N. de Saxcé, Linear random walks on the torus. 2020, arXiv:1910.13421.
[58] W. He, T. Lakrec, and E. Lindenstrauss, Affine random walks on the torus. 2020, arXiv:2003.03743.
[59] G. A. Hedlund, Fuchsian groups and transitive horocycles. Duke Math. J. 2 (1936), no. 3, 530-542.
[60] H. Iwaniec, On indefinite quadratic forms in four variables. Acta Arith. 33 (1977), no. 3, 209-229.
[61] A. Käenmäki, T. Orponen, and L. Venieri, A Marstrand-type restricted projection theorem in $\mathbb{R}^{3}$. 2017, arXiv:1708.04859.
[62] A. Katz, Quantitative disjointness of nilflows from horospherical flows. 2019, arXiv:1910.04675.
[63] D. Kleinbock and G. Margulis, On effective equidistribution of expanding translates of certain orbits in the space of lattices. In Number theory, analysis and geometry, edited by D. Goldfeld, J. Jorgenson, P. Jones, D. Ramakrishnan, K. Ribet, and J. Tate, pp. 385-396, Springer, Boston, MA, 2012.
[64] D. Y. Kleinbock and G. A. Margulis, Bounded orbits of nonquasiunipotent flows on homogeneous spaces. In Sinal̆'s Moscow Seminar on Dynamical Systems, pp. 141-172, Amer. Math. Soc. Transl. Ser. 2 171, Amer. Math. Soc., Providence, RI, 1996.
[65] D. Y. Kleinbock and G. A. Margulis, Flows on homogeneous spaces and Diophantine approximation on manifolds. Ann. of Math. (2) 148 (1998), no. 1, 339-360.
[66] M. Lee and H. Oh, Orbit closures of unipotent flows for hyperbolic manifolds with Fuchsian ends. 2020, arXiv:1902.06621.
[67] A. Leibman, Pointwise convergence of ergodic averages for polynomial sequences of translations on a nilmanifold. Ergodic Theory Dynam. Systems 25 (2005), no. 1, 201-213.
[68] E. Lindenstrauss, Invariant measures and arithmetic quantum unique ergodicity. Ann. of Math. (2) 163 (2006), no. 1, 165-219.
[69] E. Lindenstrauss and G. Margulis, Effective estimates on indefinite ternary forms. Israel J. Math. 203 (2014), no. 1, 445-499.
[70] E. Lindenstrauss and M. Mirzakhani, Ergodic theory of the space of measured Laminations. Int. Math. Res. Not. 2008 (2008).
[71] E. Lindenstrauss and A. Mohammadi, Polynomial effective density in quotients of $\mathbb{H}^{3}$ and $\mathbb{H}^{2} \times \mathbb{H}^{2}$. 2021, arXiv:2112.14562
[72] E. Lindenstrauss, A. Mohammadi, G. Margulis, and N. Shah, Quantitative behavior of unipotent flows and an effective avoidance principle. 2019, arXiv:1904.00290.
[73] G. A. Margulis, The action of unipotent groups in a lattice space. Mat. Sb. 86 (1971), no. 128, 552-556.
[74] G. A. Margulis, Indefinite quadratic forms and unipotent flows on homogeneous spaces. Dynamical systems and ergodic theory (Warsaw, 1986). Banach Center Publ. 23 (1989), 399-409.
[75] G. Margulis and A. Mohammadi, Quantitative version of the Oppenheim conjecture for inhomogeneous quadratic forms. Duke Math. J. 158 (2011), no. 1, 121-160.
[76] J. Marklof, Pair correlation densities of inhomogeneous quadratic forms. Ann. of Math. (2) 158 (2003), no. 2, 419-471.
[77] D. W. Masser and G. Wüstholz, Fields of large transcendence degree generated by values of elliptic functions. Invent. Math. 72 (1983), no. 3, 407-464.
[78] T. McAdam, Almost-prime times in horospherical flows on the space of lattices. J. Mod. Dyn. 15 (2019), 277-327.
[79] C. T. McMullen, A. Mohammadi, and H. Oh, Geodesic planes in hyperbolic 3manifolds. Invent. Math. 209 (2017), no. 2, 425-461.
[80] C. T. McMullen, A. Mohammadi, and H. Oh, Geodesic planes in the convex core of an acylindrical 3-manifold. 2021, arXiv:1802.03853.
[81] A. Mohammadi, A. S. Golsefidy, and F. Thilmany, Diameter of homogeneous spaces: an effective account. 2018, arXiv:1811.06253.
[82] A. Mohammadi and H. Oh, Matrix coefficients, counting and primes for orbits of geometrically finite groups. J. Eur. Math. Soc. (JEMS) 17 (2015), no. 4, 837-897.
[83] A. Mohammadi and H. Oh, Isolations of geodesic planes in the frame bundle of a hyperbolic 3-manifold. 2020, arXiv:2002.06579.
[84] S. Mozes and N. Shah, On the space of ergodic invariant measures of unipotent flows. Ergodic Theory Dynam. Systems 15 (1995), no. 1, 149-159.
[85] W. Parry, Dynamical systems on nilmanifolds. Bull. Lond. Math. Soc. 2 (1970), 37-40.
[86] G. Prasad, Volumes of $S$-arithmetic quotients of semi-simple groups. Publ. Math. Inst. Hautes Études Sci. 69 (1989), 91-117.
[87] M. S. Raghunathan, Discrete subgroups of Lie groups. Springer, New YorkHeidelberg, 1972.
[88] M. Ratner, On measure rigidity of unipotent subgroups of semisimple groups. Acta Math. 165 (1990), no. 3-4, 229-309.
[89] M. Ratner, On Raghunathan's measure conjecture. Ann. of Math. (2) 134 (1991), no. 3, 545-607.
[90] M. Ratner, Raghunathan's topological conjecture and distributions of unipotent flows. Duke Math. J. 63 (1991), no. 1, 235-280.
[91] P. Sarnak, Asymptotic behavior of periodic orbits of the horocycle flow and Eisenstein series. Comm. Pure Appl. Math. 34 (1981), no. 6, 719-739.
[92] P. Sarnak, Values at integers of binary quadratic forms. In Harmonic analysis and number theory (Montreal, PQ, 1996), pp. 181-203, Conf. Proc., Can. Math. Soc. 21, Amer. Math. Soc., Providence, RI, 1997.
[93] P. Sarnak and A. Ubis, The horocycle flow at prime times. J. Math. Pures Appl. (9) 103 (2015), no. 2, 575-618.
[94] W. Schlag, On continuum incidence problems related to harmonic analysis. J. Funct. Anal. 201 (2003), 480-521.
[95] A. Strömbergsson, On the uniform equidistribution of long closed horocycles. Duke Math. J. 123 (2004), no. 3, 507-547.
[96] A. Strömbergsson, An effective Ratner equidistribution result for $\operatorname{SL}(2, \mathbb{R}) \ltimes \mathbb{R}^{2}$. Duke Math. J. 164 (2015), no. 5, 843-902.
[97] W. A. Veech, Minimality of horospherical flows. Israel J. Math. 21 (1975), no. 2-3, 233-239.
[98] A. Venkatesh, Sparse equidistribution problems, period bounds and subconvexity. Ann. of Math. (2) 172 (2010), no. 2, 989-1094.
[99] T. Wolff, Local smoothing type estimates on $L^{p}$ for large p. Geom. Funct. Anal. 10 (2000), no. 5, 1237-1288.
[100] D. Zagier, Eisenstein series and the Riemann zeta function. In Automorphic forms, representation theory and arithmetic (Bombay, 1979), pp. 275-301, Tata Inst. Fund. Res. Stud. Math. 10, Tata Inst. Fundamental Res., Bombay, 1981.

## AMIR MOHAMMADI

Department of Mathematics, The University of California, San Diego, CA 92093, USA, ammohammadi@ucsd.edu

## STABILITY AND RECURSIVE SOLUTIONS IN HAMILTONIAN PDES

## MICHELA PROCESI


#### Abstract

In this survey we shall consider Hamiltonian dispersive partial differential equations on compact manifolds and discuss the existence, close to an elliptic fixed point, of special recursive solutions, which are superpositions of oscillating motions, together with their stability/instability properties. One can envision such equations as chains of harmonic oscillators coupled with a small nonlinearity, thus one expects a complicated interplay between chaotic and recursive phenomena due to resonances and small divisors, which are studied with methods from KAM theory. We shall concentrate mainly on the stability properties of the fixed point, as well as the existence and stability of quasiperiodic and almost periodic solutions. After giving an overview on the literature, we shall present some promising recent results and discuss possible extensions and open problems.
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## 1. INTRODUCTION

A huge variety of physical systems is modeled by Hamiltonian dispersive partial differential equations (PDEs), such as the nonlinear Schrödinger (NLS) and wave (NLW) equations, Euler and water wave equations, KdV, etc. A good point of view, which has produced many advancements in the last 30 years, is to take a dynamical systems perspective and understand qualitative behavior by studying special invariant objects, such as finite- and infinite-dimensional tori, chaotic and diffusion orbits, etc. This perspective is particularly uselful for PDEs on compact domains, where one expects a complicated interplay between chaotic and recursive phenomena. For concreteness, we shall concentrate on NLS equations on a compact Riemannian manifold $(\mathcal{M}, g)$ without boundary, namely

$$
\begin{equation*}
\mathrm{i} u_{t}-\Delta_{g} u+V(x) u+f\left(|u|^{2}\right) u=0 \tag{NLS}
\end{equation*}
$$

where $f(y)$ is analytic in a neighborhood of zero, with $f(0)=0$, and $V$ is an appropriately regular, real potential $V: \mathcal{M} \rightarrow \mathbb{R}$, so that $u=0$ is an elliptic fixed point.

Of course, (NLS) is still a simplified model, since more physical examples have derivatives in the nonlinearity; this is true for most PDEs modeling hydrodynamics and, indeed, there are results in this more general setting, mostly confined to spheres or flat tori $\mathbb{T}^{n}:=\mathbb{R}^{n} \backslash \mathbb{Z}^{n}$. In fact, in all the results we discuss, we shall impose some simplifying condition, such as choosing simple manifolds (for instance, tori or spheres, or more generally, simple compact Lie groups), and/or simplify the model, for instance, by using a convolution (instead of multiplicative) potential.

In studying the dynamics of (NLS) close to zero, one expects a complicated interplay between chaotic and recursive phenomena, with the qualitative behavior of solutions depending in a subtle way on the geometry of $\mathcal{M}$ and on $V$. For instance, for stability results one typically needs to use $V$ as a "source of parameters," say by modulating $V$ so that the eigenvalues of the elliptic operator $-\Delta_{g}+V$ satisfy some nonresonance conditions (such as lower bounds on the integer combinations of eigenvalues). At the same time, to deal with the nonlinearity, one needs rather precise information on products of eigenfunctions, particularly on the coefficients that give the representation in the eigenfunction basis of the product of two eigenfunctions. As a drawback, it is usually very difficult to get results for a fixed value of $V$, for instance, $V=0$.

Recalling that $-\Delta_{g}+V(x)$ is self-adjoint and with pure point spectrum, let $\left(\psi_{j}\right)_{j \in I}$ be its eigenfunctions ( $I$ is some countable index set) and $\omega_{j}$ the corresponding eigenvalues. Then we pass to the "Fourier side," $u=\sum_{j \in I} u_{j} \psi_{j}$. Writing NLS in terms of this basis, we have an infinite chain of harmonic oscillators coupled by a nonlinear term. It is easily verified that the associated equations are Hamiltonian with respect to the standard symplectic form $\Omega:=\mathrm{i} \sum_{j \in I} d u_{j} \wedge d \bar{u}_{j}$, with Hamiltonian

$$
\begin{equation*}
H_{\mathrm{NLS}}:=\sum_{j \in I} \omega_{j}\left|u_{j}\right|^{2}+P(u), \quad u=\left(u_{j}\right)_{j \in I} \tag{1}
\end{equation*}
$$

where $P$ is a suitable nonlinearity with a zero of order at least four.
If we ignore the nonlinearity, the dynamics is very simple. All the linear actions $\left|u_{j}\right|^{2}$ are constants of motion and the dynamics is $u_{j}(t)=u_{j}(0) e^{\mathrm{i} \omega_{j} t}$, hence all solutions are
superpositions of oscillations. For typical $V$ 's, the linear frequencies $\omega_{j}$ are rationally independent and the solutions live on tori, with dimension depending on the number of nonzero actions.

Now if we take into account the nonlinearity, the $u_{j}$ 's interact, exchanging energy; we want to study how, close to the origin, the dynamics differs from the linear one and over which time scales. To make this quantitative, we fix a phase space $\mathrm{h} \subset L^{2}$ of sufficiently regular functions $\mathcal{M} \rightarrow \mathbb{C}$ (typically, a spectrally defined Sobolev space prescribing sufficiently fast decay of the linear actions $\left|u_{j}\right|^{2}$ as $\left.j \rightarrow \infty\right)$. If h is sufficiently regular then NLS is at least locally well posed and one expects the dynamics to be close to the linear one at least close to zero and for finitely long time.

If we look at a finite-dimensional truncation of (1), then the classical Kolmogorov-Arnold-Moser (KAM) theory gives a rather clear picture: under some (generic) nondegeneracy assumptions, ${ }^{1}$ close to the origin most of the phase space is foliated by Lagrangian invariant tori (with dimension half of that of the phase space). In particular, the system is not ergodic and most initial data give rise to quasiperiodic solutions that densely fill some invariant torus and are, therefore, perpetually stable. ${ }^{2}$ Possible chaotic behavior is restricted outside a set of asymptotically full measure at the origin. Moreover, the origin and the maximal tori are stable, with nearby trajectories staying close for exponentially long times. All the finite-dimensional results strongly depend on the dimension, and one cannot naïvely perform finite-dimensional truncations in (1) and then take limits. In fact, in the infinitedimensional setting, the general picture is so far rather obscure and the main questions still remain unanswered. All linear solutions are perpetually stable and typical ones lie on maximal infinite-dimensional invariant tori. What is their fate under perturbation? Is it still true that typical initial data produce perpetually stable solutions? What are the stability times?

Of course, even the concept of a "typical solution" depends on our choice of the measure on the phase space. Moreover, even at the linear level, simple topological issues such as whether the maximal tori give a foliation, or whether the dynamics on the tori is dense, depend strongly on the choice of the phase space and its topology.

In this survey we discuss some partial answers to these fundamental questions. We concentrate on three issues:

1. Stability of zero. A good way to capture the transfer of energy between Fourier modes is to study the time evolution of the norm $|\cdot|_{h}$; indeed, if h is sufficiently regular, a growth in the norm represents transfers between low and high modes. With this in mind, we take any initial datum $u_{0} \in B_{\delta}(\mathrm{h})$ and give estimates on the time $T(\delta)$ such that the flow $u(t, \cdot)$ of the NLS equation is well defined and belongs to $u_{0} \in B_{2 \delta}(\mathrm{~h})$. A rough estimate ${ }^{3}$ gives $T(\delta) \geq \delta^{-2}$; to get better lower bounds, a good strategy is to find a change of variables on $B_{\delta}(\mathrm{h})$ which conjugates the Hamiltonian to $N+R$, where $N$ is the normal form preserving the norm $|\cdot|_{\mathrm{h}}$ while $R$ is the remainder which is small and affects the dynamics

[^5]over very long times. In constructing such a change of variables, one encounters small divisors, i.e., in their analytic expression one has integer combinations of linear frequencies in the denominator, so a major point will be to impose sufficiently strong irrationality conditions and ensure some lower bounds. This is done by appropriately modulating the external parameters.
2. Small quasiperiodic solutions. We look for special global solutions living on finite-dimensional invariant tori. More precisely, we look for a sufficiently regular map $U$ : $\mathbb{T}^{n} \rightarrow \mathrm{~h}$ and a frequency $\omega \in \mathbb{R}^{n}$ such that $U\left(\mathbb{T}^{n}\right)$ is invariant under the NLS dynamics, which, when restricted to the torus, is the linear translation by $\omega t$. We work close to zero in order to take advantage of the fact that all the solutions of the linearized equation which are supported on finitely many Fourier modes are indeed quasiperiodic. Then starting from such approximately invariant tori, one wishes to prove that nearby there exist truly invariant ones. This is done by iterative approximations using a quadratic scheme. Again one needs to control small divisors by modulating the external parameters (typically, one only needs as many parameters as the dimension of the torus but there are a number of results where one only needs one parameter, or even none). Note that these solutions are very special, even in the case of an integrable PDE they are not typical.
3. Small almost-periodic solutions. Starting from quasiperiodic solutions with an arbitrary number $n$ of frequencies, it is very natural to wonder whether one can pass to the limit as $n \rightarrow \infty$ thus obtaining an almost-periodic solution. Since almost-periodic solutions are "typical" for integrable systems, a main question is how rare such solutions are in a nonintegrable setting. Unfortunately, up to now all results are for PDEs on the circle and show the existence of few and very regular solutions.

Having proved the existence of these special global solutions, an interesting point is to study their stability properties, thus giving an insight on the nearby dynamics for finite but long times. A strategy is to perform changes of variables to put the system in normal form in a neighborhood of the solution. A dual point of view is to look for unstable/chaotic orbits driven by the presence of resonant terms in the nonlinearity.

We shall concentrate on (NLS); however, all the questions described above are tied mainly to the Hamiltonian formulation (1), thus they can be reformulated for PDEs on unbounded domains, when $-\Delta_{g}+V(x)$ has a pure point spectrum $\omega_{j} \rightarrow \infty$. An interesting (and widely studied) example is the harmonic oscillator, namely $\mathcal{M}=\mathbb{R}^{n}$ and $V(x)=|x|^{2}$.

In the next sections we shall give a brief (and necessarily incomplete) survey on the three questions described above, together with some open problems.

## 2. LONG TIME STABILITY

The problem of long-time stability for infinite-dimensional dynamical systems has been studied by many authors, starting from [13] for infinite chains with a finite range coupling. In the PDE context, after the first results in [5,6,28], a breakthrough was in the papers [7,9] where the authors proved polynomial bounds on the stability times for a rather wide class of tame-modulus PDEs depending on parameters. Their result applies to the NLS equations
on tori, where they show that for any $\mathrm{N} \gg 1$ there exist many values of the parameters for which any $\delta$-small initial datum in $H^{p}$ (with $p=p(\mathrm{~N})$ tending to infinity as $\mathrm{N} \rightarrow \infty$ ) stays $2 \delta$ small for times $T \geq C(\mathrm{~N}, p) \delta^{-\mathrm{N}}$.

An interesting question is how such results perform in applications to PDEs with derivatives in the nonlinearity; a series of results in this direction were proved for the KleinGordon equation on Zoll manifolds in [8,41-43]. The method developed in these papers, based on a good control of the small divisors, together with ideas from paradifferential calculus, does not apply to the case where the PDE has a superlinear dispersion relation.

Recently there has been a lot of progress regarding ${ }^{4}$ quasilinear and fully nonlinear PDEs on $\mathcal{M}=\mathbb{S}^{1}$, we mention [20,21] on the water waves and [52] for quasilinear NLS. Regarding higher-dimensional quasilinear PDEs, we mention [50,53] for Klein-Gordon and Schrödinger equations on higher-dimensional tori. While most results deal with parameter families of PDEs (and hold for most values of the parameters), we mention [14] on perturbations of the integrable 1D NLS.

If one wants to go beyond polynomial bounds, up to now the literature is restricted to PDEs on tori, with initial data which are at least $C^{\infty}$. In [47] the authors considered the case of analytic initial data and proved subexponential bounds of the form $T \geq e^{c \ln \left(\frac{1}{\delta}\right)^{1+\beta}}$ for classes of NLS equations in $\mathbb{T}^{d}$. Such bounds have been discussed also in [25,36] in Gevrey class for the 1D NLS.

In order to describe the results more in detail, let us restrict to the simplest possible case of a translation invariant NLS with a convolution potential when $\mathcal{M}=\mathbb{S}^{1}$ so the Fourier decomposition is $u(x)=\sum_{j \in \mathbb{Z}} u_{j} e^{\mathrm{i} j x}$. We consider
$\mathrm{i} u_{t}-u_{x x}+V \star u+f\left(|u|^{2}\right) u=0, \quad V \star u:=\sum_{j \in \mathbb{Z}} u_{j} V_{j} e^{\mathrm{i} j x}, \quad\left(V_{j}\right)_{j \in \mathbb{Z}} \in \ell^{\infty}(\mathbb{Z}, \mathbb{R})$,
so the NLS Hamiltonian (1) has frequencies $\omega_{j}=\omega_{j}(V)=j^{2}+V_{j}$ and $P:=$ $\int_{\mathbb{T}} F\left(|u(x)|^{2}\right) d x$ with $F(y):=\int_{0}^{y} f(s) d s$. An important feature is that the equation now has two constants of motion

$$
L=\sum_{j \in \mathbb{Z}}\left|u_{j}\right|^{2}, \quad M=\sum_{j \in \mathbb{Z}} j\left|u_{j}\right|^{2},
$$

corresponding respectively to gauge invariance $u(x) \rightarrow e^{i \tau} u(x)$ and translation invariance $u(x) \rightarrow u(x+\tau)$.

As we have explained before, the stability results depend on imposing sufficiently good nonresonance conditions, otherwise one can produce counterexamples where the actions have a fast drift; see, for instance, [57]. For this purpose, we shall assume a very strong condition, proposed by Bourgain in [32], which is tailored to 1D PDEs and gives good estimates for many choices of the phase space. More precisely, recalling that $\omega_{j}(V)=j^{2}+V_{j}$,

4 We say that a PDE is semilinear if the highest order derivatives occur in the linear part, quasilinear if the same order derivatives appear in the linear and nonlinear parts but with degree one, otherwise fully nonlinear if the highest derivative has degree higher than one.
for $\gamma>0$ we define the set of Diophantine frequencies

$$
\begin{equation*}
\mathrm{D}_{\gamma}:=\left\{V \in\left[-\frac{1}{2}, \frac{1}{2}\right]^{\mathbb{Z}}:|\omega(V) \cdot \ell|>\gamma \prod_{j \in \mathbb{Z}} \frac{1}{1+\left|\ell_{j}\right|^{2}\langle j\rangle^{2}}, \forall \ell \in \mathbb{Z}^{\mathbb{Z}}: 0<|\ell|<\infty\right\} . \tag{3}
\end{equation*}
$$

It results (see $[25,31]$ ) that $\mathrm{D}_{\gamma}$ is large with respect to the natural probability product measure on $\left[-\frac{1}{2}, \frac{1}{2}\right]^{\mathbb{Z}}$. From now on we shall assume that $V \in \mathrm{D}_{\gamma}$.

Theorem 1 (Sobolev stability, [9]). For any plarge enough and any initial datum $u(0)=u_{0}$ satisfying

$$
\begin{equation*}
\left|u_{0}\right|_{H^{p}}:=\left|u_{0}\right|_{L^{2}}+\left|\partial_{x}^{p} u_{0}\right|_{L^{2}} \leq \delta \leq \delta_{0} \sim p^{-3 p}, \tag{4}
\end{equation*}
$$

the solution $u(t)$ of $(N L S)_{V}$ with initial datum $u(0)=u_{0}$ exists and satisfies

$$
\begin{equation*}
|u(t)|_{H_{p}} \leq 4 \delta \quad \text { for all times }|t| \leq T \sim p^{-5 p} \delta^{-\frac{2(p-1)}{\tau_{s}}} . \tag{5}
\end{equation*}
$$

An interesting feature of this result is that the stability time is related to the regularity. The estimates given here are those for (2) with the Diophantine conditions (3); however, a similar phenomenon appears in all the known literature.

Let us now increase the regularity and consider Gevrey initial data, let us fix $0<$ $\theta<1$, and define the function space

$$
\begin{equation*}
\mathrm{H}_{s, a}:=\left\{u(x)=\sum_{j \in \mathbb{Z}} u_{j} e^{\mathrm{i} j x} \in L^{2}:|u|_{s, a}^{2}:=\sum_{j \in \mathbb{Z}}\left|u_{j}\right|^{2}\langle j\rangle^{2} e^{2 a|j|+2 s\langle j\rangle^{\theta}}<\infty\right\} \tag{6}
\end{equation*}
$$

with the assumption $a \geq 0, s>0$. We remark that if $a>0$, this is a space of analytic functions, while if $a=0$ the functions have Gevrey regularity.

Theorem 2 (Gevrey stability, [25,36]). Fix any $a \geq 0, s>0$. For any $u_{0}$ such that

$$
\left|u_{0}\right|_{s, a} \leq \delta \leq \delta_{0} \ll 1,
$$

the solution $u(t)$ of (2) with initial datum $u(0)=u_{0}$ exists and satisfies

$$
|u(t)|_{s, a} \leq 2 \delta \quad \text { for all times }|t| \leq \frac{\mathrm{T}_{0}}{\delta^{2}} e^{\left(\ln \frac{\delta_{0}}{\delta}\right)^{1+\theta / 4}}
$$

As can be expected, as $s \rightarrow 0$ one has $\delta_{0}, T_{0}^{-1} \rightarrow 0$, on the other hand, modulating the parameter $a$ does not give significantly improved bounds. This leads to two very natural questions: Can one get better bounds for analytic initial data? Conversely, can we lower the regularity still obtaining superpolynomial stability times?

A reasonable strategy for tackling the second question is proposed in [25] where we discussed a BNF approach for (2) on abstract weighted functions spaces. Given a positive sequence $\mathrm{w}=\left(\mathrm{w}_{j}\right)_{j \in \mathbb{Z}}$, with $1 \leq \mathrm{w}_{j} \nearrow \infty$, let us consider the Hilbert space

$$
\begin{equation*}
\ell_{\mathrm{w}}^{2}:=\left\{u:=\left(u_{j}\right)_{j \in \mathbb{Z}} \in \ell^{2}(\mathbb{C}):|u|_{\mathrm{w}}^{2}:=\sum_{j \in \mathbb{Z}} \mathrm{w}_{j}^{2}\left|u_{j}\right|^{2}<\infty\right\} . \tag{7}
\end{equation*}
$$

By the Fourier transform, such spaces identify corresponding function spaces of periodic functions. For instance, if $\mathrm{w}_{j}=\langle j\rangle^{p}$, then ${ }^{5} \mathscr{F}\left(\ell_{\mathrm{w}}^{2}\right)$ identifies with the Sobolev space $H_{p}$. Similarly, if $\mathrm{w}_{j}:=\langle j\rangle e^{a|j|+s\langle j\rangle^{\theta}}$, we are in the Gevrey/analytic case of $H_{s, a}$.
$5 \quad$ The Fourier transform $\mathcal{F}$ identifies sequences with functions $\mathcal{F}\left(\left(u_{j}\right)_{j \in \mathbb{Z}}\right)=\sum_{j \in \mathbb{Z}} u_{j} e^{\mathrm{i} j x}$.

In this context we gave some computationally heavy, but very explicit conditions on w which ensure that a BNF theorem can be applied and allows computing the stability times. We concentrated on the two cases above, but if one runs the same computations with $\mathrm{w}_{j}:=\langle j\rangle e^{p \log (1+\langle j\rangle)^{2}}$ then one gets times of order $\delta^{-\ln \ln \left(\delta^{-1}\right)}$.

It would be interesting to understand whether such bounds are optimal. A natural strategy would be to construct solutions to (NLS) whose Sobolev norm increases in time. There has been a lot of interest in this question and in particular on whether one can construct solutions whose norm becomes arbitrarily large, or even diverges as $t \rightarrow \infty$. A mechanism for ensuring finite, but arbitrarily large growth was constructed in [33] for the cubic parameterless NLS on $\mathbb{T}^{2}$ (see also [61] for the noncubic case and [59] for a case with convolution potential). The idea is to look for solutions which are approximately supported on Fourier modes $\varsigma \subset \mathbb{Z}^{2}$ which are resonant (i.e., some linear combinations of $\omega_{j}$ 's with $j \in S$ are zero or very small). Then the interactions between Fourier modes due to the nonlinearity become dominant and the Sobolev norm varies. The very beautiful approach of [33] seems strongly tied to the NLS equation, if one only wants to find solutions which only, say, double their Sobolev norm then there are more robust mechanisms. One idea, see [63], is to prove the existence of secondary tori which transfer energy between two sets of Fourier modes periodically in time. Another very interesting approach, see [58], is to construct chaotic orbits generalizing "Arnold diffusion" to infinite dimension.

### 2.1. Questions and open problems

Q1. Can one obtain stability times on a fixed Sobolev space $H_{p}$, with $T(\delta)$ growing faster than polynomially as $\delta \rightarrow 0$ ?

Q2. Can one prove stability for most $V$ for the NLS with a multiplicative potential? This was considered in [9]. However, in order to obtain a stability time of order $\delta^{-N}$, the authors had to restrict the potential to a small ball (in an appropriate norm) with radius going to zero as $\mathrm{N} \rightarrow \infty$. The delicate point here is what kind of irrationality conditions can be imposed on the linear frequencies $\omega_{j}$, which in this case are the periodic spectrum of the Sturm-Liouville operator $-\partial_{x x}+V(x)$ where $V$ is an analytic function.

Q3. Can one extend the stability results to general manifolds in higher dimension?
Q4. Can one extend the subexponential Gevrey bounds to quasilinear PDEs?
Q5. What kind of bounds can be given on instability times?

### 2.2. An idea of the strategies

To conclude this section, let us briefly illustrate the Birkhoff normal form procedure in its simplest form applied to (2). For this purpose, we consider an analytic translationinvariant Hamiltonian written as an absolutely convergent power series

$$
\begin{equation*}
H(u)=\sum_{(\alpha, \beta) \in \mathcal{M}} H_{\alpha, \beta} u^{\alpha} \bar{u}^{\beta}, \quad u^{\alpha}:=\prod_{j \in \mathbb{Z}} u_{j}^{\alpha_{j}}, \tag{8}
\end{equation*}
$$

where $\mathcal{M}:=\left\{(\alpha, \beta) \in \mathbb{N}^{\mathbb{Z}} \times \mathbb{N}^{\mathbb{Z}}| | \alpha\left|=|\beta|<+\infty, \sum_{j \in \mathbb{Z}} j\left(\alpha_{j}-\beta_{j}\right)=0\right\}\right.$, satisfying the reality condition $H_{\alpha, \beta}=\bar{H}_{\beta, \alpha}, \forall(\alpha, \beta) \in \mathcal{M}$.

Given a Hamiltonian as in (8), we denote by $X_{H}$ its Hamiltonian vector field with respect to the symplectic form $\Omega:=\mathrm{i} \sum_{j \in I} d u_{j} \wedge d \bar{u}_{j}$. We say that $H \in \mathscr{H}_{r}\left(\ell_{\mathrm{w}}^{2}\right)$ for $r>0$ if the Hamiltonian vector field $X_{\underline{H}}$ of the Cauchy majorant of the Hamiltonian is a bounded analytic map $B_{r}\left(\ell_{\mathrm{w}}^{2}\right) \rightarrow \ell_{\mathrm{w}}^{2}$ :

$$
\begin{equation*}
|H|_{r, \ell_{w}^{2}}:=\frac{1}{r}\left(\sup _{|u|_{\ell_{w}^{2} \leq r} \leq r}\left|X_{\underline{H}}\right|_{\ell_{w}^{2}}\right)<\infty, \quad \underline{H}(u):=\sum_{(\alpha, \beta) \in \mathcal{M}}\left|H_{\alpha, \beta}\right| u^{\alpha} \bar{u}^{\beta} . \tag{9}
\end{equation*}
$$

The space $\mathscr{H}_{r}\left(\ell_{\mathrm{w}}^{2}\right)$ is closed with respect to Poisson brackets and, moreover, if $S \in \mathscr{H}_{r}\left(\ell_{\mathrm{w}}^{2}\right)$ has a sufficiently small norm then it generates a well-defined time-one flow $B_{r}\left(\ell_{\mathrm{w}}^{2}\right) \rightarrow \ell_{\mathrm{w}}^{2}$. Finally, we say that a Hamiltonian $H$ has scaling (degree) $\mathrm{d}(H) \geq \mathrm{dif}^{6}$

$$
H=\sum_{(\alpha, \beta) \in \mathcal{M}:|\alpha|+|\beta| \geq d+2} H_{\alpha, \beta} u^{\alpha} \bar{u}^{\beta} ;
$$

note that the scaling degree is additive with respect to Poisson brackets.
Now we recall that the NLS Hamiltonian (1) has the form $H=D_{\omega}+P$ with $P$ of scaling $\geq 2$ and $D_{\omega}:=\sum_{j \in \mathbb{Z}} \omega_{j}\left|u_{j}\right|^{2}$ having scaling zero.

Let us conjugate $H$ by the time-one flow $\Phi_{S}^{1}$ with generating Hamiltonian $S$. Denoting $^{7} \operatorname{ad}_{S}: H \mapsto\{S, H\}$, the Lie exponentiation formula reads

$$
H \circ \Phi_{S}^{1}=e^{\{S, \cdot\}} H=D_{\omega}+P+\left\{S, D_{\omega}\right\}+\sum_{h=2}^{\infty} \frac{\operatorname{ad}_{S}^{h-1}}{h!}\left\{S, D_{\omega}\right\}+\sum_{k=1}^{\infty} \frac{\operatorname{ad}_{S}^{k}}{k!} P .
$$

Now at least at the level of formal power series, the last two summands have scaling $\geq 4$ (just by the additivity of the scaling degree), so our goal is to cancel the term $P+\left\{S, D_{\omega}\right\}$ (which has scaling $\geq 2$ ) up to a remainder which is either action preserving or of scaling $\geq 4$. Let

$$
\begin{equation*}
\mathcal{R}_{r}\left(\ell_{\mathrm{w}}^{2}\right):=\left\{H \in \mathscr{H}_{r}\left(\ell_{\mathrm{w}}^{2}\right) \mid H=\sum_{\alpha \neq \beta} H_{\alpha, \beta} u^{\alpha} \bar{u}^{\beta}\right\} \tag{10}
\end{equation*}
$$

introduce the decomposition $\mathscr{H}_{r}\left(\ell_{\mathrm{w}}^{2}\right)=\mathcal{R}_{r}\left(\ell_{\mathrm{w}}^{2}\right) \oplus \mathcal{K}_{r}\left(\ell_{\mathrm{w}}^{2}\right)$ and the continuous projections $\Pi_{\mathcal{K}} H:=\sum_{\alpha=\beta} H_{\alpha, \beta} u^{\alpha} \bar{u}^{\beta}, \Pi_{\mathcal{R}} H:=\sum_{\alpha \neq \beta} H_{\alpha, \beta} u^{\alpha} \bar{u}^{\beta}$. Now all Hamiltonians in $\mathcal{K}_{r}\left(\ell_{\mathrm{w}}^{2}\right)$ are action preserving while for any $R \in \mathcal{R}_{r}\left(\ell_{\mathrm{w}}^{2}\right)$, at least formally, one has

$$
R+\left\{S, D_{\omega}\right\}=0 \quad \Leftrightarrow \quad S=-\mathrm{i} \sum_{(\alpha, \beta) \in \mathcal{M}} \frac{R_{\alpha, \beta}}{\omega \cdot(\alpha-\beta)} u^{\alpha} \bar{u}^{\beta}
$$

this is called the "homological equation." Thus we choose $S_{0}$ so that $\left\{S_{0}, D_{\omega}\right\}+\Pi_{\mathcal{R}} P=0$ and, provided that we can show that it is well defined and has a sufficiently small norm, we have found a change of variables $e^{\text {ads } s_{0}}: D_{\omega}+P \rightsquigarrow D_{\omega}+Z_{1}+P_{1}$ where $Z$ is action

[^6]preserving and now $P_{1}$ has scaling $\geq 4$. Following the same scheme, if we choose $S_{1}$ so that $\left\{S_{1}, D_{\omega}\right\}+\Pi_{\mathcal{R}} P_{1}=0$ and again $S_{1}$ has sufficiently small norm then, composing the two changes of variables, we conjugate $D_{\omega}+P \leadsto D_{\omega}+Z_{2}+P_{2}$ where now $P_{2}$ has scaling $\geq 6$.

Assuming that $P \in \mathscr{H}_{r_{0}}\left(\ell_{\mathrm{w}_{0}}^{2}\right)$, for some $r_{0}$, $\mathrm{w}_{0}=\left(\mathrm{w}_{0}, j\right)_{j \in \mathbb{Z}}$, does not imply that $S_{1}, S_{2}$ are such. We have reduced the problem to finding a correct weighted space such that $S_{1}, S_{2} \in \mathscr{H}_{r}\left(\ell_{\mathrm{W}}^{2}\right)$ for $r$ small. Note that since they have scaling $\geq 2$ and $\geq 4$, respectively, once $S_{1}, S_{2}$ are well defined their norm can be made arbitrarily small by just taking $r$ small.

Let us consider the simple example of $\mathrm{w}=\mathrm{w}_{s}=\left(\langle j\rangle^{2} e^{s(j\rangle^{\theta}}\right)_{j \in \mathbb{Z}}$. Direct computations show that $P \in \mathscr{H}_{r_{0}}\left(\ell_{\mathrm{w}_{0}}^{2}\right)$, for some $r_{0}>0$. Now there are two key points:

Immersions. If $H \in \mathscr{H}_{r_{0}}\left(\ell_{\mathrm{w}_{0}}^{2}\right)$ then $H \in \mathscr{H}_{r}\left(\ell_{\mathrm{w}_{s}}^{2}\right)$ for all $r \leq r_{0}$ and $s \geq 0$ and the norm is decreasing in $s$ and increasing in $r$.

Homological equation. If $R \in \mathscr{H}_{r}\left(\ell_{\mathrm{w}_{s}}^{2}\right)$ then the solution $S$ of the homological equation belongs to $\mathscr{H}_{r}\left(\ell_{\mathrm{w}_{s+\sigma}}^{2}\right)$ for all $\sigma>0$ and

$$
\begin{equation*}
|S|_{\ell_{w_{s}+\sigma}^{2}} \leq e^{C \sigma^{-\frac{3}{\theta}}}|R|_{\ell_{w_{s}}^{2}} \tag{11}
\end{equation*}
$$

Thus for any given $\sigma>0$, there exists $r_{2}$ such that, for $|r| \leq r_{2}$, both $S_{1}, S_{2}$ are well defined and small and the composition of their time-one flows maps $B_{r}\left(\ell_{\mathrm{w}_{2 \sigma}}^{2}\right) \rightarrow \ell_{\mathrm{w}_{2 \sigma}}^{2}$. This gives all the necessary estimates and one can repeat this procedure N times. At the end, for $|r| \leq$ $r_{\text {fin }}$, we get a change of variables $B_{r}\left(\ell_{W_{N O}}^{2}\right) \rightarrow \ell_{W_{N \sigma}}^{2}$ which conjugates the Hamiltonian to $D_{\omega}+Z_{\mathrm{N}}+R_{\mathrm{N}}$ where $Z_{\mathrm{N}}$ depends only on the actions and $R_{\mathrm{N}}$ has scaling $2 \mathrm{~N}+2$. Of course, we have also estimates on the norms of $Z_{\mathrm{N}}, R_{\mathrm{N}}$, and $R_{\mathrm{N}} \sim r^{2 \mathrm{~N}+2}$. Now if we want a stability estimate in $\ell_{\mathrm{w}_{s}}^{2}$, we first leave N as a free parameter and fix $\sigma=s \mathrm{~N}^{-1}$. This gives a stability estimate $\sim r^{-(2 \mathbb{N}+2)}$. Finally, by optimizing N, one gets the subexponential bounds. Now if we take any weight $w$ and follow the same strategy, we only need to verify the immersions and control the homological equation, this is what we do in [25].

The main difference in the Sobolev case is that in solving the homological equation, if $R \in \mathscr{H}\left(\ell_{\mathrm{w}}^{2}\right)$ with $\mathrm{w}_{j}=\langle j\rangle^{p}$, then $S \in \mathscr{H}\left(\ell_{\mathrm{w}^{\prime}}^{2}\right)$ with $\mathrm{w}_{j}^{\prime}=\langle j\rangle^{p+\tau}$ with $\tau$ fixed. This is a typical feature in the setting with finite regularity, in this context it produces the relation between stability time appearing in [9].

## 3. QUASIPERIODIC SOLUTIONS

There is by now a vast literature on quasiperiodic solutions for NLS (mainly confined to the case when $\mathcal{M}$ is a torus or a sphere), covering also PDEs without external parameters and quasilinear PDEs. The first results in this direction (in the early 1990s, we mention, for example, Kuksin, Wayne, Craig, Bourgain, Pöschel) were for semilinear 1D PDEs with with periodic or Dirichlet boundary conditions. There were essentially two approaches, both quadratic iteration schemes generalizing Newton's steepest descent method:
(1) Extend KAM theory of elliptic tori to the infinite-dimensional setting (see [67-70,73,80]) thus proving not only existence but also linear stability.

This amounts to looking for an analytic symplectic change of variables which conjugates the Hamiltonian to a normal form where the invariant torus is flat, namely there exist a set of indexes $\mathcal{S} \subset \mathbb{Z}$ of cardinality $n$ and a set of symplectic variables such that the torus in these variables is $u_{j}=0$ for all $j \notin S$ and $\left|u_{j}\right|=$ const. for $j \in S$. Finally, the dynamics on the torus is a linear translation (with Diophantine frequency) and linearized dynamics in the normal directions to the torus is diagonal and elliptic.
(2) Look for the torus embedding $U: \mathbb{T}^{n} \mapsto \mathrm{~h}$ (the phase space) as the solution of a nonlinear functional equation $F(U)=0$. Apply a Newton method to construct successive approximations, provided that one has some control on the left inverse for the linearized operator $\mathrm{d} F(U)$ at an approximate quasiperiodic solution. The main difficulty is that $\mathrm{d} F(U)$ is a small perturbation of a diagonal operator whose spectrum accumulates to zero, thus there is a small divisor problem which is dealt with by a multiscale analysis. This is the so-called Craig-Wayne-Bourgain (CWB) approach, see $[28,40]$ and the papers $[16,18]$ for a more modern point of view. Of course, these two approaches have many similarities and can be combined in an effective way; see, for instance, [17].

To make the statements more concrete, let us restrict to the NLS equation (2). We fix a set $S \subset \mathbb{Z}$ of cardinality $n$ and assume, for simplicity, that $V_{j}=0$ for all $j \notin S$; finally, we fix an appropriate phase space (say, $\ell_{\mathrm{w}}^{2}$ for some weight, e.g., $\mathrm{w}_{j}=\langle j\rangle$ ). We look for solutions close to the $n$-dimensional approximately invariant torus $\mathcal{T}_{n}$ such that $\left|u_{j}\right|=0$ for all $j \notin S$ and $\left|u_{j}\right|^{2}=I_{j}>0$ otherwise. In a neighborhood of such torus, we can pass to "elliptic-action angle variables" $\chi:(\theta, y, z) \rightarrow u$, with $u_{j}=\sqrt{I_{j}+y_{j}} e^{\mathrm{i} \theta_{j}}$, for $j \in S$ while $z_{j}=u_{j}$ for $j \notin S$. In these variables the NLS Hamiltonian reads

$$
\begin{equation*}
H_{\mathrm{NLS}}=\sum_{j \in \mathcal{S}}\left(j^{2}+V_{j}\right) y_{j}+\sum_{j \notin \mathcal{S}} j^{2}\left|u_{j}\right|^{2}+\mathcal{P} . \tag{12}
\end{equation*}
$$

Now the KAM scheme ensures, for many values of $V$, the existence of a bounded symplectic change of variables, defined in a neighborhood of $\mathcal{T}_{n}$, which conjugates the Hamiltonian to

$$
\begin{equation*}
\widetilde{\omega}(V) \cdot y+\sum_{j \in \mathbb{Z} \backslash \mathcal{S}} \Omega_{j}(V)\left|z_{j}\right|^{2}+\mathcal{P}_{\text {fin }}, \quad \mathcal{P}_{\text {fin }}=O\left(y^{2}+y z+z^{3}\right) \tag{13}
\end{equation*}
$$

where $\widetilde{\omega}, \Omega$ are appropriate real functions of $V$. This means not only that $\mathcal{T}_{n}$ is now invariant, but also that the dynamics in the normal directions $z_{j}$ is (at least at the linear level) the rotation by $e^{\mathrm{i} \Omega_{j} t}$.

Conversely, with the CWB method one can conjugate the NLS Hamiltonian to a normal form like (12), but where the quadratic terms in $z$ are neither diagonal nor independent of $\theta$.

While the first approach is technically simpler and gives a stronger result, it requires stronger hypotheses which give some control on the difference of distinct eigenvalues of the linearized equation at an approximately invariant torus, that are not verified for many physically interesting PDEs. Indeed, in the case of manifolds of dimension greater than one, the first results were by the CWB method, we mention, for instance, [29,31] for the NLS on tori and [19] for a forced NLS on simple compact Lie groups.

Regarding linear stability issues, note that if one proves existence of solutions (via CWB) then one can prove the linear stability a posteriori, for instance, by proving that the PDE linearized at the quasiperiodic solution is "reducible," i.e., can be conjugated to constant coefficients (or even diagonalized) via a time quasiperiodic change of variables on the phase space. Then the stability can be inferred by solving the linear dynamics, which becomes trivial. In this setting if one wants to conjugate via a close to identity change of variables (since the solution is small, the linearized operator is close to diagonal, and one hopes to apply some perturbative argument), one has to deal with small divisors related to the differences of eigenvalues, just as in the KAM case. This is just like diagonalization algorithms for finitedimensional matrices close to a diagonal one, where one needs distinct eigenvalues in order to apply perturbative arguments. Of course, in infinite dimension, differences of eigenvalues may also accumulate to zero (and typically do in our setting), so the best hope is to impose some nonuniform lower bound. Thus, proving linear stability for the solutions of PDEs in dimension higher than one is typically a rather difficult question, due to the multiplicity of the eigenvalues, the idea is to introduce a partition of the eigenvalues into clusters so that one has control on the difference of eigenvalues in different clusters while the dynamics inside a cluster is stable.

A breakthrough was in $[44,45$ ] where the authors proved reducibility for the NLS equation with a convolution potential on $\mathbb{T}^{d}$. This requires a subtle analysis and the introduction of the class of Töplitz-Lipschitz functions. Their approach is based on a good control of the asymptotics of eigenvalues of operators of the form $-\Delta+V(x, \omega t)$ where $V$ is periodic in all its variables and $x \in \mathbb{T}^{d}$, see also [12] for a discussion on general flat tori. As far as I am aware, the only other manifolds on which there are reducibility results are spheres (see [51] for Zoll manifolds). Instead of the reducibility, one can concentrate on the control of Sobolev norms for the corresponding linear operator. This has been discussed by many authors, see [10, 11, 24, 30, 41].

Regarding the question of parameterless PDEs, most results are in the 1D case starting from [70, 75]. Let us briefly discuss the completely resonant (NLS) with $V=0$ and $\mathcal{M}=\mathbb{T}^{d}$. The idea is to first perform one step of Birkhoff normal form in order to extract parameters from the initial data. Unfortunately, if $d>1$, the normal form is not integrable and actually has a rather complicated structure. This is well known and used, for instance, in [33] in order to prove explosion of Sobolev norms. Building on the paper [56] for the case $d=2$, in [76-78] we discussed this problem and showed that in the neighborhood of appropriately chosen initial data the NLS Hamiltonian after one step of BNF is indeed integrable, satisfies the twist condition, and has appropriately controlled distinct eigenvalues.

Interestingly, the good initial data are found by first choosing the Fourier support $S \subset \mathbb{Z}$ in a generic way (i.e., outside the zero set of some nontrivial polynomial) and then by choosing the actions on such support in some Cantor set. This allows proving the following theorem for any equation of the type (NLS) with $\mathcal{M}=\mathbb{T}^{d}$ and $V=0$ (see also [79]):

Theorem ([78]). Fix any $n$ and any choice of generic frequencies $S=\left\{j_{1}, \ldots, j_{d}\right\} \subset \mathbb{Z}^{n}$. For $\varepsilon$ sufficiently small, there exists a compact set $\bigodot_{\varepsilon} \in[\varepsilon / 2, \varepsilon]^{n}$ of positive measure,
parametrizing bijectively a set of analytic quasiperiodic solutions of NLS of the type

$$
\bigodot_{\varepsilon} \ni \xi \mapsto u(\xi, x, t)=\sum_{j \in S} \sqrt{\xi_{j}} e^{\mathrm{it}\left(|j|^{2}+\omega_{j}(\xi)\right)} e^{\mathrm{i} j \cdot x}+O\left(\xi^{2}\right)
$$

Moreover, the linearized NLS operator at a quasiperiodic solution is conjugated to a constant coefficient block-diagonal form with uniform bounds on the dimension of the blocks.

In (NLS), the nonlinearity is analytic and so the quasiperiodic solutions we have discussed are at least $C^{\infty}$. If one considers nonlinearities with finite (but rather high) regularity then one can obtain analogous results (both KAM and Nash-Moser) for finite regularity solutions.

All the results described above are for semilinear PDEs. In order to deal with the quasilinear case, where the derivatives in the nonlinearity have the same order of the linear part, one needs to introduce new perspectives. A real breakthrough appeared in [2], where the authors introduced ideas from pseudodifferential calculus (see also [64]) to produce a general method applicable to PDEs on the circle, we mention $[2,3,49,54]$, as well as $[1,22,48]$ for the water wave equation. There have been some extensions of these results to higher dimensions; we mention $[4,38,71]$.

### 3.1. Questions and open problems

Q6. Can one develop a "general" pseudodifferential approach to deal with quasilinear dispersive PDEs in high dimension?

Even on tori, the results up to now rely on special features of the equations. An interesting strategy was developed in [11] for a linear NLS (see also [72]).

Q7. Can one study the NLS with external parameters or even a multiplicative potential as in [16] when $\mathcal{M}$ is a compact Lie group? And having done this, can one prove a reducibility result? Can one deal with the parameterless case?

These questions are largely open and interesting even in the case when $\mathcal{M}$ is an irrational torus.

Q8. It is expected that the solutions described in this section are linearly stable or have at most a finite number of linearly unstable directions. What kind of normal form can be achieved close to the tori? This was discussed, for instance, in [15]. What can be said about nonlinear stability/instability?

In [46] the authors discuss polynomial stability times close to a periodic plane wave solution. For the NLS on $\mathbb{T}^{2}$, there are a number of instability results, stemming from the paper [33]; we mention [62] close to the plane wave solutions and [60] close to onedimensional quasiperiodic solutions.

## 4. ALMOST PERIODIC SOLUTIONS

By definition, almost-periodic solutions are solutions which are limits (in the uniform topology in time) of quasiperiodic solutions. A very naïve approach would be to find
them by just constructing quasiperiodic solutions supported on invariant tori of dimension $n$ and then take the limit $n \rightarrow \infty$. Unfortunately, the KAM procedure (of, say, [70,74]) is not uniform in the dimension $n$, and, by taking the limit, one just falls on the elliptic fixed point.

A refined version of this very natural idea is to construct a sequence of invariant tori of growing dimension using at each step the invariant torus of the previous one as an unperturbed solution: in this way, the $(n+1)$ th and $n$th tori are extremely close, leading to very regular solutions. This was done by Pöschel [75] by using the KAM method and by Bourgain [28] via the Nash-Moser approach, getting solutions which decay at least superexponentially (see also [55] for solutions with exponential decay).

A different approach was proposed by Bourgain in [32] to study the translationinvariant NLS (2). The idea is to construct a converging sequence of infinite-dimensional approximately-invariant manifolds and prove that the limit is the support of the desired almost-periodic solution. The fact that one does not restrict to neighborhoods of finitedimensional tori allows for a better control of the small-divisors and hence the construction of more general, i.e., less regular solutions in spaces of Gevrey regularity. A drawback of Bourgain's approach is that it works only for "maximal tori," namely one has to impose some lower bounds on the actions of the approximately invariant $\infty$-dimensional tori. His statement concerns the quintic NLS on $\mathbb{S}^{1}$, i.e., (2) with $f(y)=3 y^{2}$. Here we give a slightly more general version taken form [35], where the authors prove also stability of the tori.

Theorem (Gevrey almost periodic solutions, [32]). Fix $s>0,0<\theta<1$. For all $0<r \ll 1$ small enough, and any "approximate initial datum"

$$
\begin{equation*}
u_{0}(x)=\sum_{j \in \mathbb{Z}} \sqrt{I_{j}} e^{\mathrm{i} j x} \quad \text { such that } r / 2<\sqrt{I_{j}} e^{s\langle j\rangle^{\theta}}\langle j\rangle^{2}<r, \tag{14}
\end{equation*}
$$

there exists a set of positive measure in $[-1 / 2,1 / 2]^{\mathbb{Z}}$ (depending on $u_{0}$ ) such that for all $V$ in such a set there exists one almost-periodic solution with $\left|\sqrt{I_{j}}-\left|u_{j}(t)\right|\right| \ll r e^{-s\langle j\rangle^{\theta}}\langle j\rangle^{-2}$.

Similar results were proved in [37] for the wave equation.
In [26] we gave a more precise description of these solutions, proving that for all frequencies $\omega \in \mathrm{D}_{\gamma}$ and for any approximate initial datum $u_{0}$ in a small ball in $\ell_{\mathrm{w}_{s}}^{\infty}:=$ $\left\{u:\left(e^{s\langle j\rangle^{\theta}}\langle j\rangle^{2} u_{j}\right)_{j \in \mathbb{Z}} \in \ell^{\infty}\right\}$, there exists a potential $V=V\left(\omega, u_{0}\right) \in \ell^{\infty}$ such that the corresponding NLS equation has an almost periodic solution of frequency $\omega$ close to $\sqrt{I}$. Furthermore, in [26] we developed a strategy which allows constructing in a unified context tori of Gevrey regularity and of any dimension essentially supported on the Fourier modes belonging to any subset $S \subseteq \mathbb{Z}$. Essentially, this amounts to Bourgain's result, but in (14) we only need $\sqrt{I_{j}} e^{s\langle j\rangle^{\theta}}\langle j\rangle^{2}<r$. This is an interesting novelty because, with Bourgain's condition, the acceptable $u_{0}$ are of zero measure.

In [26] we discussed Gevrey solutions, but one can find even less regular solutions, see [34]. However, the question of finding maximal tori which are not $C^{\infty}$ is still open. If one looks for "nonmaximal" tori, approximately supported on an infinite set $\delta$, then one can reach very low regularity. Again, just as in the quasiperiodic case, the choice of the support can be used as a precious additional source of parameters. Given a function $u: \mathbb{R}^{2} \rightarrow \mathbb{C}$
which is $2 \pi$-periodic in $x$ and such that the map $t \mapsto u(t, \cdot) \in \mathcal{F}\left(\ell^{1}\right)$ is continuous, ${ }^{8}$ we say that $u$ is a weak solution of (2) if, for any smooth compactly supported function $\chi: \mathbb{R}^{2} \rightarrow \mathbb{R}$, one has

$$
\begin{equation*}
\int_{\mathbb{R}^{2}}\left(-\mathrm{i} \chi_{t}+\chi_{x x}\right) u-\left(V * u+f\left(|u|^{2}\right) u\right) \chi d x d t=0 \tag{15}
\end{equation*}
$$

Theorem ([27]). For almost every Fourier multiplier $V$, there exist infinitely many smallamplitude weak almost-periodic solutions of (2). Infinitely many of such solutions are not classical and infinitely many are classical.

Unfortunately, such solutions are not in any way typical and, in fact, correspond to very special infinite-dimensional elliptic tori.

The question whether full-dimensional tori exist in the Sobolev class is still open. Apart from the interest per se, these low regularity solutions could be used in order to find solutions for parameterless PDEs. Essentially one wants to solve the "countertem equation" $V\left(\omega, u_{0}\right)=0$ by finding $u_{0}=u_{0}(\omega)$.

### 4.1. Questions and open problems

Q9. Are almost-periodic solutions generic in some Banach space? For example, is it true that for many convolution potentials the tori cover a positive measure set (with respect to the probability product measure in the Gevrey space $\left.B_{r}\left(\ell_{\mathrm{w}_{s}}^{\infty}\right)\right)$ ?

Q10. Can one construct maximal tori with Sobolev regularity?
Q11. Can one construct almost-periodic solutions for the NLS on higher-dimensional manifolds?

At least in the case of tori, most of the strategy proposed by Bourgain can be generalized, the main point here seems to be the choice of a smart Diophantine condition.

Q12. Can one construct almost-periodic solutions for parameterless NLS equations? Here even the case of 1D NLS with generic multiplicative potentials would be interesting.

Q13. Can one deal with unbounded nonlinearities?
This has been discussed in the case of a forced quasilinear Airy equation in [39], generalizing the approach for the quasiperiodic case.

Q14. Can one construct almost-periodic solutions for small perturbations of integrable PDEs?

In the case of quasiperiodic solutions, there are a number of results, we mention [23,65,66,68]. In order to cover the almost-periodic case, the main point is to control convexity properties for the Hamiltonian in action angle variables.

### 4.2. An idea of the strategies

Let us first discuss the linear case. Recall that we are restricting to 1D NLS with convolution potential so that the linear actions $\left|u_{j}\right|^{2}$ are constants of motions and the dynamics
$8 \quad$ Here $\mathcal{F}$ is the usual Fourier transform.
is

$$
u_{j}(t)=u_{j}(0) e^{\mathrm{i} \omega_{j} t}, \quad j \in \mathbb{Z}, \quad \omega=\left(\omega_{j}\right)_{j \in \mathbb{Z}}, \omega_{j}:=j^{2}+V_{j}
$$

Let us call $S_{0}:=\left\{j \in \mathbb{Z} \mid u_{j}(0) \neq 0\right\}$.
If $S_{0}$ is a finite set, the corresponding solution $u(t, x):=\sum_{j \in \mathbb{Z}} u_{j}(t) e^{\mathrm{i} j x}$ is quasiperiodic and analytic both in time and space.

If $S_{0}$ is infinite, the regularity of $u(t, x)$ obviously depends on that of the initial datum. If $u(0):=\left(u_{j}(0)\right)_{j \in \mathbb{Z}} \in \ell^{1}$ then $u(t, x)$ is a weak solution of (2). Moreover, such a solution is a time almost-periodic function, being the limit of the quasiperiodic truncations $\sum_{|j| \leq n} u_{j}(0) e^{\mathrm{i} \omega_{j} t+\mathrm{i} j x}$ as $n \rightarrow \infty$. Note, finally, that the regularity (in any reasonable weighted space) is that of the initial datum. The support of each solution is an invariant torus: given an initial datum $u(0)$, set $I:=\left(I_{j}\right)_{j \in \mathbb{Z}}$ with $I_{j}=\left|u_{j}(0)\right|^{2}$, then the motion is supported on $\mathcal{T}_{I}:=\left\{u:\left|u_{j}\right|^{2}=I_{j} \forall j \in \mathbb{Z}\right\}$.

Now the nature of these invariant tori strongly depends on the choice of the phase space. When discussing the stability of zero, a natural context was to work with the Hilbert spaces $\ell_{\mathrm{w}}^{2}$, which induce on the tori the product topology. In this context, however, this produces a number of problems, related to the density of finite-dimensional tori. In KAM algorithms, one typically wants to "Taylor expand" close to the approximately-invariant tori, but this requires a Banach manifold structure, so even though the product topology is the natural one with respect to the group structure, the KAM algorithm seems to require a finer choice, e.g., weighted spaces based on $\ell^{\infty}$,

$$
\begin{equation*}
\ell_{\mathrm{w}}^{\infty}:=\left\{u:=\left(u_{j}\right)_{j \in \mathbb{Z}} \in \ell^{\infty}(\mathbb{C}):|u|_{\mathrm{w}}:=\sup _{j \in \mathbb{Z}} \mathrm{w}_{j}\left|u_{j}\right|<\infty\right\} . \tag{16}
\end{equation*}
$$

Given a sequence $I=\left(I_{j}\right)_{j \in \mathbb{Z}}$ with $I_{j} \geq 0$ and $\sqrt{I}:=\left(\sqrt{I_{j}}\right)_{j \in \mathbb{Z}} \in \ell_{\mathrm{w}}^{\infty}$, we consider the torus

$$
\begin{equation*}
\mathcal{T}_{I}:=\left\{u \in \ell_{\mathrm{w}}^{\infty}:\left|u_{j}\right|^{2}=I_{j} \forall j \in \mathbb{Z}\right\} . \tag{17}
\end{equation*}
$$

Now the map

$$
\mathfrak{i}: \mathbb{T}^{s_{0}} \rightarrow \mathcal{T}_{I} \subset \mathrm{w}_{p}, \quad \varphi=\left(\varphi_{j}\right)_{j \in \mathcal{S}_{0}} \mapsto \mathrm{i}(\varphi), \quad \mathfrak{i}_{j}(\varphi):= \begin{cases}\sqrt{I_{j}} e^{\mathrm{i} \varphi_{j}} & \text { for } j \in \mathcal{S}_{0},  \tag{18}\\ \mathfrak{i}_{j}(\varphi):=0 & \text { otherwise }\end{cases}
$$

is an analytic immersion provided that we endow $\mathbb{T}^{s_{0}}$ with the $\ell^{\infty}$-topology. Note that, assuming also that $\inf _{j} \sqrt{I_{j}} \mathrm{w}_{j}>0$, the map i is an embedded torus, in a neighborhood of which one can construct local action angle variables. By construction, the linear dynamics on the torus $\mathcal{T}_{I}$ is $\varphi \rightarrow \varphi+\omega t$.

Since the map $t \mapsto \omega t \in \mathbb{T}^{\delta_{0}}$ is not even continuous (endowing $\mathbb{T}^{\delta_{0}}$ with the $\ell^{\infty_{-}}$ topology and recalling that $\omega_{j} \sim j^{2}$ ), the regularity of $t \mapsto \mathrm{i}(\omega t)$ depends on the choice of the actions $I_{j}$. If we assume $\inf _{j} \sqrt{I_{j}} \mathrm{w}_{j}>0$, then it is not continuous with respect to the strong ${ }^{9}$ topology.

9 Note that the map is continuous with respect to the product topology, which coincides with the weak-* topology on bounded sets.

In contrast with the finite-dimensional case, even if $\omega$ has rationally independent entries, it is not straightforward to understand whether this invariant torus is densely filled ${ }^{10}$ by the solution's orbit or not. In fact, this issue is related to the asymptotic behavior of $\omega$. For example, if we require that $S_{0}$ is a very sparse set then the density follows, see [27].

We say that $\mathcal{T}_{I}$ is a KAM torus of frequency $\omega \in \mathbb{R}^{\mathbb{Z}}$ for the Hamiltonian $N$ if it has the form $\sum_{j \in \mathbb{Z}} \omega_{j}\left|u_{j}\right|^{2}+P$, with $P=O\left(|u|^{2}-I\right)^{2}$, so that the Hamiltonian vector field $X_{P}$ vanishes on the torus $\mathcal{T}_{I}$. Indeed, under the hypotheses above, $\mathcal{T}_{I}$ is invariant and the restricted dynamics is linear with frequency $\omega$, namely

$$
\begin{equation*}
u_{j}(t)=u_{j}(0) e^{\mathrm{i} \omega_{j} t}, \quad\left|u_{j}(0)\right|^{2}=I_{j}, \quad j \in \mathbb{Z} \tag{19}
\end{equation*}
$$

Note that in this definition the only relevant frequencies are those corresponding to nonzero actions.

Let us now fix the support of the solution by taking a subset $\varsigma \subset \mathbb{Z}$ and consider $\sqrt{I} \in \bar{B}_{r}\left(\ell_{\mathrm{w}}^{\infty}\right)$ with $I_{j}=0$ for $j \in \mathscr{S}^{c}$. We say that the torus $\mathcal{T}_{I}$ is an elliptic KAM torus of frequency $v \in \mathbb{R}^{\mathcal{S}}$ for the Hamiltonian $N$ with normal frequency $\left(\Omega_{j}\right)_{j \in \mathbb{Z} \backslash S}$ if, setting for notational convenience $u_{j}=v_{j}$ for $j \in \mathcal{S}$ and $u_{j}=z_{j}$ otherwise, one has (compare with (13) with $y=|v|^{2}-I$ )

$$
N=\sum_{j \in S} v_{j}\left|v_{j}\right|^{2}+\sum_{j \in \mathbb{Z} \backslash S} \Omega_{j}\left|z_{j}\right|^{2}+R, \quad R=O\left(\left(|v|^{2}-I\right)^{2}+\left(|v|^{2}-I\right) z+z^{3}\right) .
$$

We can now state our version of KAM theorem for infinite tori. We shall concentrate on the elliptic tori and in particular on the low regularity case. To this purpose, for $p>1$, we consider the Sobolev space $\ell_{\mathrm{w}_{p}}^{\infty}$ where now $\mathrm{w}_{p}=\langle j\rangle^{p}$. In order to work in this low regularity setting, we need to impose some conditions on $S$ requiring that it is sufficiently sparse (for instance, $\left.\varsigma=2^{\mathbb{N}}\right)$. For any such $\varsigma$, for all $r>0$ sufficiently small, for every $\sqrt{I} \in B_{r}\left(\ell_{\mathrm{w}_{p}}^{\infty}\right)$ with $I_{j}=0$ for $j \in \varsigma^{c}$, we have

Theorem (Sobolev case [27]). There exists a positive measure Cantor-like set in $[-1 / 2,1 / 2]^{\mathbb{Z}}$ and for all V in this set there exists a close to identity change of variables $\Phi: B_{r}\left(\ell_{\mathrm{w}_{p}}^{\infty}\right) \rightarrow \ell_{\mathrm{w}_{p}}^{\infty}$ such that $\mathcal{T}_{I}$ is an elliptic KAM torus $H_{\mathrm{NLS}} \circ \Phi$.

To give an idea of the proof, let us restrict to the maximal case. By the very definition of a KAM torus, we wish to decompose a regular Hamiltonian as a sum of regular terms with an increasing "order of zero" at $\mathcal{T}_{I}$. Namely, given a Hamiltonian $H \in \mathscr{H}_{r}\left(\ell_{\mathrm{w}}^{\infty}\right)$, we wish to write it as sum of three terms, all in $\mathcal{H}_{r}\left(\ell_{\mathrm{w}}^{\infty}\right)$,

$$
H=H^{(-2)}+H^{(0)}+H^{(\geq 2)}
$$

so that $X_{H^{(-2)}}$ is not tangent to $\mathcal{T}_{I}, H^{(0)}$ vanishes at $\mathcal{T}_{I}$ and its vector field is tangent but not necessarily null, while $H^{(\geq 2)}=O\left(|u|^{2}-I\right)^{2}$ (this means that the corresponding vector field vanishes at $\mathcal{T}_{I}$ ). The main point is to make a power series expansion centered at $I$ without introducing a singularity at zero. Start from a regular Hamiltonian $H(u)$ expanded in Taylor
series at $u=0$ and rewrite every monomial as $|u|^{2 m} u^{\alpha} \bar{u}^{\beta}$ with $\alpha, \beta$ with distinct support. Then define an auxiliary Hamiltonian $\mathrm{H}(u, w)$ (here $w=\left(w_{j}\right)_{j \in \mathbb{Z}}$ are auxiliary "action" variables) by the substitution $|u|^{2 m} u^{\alpha} \bar{u}^{\beta} \rightsquigarrow w^{m} u^{\alpha} \bar{u}^{\beta}$.

Since we are considering functions on an $\ell^{\infty}$ space, it turns out that $\mathrm{H}(u, w)$ is analytic in both $u$ and $w$. In particular, we can Taylor expand with respect to $w$ at the point $w=I$, with $I$ being in the domain of analyticity.

Then we set $H^{(-2)}(u):=\mathrm{H}(u, I), H^{(0)}(u):=D_{w} \mathrm{H}(u, I)\left[|u|^{2}-I\right]$, and $H^{(\geq 2)}(u)$ is what is left. As an example, the Hamiltonian $H=\left|u_{1}\right|^{2}\left|u_{2}\right|^{4} \operatorname{Re}\left(u_{1} \bar{u}_{3}\right)$ has auxiliary Hamiltonian $\mathrm{H}(u, w)=w_{1} w_{2}^{2} \operatorname{Re}\left(u_{1} \bar{u}_{3}\right)$ and decomposes into

$$
\begin{aligned}
& H^{(-2)}:=I_{1} I_{2}^{2} \operatorname{Re}\left(u_{1} \bar{u}_{3}\right), \quad H^{(0)}:=\left[I_{2}^{2}\left(\left|u_{1}\right|^{2}-I_{1}\right)+2 I_{1} I_{2}\left(\left|u_{2}\right|^{2}-I_{2}\right)\right] \operatorname{Re}\left(u_{1} \bar{u}_{3}\right), \\
& H^{(\geq 2)}:=\left(\left|u_{1}\right|^{2}\left(\left|u_{2}\right|^{2}-I_{2}\right)+2 I_{2}\left(\left|u_{1}\right|^{2}-I_{1}\right)\right)\left(\left|u_{2}\right|^{2}-I_{2}\right) \operatorname{Re}\left(u_{1} \bar{u}_{3}\right) .
\end{aligned}
$$

The above decomposition is, at a formal level, the same introduced by Bourgain in [32], but in [26] we show that it is, in fact, a direct sum decomposition $\mathscr{H}_{r}\left(\ell_{\mathrm{w}}^{\infty}\right)=\mathscr{H}_{r}^{(-2)}\left(\ell_{\mathrm{w}}^{\infty}\right) \oplus$ $\mathscr{H}_{r}^{(0)}\left(\ell_{\mathrm{w}}^{\infty}\right) \oplus \mathscr{H}_{r}^{(\geq 2)}\left(\ell_{\mathrm{w}}^{\infty}\right)$, with explicit control on the projections. An important point is that all our construction works independently of the "dimension" of $\mathcal{T}_{I}$, namely it never requires conditions of the form $I_{j} \neq 0$.

Let us compare this decomposition with that used for finite-dimensional tori. Note that in this case $S=\mathbb{Z}$ so there are no "normal variables" $z$.

We consider the example above and pass to action-angle variables $\chi:(\theta, y) \rightarrow u$, with $u_{j}=\sqrt{I_{j}+y_{j}} e^{\mathrm{i} \theta_{j}}$. Then the terms canceled in a classical KAM scheme would be the first two terms in the Taylor expansion at $y=0$ of $\mathcal{P}(\theta, y):=H \circ \chi=\left(I_{1}+y_{1}\right)\left(I_{2}+\right.$ $\left.y_{2}\right)^{2} \sqrt{\left(I_{1}+y_{1}\right)\left(I_{3}+y_{3}\right)} \cos \left(\theta_{1}-\theta_{3}\right)$, namely

$$
\begin{aligned}
& \mathcal{P}(\theta, 0)=I_{1}^{\frac{3}{2}} I_{2}^{2} \sqrt{I_{3}} \cos \left(\theta_{1}-\theta_{3}\right) \\
& \mathcal{P}_{y}(\theta, 0)[y]=\left(\frac{3}{2} I_{2} \sqrt{I_{3}} y_{1}+2 I_{1} \sqrt{I_{3}} y_{2}+\frac{I_{1} I_{2}}{2 \sqrt{I_{3}}} y_{3}\right) I_{2} \sqrt{I_{1}} \cos \left(\theta_{1}-\theta_{3}\right)
\end{aligned}
$$

Direct computations show that

$$
\begin{aligned}
H^{(-2)} \circ \chi+H^{(0)} \circ \chi= & I_{1} I_{2}^{2} \sqrt{\left(I_{1}+y_{1}\right)\left(I_{3}+y_{3}\right)} \cos \left(\theta_{1}-\theta_{3}\right) \\
& +\left(I_{2}^{2} y_{1}+2 I_{1} I_{2} y_{2}\right) \sqrt{\left(I_{1}+y_{1}\right)\left(I_{3}+y_{3}\right)} \cos \left(\theta_{1}-\theta_{3}\right) \\
= & \mathcal{P}(\theta, 0)+\mathcal{P}_{y}(\theta, 0)[y]+O\left(y^{2}\right),
\end{aligned}
$$

and, obviously, $H^{(\geq 2)} \circ \chi$ is at least quadratic in $y$. In conclusion, we are canceling more terms than is strictly necessary, but in doing so we avoid introducing the singularity $I=0$.

Now our result is proved by an iterative procedure. To get a feeling of the proof, let us consider the 1D NLS case (2) (recalling that $H=D_{\omega}+P$, with $P$ small and $D_{\omega}=$ $\sum \omega_{j}\left|u_{j}\right|^{2}$ ) and perform the first step. Just like in the case of the stability of zero and of quasiperiodic solutions, once we have identified the terms $P^{(-2)}, P^{(0)}$ (which are the obstacles to $\mathcal{T}_{I}$ being a KAM torus), we perform a change of variables $e^{\text {ads }}$ to cancel them. It is convenient to look for $S=S^{(-2)}+S^{(0)}$ (namely such that the component of degree $\geq 2$ is zero).

Our aim is to make the projections $\Pi^{(-2)}, \Pi^{(0)}$ of the new Hamiltonian, $e^{\text {ads }}\left(D_{\omega}+P\right)$, "quadratically smaller" with respect to $P^{(-2)}, P^{(0)}$.

Now one can directly verify that this is achieved by choosing $S$ as the solution of a homological equation, which now is (recall the projections on $\mathcal{R}$ defined in (10))

$$
\begin{align*}
& \Pi_{\mathcal{R}} P^{(-2)}+\left\{S^{(-2)}, D_{\omega}\right\}=0,  \tag{20}\\
& \Pi_{\mathscr{R}} P^{(0)}+\left\{S^{(0)}, D_{\omega}\right\}+\Pi^{0, \mathcal{R}}\left\{S^{(-2)}, P^{\geq 2}\right\}=0 . \tag{21}
\end{align*}
$$

Now $P^{(-2)}, P^{(0)} \in \mathscr{H}_{r}\left(\ell_{\mathrm{w}}^{\infty}\right)$ (they are analytic in a neighborhood of zero). If we chose Gevrey regularity $\mathrm{w}=\mathrm{w}_{s}=\langle j\rangle^{2} e^{s\langle j\rangle^{\theta}}$, this allows us to solve the homological equation, using the estimates (11), which hold in $\ell^{\infty}$ as well. We reach a new Hamiltonian of the form $\sum_{j \in \mathbb{Z}}\left(\omega_{j}+\lambda_{j}\right)\left|u_{j}\right|^{2}+P_{1}$, with $\lambda \in \ell^{\infty}$ and for $r_{1}<r$ and $\sigma_{1}>0$, one has that $P_{1}^{(-2)}, P_{1}^{(0)}$ are quadratically smaller in the (nested) space $\mathscr{H}_{r_{1}}\left(\ell_{\mathrm{w} \sigma_{1}}^{\infty}\right)$. At the next step one repeats this procedure just with a slightly different frequency, decreasing at each step $n$ the radius $r_{n}$ and increasing $\sigma_{n}$ in a summable way. Actually, in [26] we write all the equations in terms of the final frequency, and use a counterterm theorem á la Herman.
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#### Abstract

We survey some recent advances in the study of (area-preserving) flows on surfaces, in particular on the typical dynamical, ergodic, and spectral properties of smooth areapreserving (or locally Hamiltonian) flows, as well as recent breakthroughs on linearization and rigidity questions in higher genus. We focus in particular on the Diophantine-like conditions which are required to prove such results, which can be thought of as a generalization of arithmetic conditions for flows on tori and circle diffeomorphisms. We will explain how these conditions on higher genus flows and their Poincaré sections (namely generalized interval exchange maps) can be imposed by controlling a renormalization dynamics, but are of more subtle nature than in genus one since they often exploit features which originate from the nonuniform hyperbolicity of the renormalization.
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## 1. INTRODUCTION

Flows on surfaces are among the most basic and fundamental examples of dynamical systems. First of all, they are among the lowest possible dimensional smooth systems; furthermore, many models of systems of physical origin are described by flows on surfaces, starting from celestial mechanics, up to solid state physics or statistical mechanics models. The beginning of the study of surface flows can be dated back to Poincaré [63] at the end of the 19th century, and coincides with the birth of dynamical systems as a research field. Poincaré was in particular interested in the study of flows on tori, or surfaces of genus one. Several famous systems in physics lead naturally to the study of flows on surfaces of higher genus, which, in this survey, will mean genus $g \geq 2$. Examples include the Ehrenfest model in statistical mechanics (related to a linear flow on a translation surface of genus five), or the Novikov model in solid state physics, which is described by locally Hamiltonian flows, a class which will be one of the central themes of this survey (see Section 3.1).

There is a rich history of results on the topological and qualitative behavior of trajectories (see, for example, [60] and the references therein), as well as on the ergodic theory of certain well-studied classes of flows (for example, in genus one, in relation with KAM theory, see Section 2, and linear flows on translation surfaces, whose study is intertwined with Teichmüller dynamics, see Section 3). Many fundamental problems, though, in particular on the mathematical characterization of chaos (such as dynamical, spectral, and rigidity questions) in various natural classes of surface flows, in particular smooth flows preserving a smooth measure, were only recently understood and many others are still open (see Section 3.1).

One of the reasons for this late development is perhaps that, in order to investigate fine chaotic or rigidity properties of flows in higher genus, one needs to impose quite delicate assumptions on the behavior of orbits on different scales. To capture these multiscale features, the concept of renormalization plays a crucial role (see Section 4). In the case of genus one, the assumptions on the flow often take the form of Diophantine conditions or, more generally, of arithmetic conditions on the rotation number (see Section 5) and control how well the flow orbits are approximated by periodic orbits. The renormalization point of view on these conditions is that they can be described in terms of continued fraction theory and therefore studying the dynamics of the Gauss map, or, equivalently, geometrically, studying the geodesic flow on the modular surface, both of which are classically well understood.

In higher genus, on the other hand, one had to wait for the development of the rich and fruitful theory of renormalization in Teichmüller dynamics (see Section 4). This theory provides a renormalization framework (initially developed to study ergodic properties of rational billiards, interval exchange transformations, and translation flows), which can be exploited to understand when a surface flow is renormalizable (see Sections 3.2 and 4) and when it preserves a smooth invariant measure; in the latter case, then, it allows imposing conditions on a (smooth) surface flows to guarantee the presence of particular chaotic properties (see Section 3.1). The type and nature of what we refer to as Diophantine-like conditions in higher genus, which is much more delicate than in genus one and often involves assumptions
on hyperbolicity of the renormalization, will be the leading theme of this survey. These conditions are sometimes also called arithmetic conditions, by analogy with the genus one case, even though the relation with classical arithmetic and Diophantine equations is lost when the genus is greater than one.

In what follows, we first start in the next Section 2 with the classical case of flows on genus one surfaces, recalling some of the classical results on the linearization problem and ergodic properties and discussing the related arithmetic conditions. Then, in Section 3, we will briefly overview some of the rapid developments in our understanding of ergodic, spectral, and disjointness properties of (smooth) area-preserving flows on higher genus surfaces (see Section 3.1), as well as linearization and rigidity problems in higher genus (in Section 3.2). After having introduced the notion of renormalization in this setting (see Section 4), we then focus in Section 5 on the Diophantine-like conditions behind these results.

## 2. FLOWS ON SURFACES OF GENUS ONE AND CLASSICAL ARITHMETIC CONDITIONS

A central idea introduced by Poincaré was that the study of a surface flow can be often reduced to the study of a one-dimensional discrete dynamical system, by taking what we nowadays call a Poincaré section and considering the Poincaré first return map of the flow to the section (when and where it is defined). If we start from a flow $\varphi_{\mathbb{R}}:=\left(\varphi_{t}\right)_{t \in \mathbb{R}}$ on a torus, i.e., on a compact, orientable surface $S$ of genus one, and assume that it does not have fixed points, or closed orbits (or, more generally, Reeb components, see [60]), there is a (global) section given by a closed transverse curve and the Poincaré first return map to it is a diffeomorphism $f: S^{1} \rightarrow S^{1}$ of the circle $S^{1} \cong \mathbb{R} / \mathbb{Z}$. The simplest example of circle diffeomorphism (or circle diffeo for short) is a (rigid) rotation, i.e., the map $R_{\alpha}(x)=x+\alpha \bmod 1$ on $\mathbb{R} / \mathbb{Z}=[0,1] / \sim$. A key concept associated to circle diffeomorphisms is that of rotation number: if $\mu$ is an invariant probability measure for the circle diffeo $f$ (which always exists by Krylov-Bogolyubov theorem), the rotation number $\rho(f)$ of $f$ can be seen as an average displacement of points, namely $\rho(f)=\int_{0}^{1}(F(x)-x) \mathrm{d} \mu(x) \bmod 1$ where $F: \mathbb{R} \rightarrow \mathbb{R}$ is a lift of $f: \mathbb{R} / \mathbb{Z} \rightarrow \mathbb{R}$. The rotation $R_{\alpha}$ can be seen as the linear model of a circle diffeo with rotation number $\alpha$.

The topological behavior of trajectories of $\left(\varphi_{t}\right)_{t \in \mathbb{R}}$ can be completely understood and classified exploiting the rotation number (this is essentially the content of Poincaré classification theorem, see [36] for an expository account): when $\rho(f) \in \mathbb{Q}$, there exist periodic orbits (which either foliate the surface $S$, or are attracting or repelling). On the other hand, when $\rho(f) \notin \mathbb{Q}$, the dynamics of $\left(\varphi_{t}\right)_{t \in \mathbb{R}}$ is either minimal on the whole surface (i.e., all orbits are dense), or minimal when restricted to a Cantor-like invariant limit set (locally a product of a Cantor set with $\mathbb{R}$ ). In the latter case, we speak of Denjoy-counterexamples; their existence is ruled out when the diffeo (and the flow) is sufficiently smooth, for example, $\zeta^{2}$ in view of Denjoy's work [15] (less regularity, in particular $\complement^{1}$ with bounded variation derivative, suffices, see, e.g., [36] for more details).

Arithmetic conditions for linearization of circle diffeomorphisms. To gain a finer understanding of the dynamics and describe the ergodic behavior of almost-every trajectory with respect to a smooth measure, one has to address the linearization problem, a classical question which is at the heart of the theory of circle diffeomorphisms. Namely, one wants to understand when a circle diffeomorphism $T$ is linearizable, i.e., conjugate to a rigid rotation $R_{\alpha}$ (i.e., when there exists a homeomorphism $h: S^{1} \rightarrow S^{1}$, called the conjugacy, such that $R_{\alpha} \circ h=h \circ T$ ) and what is the regularity of the conjugacy $h$. To address this question, one needs to put further assumptions both on the regularity of the diffeo and, in relation to it, the irrationality of the rotation number.

We recall that arithmetic conditions are conditions that prescribe how well (or how badly) the irrational rotation number $\alpha \in \mathbb{R}$ is approximated by rational numbers and morally control how well the flow orbits are approximated by periodic orbits. The best known such condition is perhaps the (classical) Diophantine condition (or DC, for short): $\alpha \in \mathbb{R} \backslash \mathbb{Q}$ is said to be Diophantine (of exponent $\tau \geq 0$ ) iff there exists $C>0$ such that

$$
\left|\alpha-\frac{p}{q}\right| \geq \frac{C}{q^{2+\tau}}, \quad \text { for all } p, q \in \mathbb{Z}, q \neq 0
$$

If the above condition holds for $\tau=0$, we say that $\alpha$ is badly approximable or boundedtype. Equivalently, the DC can be rephrased in terms of the continued fraction expansion $\left[a_{0}, a_{1}, \ldots, a_{n}, \ldots\right]$ of $\alpha$ : if $q_{n}$ denotes the convergents of $\alpha$, namely the denominators of the partial approximations $p_{n} / q_{n}:=\left[a_{0}, a_{1}, \ldots, a_{n}\right]$, the DC is equivalent to the growth control $a_{n+1}=O\left(q_{n}^{\tau}\right)$. In particular, $\alpha$ is of bounded type iff $a_{n}$ are uniformly bounded.

The local theory of linearization of circle diffeos, which treats the case of diffeos $f: S^{1} \rightarrow S^{1}$ which are $\complement^{\infty}$-close (or analytically, or $\bigodot^{r}$-close) to a circle rotation $R_{\alpha}$, where $\alpha=\rho(f)$, is a rather classical application of KAM theory. The prototype result is the local rigidity theorem of Arnold [1], who showed that if $\alpha$ is Diophantine, circle diffeos which are a sufficiently small analytic deformations of $R_{\alpha}$ and have rotation number equal to $\alpha$, must be analytically conjugate to $R_{\alpha}$. Among the few global results (which do not assume that $f$ is close to a rotation), we recall the celebrated theorem by Michael Herman [30] and Jean-Christophe Yoccoz [77], answering a question by Arnold, showing that if $f$ is $C^{\infty}$ (or analytic) and its rotation number $\rho(f)$ satisfies the DC , the conjugacy is $\bigodot^{\infty}$ (resp. analytic). Furthermore, the DC turns out to be the optimal arithmetic condition for global smooth linearization. Another, more subtle arithmetic condition, called "condition H " in honor of Herman, was introduced by Yoccoz as the optimal condition for global analytic linearization of analytic diffeos, see [79].

Another famous arithmetic condition is the Roth-type condition, which is satisfied by irrationals $\alpha \in \mathbb{R} \backslash \mathbb{Q}$ such that $a_{n}=O_{\varepsilon}\left(q_{n}^{\varepsilon}\right)$ for all $\varepsilon>0$. A crucial step in the KAM approach developed by Arnold for circle diffeomorphisms is to solve a linearized version of the conjugacy equation $R_{\alpha} \circ h=h \circ T$, namely the cohomological equation: given a smooth $\phi: I \rightarrow \mathbb{R}$, one looks for a smooth solution $\varphi: I \rightarrow \mathbb{R}$ to the equation $\varphi \circ R_{\alpha}-\varphi=\phi$. The Roth-type condition turns out to be the optimal one needed to solve this cohomological equation with optimal loss of differentiability: for any $r>s+1 \geq 1$, one can find a solution $\varphi \in \bigodot^{s}$ for any $\phi \in \mathcal{C}^{r}$ as long as $\int \phi=0$ (which is a trivial necessary condition) if and only
if $\alpha$ is Roth-type: this equivalent characterization provides a remarkable connection between dynamical and arithmetical properties.

We remark that the Diophantine condition, the H condition, and the Roth-type condition can all be proved to have full measure, namely they hold for a set of $\alpha \in[0,1]$ of Lebesgue measure one (the set of badly approximable $\alpha \in[0,1]$, on the other hand, has Lebesgue measure zero, although full Hausdorff dimension). While full measure of the Diophantine and Roth conditions can be proved in an elementary way, it is an instructive exercise to derive it from the properties of the Gauss map $G:[0,1] \rightarrow[0,1]$ and of the Gauss invariant measure $\mathrm{d} x / \log 2(1+x)$, since this point of view can be applied to show full measure of other arithmetic conditions as well and it can be furthermore generalized to higher genus (see Sections 4 and 5).

In view of this remark, we conclude this section with a reinterpretation of Herman's linearization theorem in the language of foliations into flow trajectories. In this setting, the linear model of a flow on a torus is a linear flow on $\mathbb{R}^{2} / \mathbb{Z}^{2}$ (i.e., the flow which arises as solution of $\left(\dot{x_{1}}, \dot{x_{2}}\right)=\left(\theta_{1}, \theta_{2}\right)$, which moves points with unit speed along lines of slope $\theta_{2} / \theta_{1}$ ).

Theorem 2.1 (Reformulation of Herman's global theorem [30]). For a full measure set of real numbers $\alpha$, a foliation on a genus one surface which is topologically conjugate to the foliation given by a linear flow with rotation number $\alpha$ is also $\complement^{\infty}$-conjugate to it.

Since the regularity of a conjugacy between foliations, which sends leaves into leaves, is defined in terms of the transverse structure, this result is just a restatement of the result for the Poincaré maps of the two flows (which are circle diffeomorphisms and rotations respectively).

Ergodic properties in genus one and exceptional behavior. From the existence (and abundance) of smooth (or at least continuously differentiable, i.e., $\complement^{1}$ ) linearizations, one can infer many of the smooth measure-theoretical ergodic properties of flows of genus one. In particular, one sees that, for a full measure set of rotation numbers, flows in genus one are ergodic (since irrational rotations are) with respect to a smooth invariant measure of full support (the $と^{1}$-regularity of the conjugacy allows us indeed to transport the Lebesgue invariant measure to obtain the invariant measure for the diffeo, which in turns gives a transverse measure for the flow). Furthermore, they are uniquely ergodic (in view of Kronecker-Weyl theorem for rotations, e.g., [14]), i.e., this natural invariant measure is the unique invariant measure (up to scaling).

We remark that exceptional ergodic behaviors in genus one (smooth) surface flows, can be constructed for flows whose rotation numbers are irrational but not Diophantine, i.e., the so-called Liouvillean (rotation) numbers. When $\alpha$ is Liouville, exploiting the abundance of good rational approximations $\left(p_{n} / q_{n}\right)_{n}$ to $\alpha$, for example, using the method of periodic approximations pioneered by Anosov and Katok and later revived by Fayad, Katok et al. (see [36] or the survey [18]), one can construct many examples with pathological behavior, for example, flows with a singular invariant measures and time-reparametrizations (also


FIGURE 1
Pictorial representation of locally Hamiltonian flows on a surfaces: in (a) an Arnold flow ( $g=1$ ) and in (b) a flow in $g=3$ with two minimal components and 3 periodic components.
called time-changes) which are weakly mixing or which have mixed spectrum (see [18] and the references therein).

Finally, before moving to higher genus, we remark that another possible way to introduce interesting dynamical features for typical rotation numbers is to consider flows on tori with singularities. The simplest type of singularity is a stopping point. Already such a simple perturbation, which is only a time-reparametrization of the flow, can lead to flows which are typically mixing (see [43]) and even to flows with Lebesgue spectrum (see [17]). Smooth measure preserving flows on a torus with one center and one simple saddle (see Figure 1a) were first studied by Arnold in [2] and constitute one of the most studied examples in the class of flows known as locally Hamiltonian: we return to them and to their typical ergodic properties in Section 3.1.

## 3. DYNAMICS OF FLOWS ON SURFACES OF HIGHER GENUS

Let us now consider the higher genus case, namely consider now a (smooth) flow $\varphi_{\mathbb{R}}:=\left(\varphi_{t}\right)_{t \in \mathbb{R}}$ on a compact, connected orientable (closed) surface $S$ of genus $g \geq 2$. Notice that in this case, by Euler characteristic restrictions, the flow always has fixed points (see Figure 2 for some examples). We require that singularities be isolated (so that in particular, by compactness, the set $\operatorname{Fix}\left(\varphi_{\mathbb{R}}\right)$ of fixed points is finite $)$.

Topological dynamics and quasiminimal sets. The topological classification of the possible behavior of trajectories of a flow on a surface (and, more generally, of surface foliations which are not necessarily orientable) has been a topic of research in the 20th century (starting from the 1930-1940s, up to the 1970s). In particular, through the works of Maier, Levitt, Gutierrez, Gardiner et al. (see [60] for references), one could obtain results on what possible orbit closures are, as well as a classification of quasiminimal sets, which can be defined as possible $\omega$-limit sets of nontrivial recurrent trajectories, i.e., set of accumulation points of trajectories different from a fixed point or a closed, periodic orbit. Quasiminimal sets can be the whole surface, subsurfaces with boundary, or a Cantor-like invariant sets. Moreover, one


FIGURE 2
Type of singularities of a locally Hamiltonian flow: a center in (a), a simple saddle in (b) and a multisaddle in (c). Decelerations and shearing near a Hamiltonian saddle in (d).
can prove decomposition theorems showing that one can cut the surface $S$ into subsurfaces each of which contains at most one quasiminimal set (see in particular the work by Levitt [49]). We do not enter here into the details of these topological results, but refer the interested reader, for example, to the monograph [60] and the references therein.

Interval exchanges and generalized IETs as Poincaré sections. As in the case of genus one, an essential tool to study a higher genus flow is to consider a (local) transversal $I \subset S$ to the flow and the Poincaré first return map $T$ of the flow on $I$ (when it is defined, for example, almost everywhere when the flow preserves a finite measure with full support; for more general situations, see [60]). Such first return maps $T: I \rightarrow I$ are one-to-one piecewise diffeomorphisms known as generalized interval exchange transformations: a map $T: I \rightarrow I$ is a generalized interval exchange transformations or, for short, a GIET, if one can partition $I$ into intervals $I_{1}, \ldots, I_{d}$ (finitely many since we are assuming that $\varphi_{\mathbb{R}}$ has finitely many fixed points) so that the restriction $T_{i}$ of $T$ to $I_{i}$, for each $1 \leq i \leq d$, is a diffeomorphism onto its image which extends to a diffeo of the closure $\bar{I}_{i}$ (see, e.g., [55]). We say in this case that $T$ is a $d$-GIET. We say, furthermore, that $T$ is of class $\varphi^{r}$ if the restriction of $T$ to each $I_{i}$ extends to a $\complement^{r}$-diffeomorphism onto the closed interval $\bar{I}_{i}$. The adjective generalized is used to distinguish them from the more commonly studied (standard) interval exchange transformations (or simply IETs), which are one-to-one piecewise isometries, namely GIETs such that the derivative $T_{i}^{\prime}$ of each branch is constant and equal to one.

Standard IETs are a generalization of circle rotations (since an IET is a rotation when $d=2$ ) and play an analogous role in higher genus, providing the natural linear model of a GIET (see Section 3.2). Furthermore, as rotations are Poincaré maps of linear flows on the torus $\mathbb{R}^{2} / \mathbb{Z}^{2}$, IETs arise naturally as Poincaré maps of linear flows on translation surfaces (see the ICM proceeding [12] for an introduction to the latter).

### 3.1. Locally Hamiltonian flows

We will be mostly concerned with flows which preserve a (probability) measure $\mu$ of full support, for example, an area-form, since this is a natural setup for ergodic theory. Given
a surface $S$ with a fixed smooth area form $\omega$, a smooth area-preserving flow $\varphi_{\mathbb{R}}=\left(\varphi_{t}\right)_{t \in \mathbb{R}}$ on $S$ is a smooth flow on $S$ which preserves the measure $\mu$ given integrating a smooth density with respect to $\omega$. The interest in the study of these flows and, in particular, in their ergodic and mixing properties, was revived by Novikov [61] in the 1990s, in connection with problems arising in solid-state physics, as well as in pseudoperiodic topology (see, e.g., the survey [84] by A. Zorich). Smooth area-preserving flows are also called locally Hamiltonian flows or multivalued Hamiltonian flows in the literature, in view of their interpretation as flows locally given by Hamiltonian equations: one can find local coordinates $\left(x_{1}, x_{2}\right)$ on each open set $U \subsetneq S$ in which $\varphi_{\mathbb{R}}$ is given by the solution to the equations:

$$
\left\{\begin{array}{l}
\dot{x_{1}}=\partial H / \partial x_{2} \\
\dot{x_{2}}=-\partial H / \partial x_{1}
\end{array}\right.
$$

where $H: U \rightarrow \mathbb{R}$ is a real-valued (local) Hamiltonian. For simplicity, we will assume here that $H$ is infinitely differentiable, even though for several results $C^{3}$ (or also $\zeta^{2+\varepsilon}$ for every $\varepsilon>0$ ) suffices. It turns out that such smooth area-preserving flows on $S$ are in one-to-one correspondence with smooth closed real-valued differential 1-forms: given such a 1-form $\eta$, we can associate to it the integral flow $\varphi_{\mathbb{R}}^{\eta}$ of the vector field $X$ such that $\eta=i_{X} \omega$, where $i_{X}$ denotes the contraction operator. Since $\eta$ is closed, $\varphi_{\mathbb{R}}^{\eta}$ is area-preserving; conversely, every smooth area-preserving flow can be obtained in this way.

Topology and measure class. Let $\mathscr{F}$ denote the set of smooth closed 1-forms on $S$ with isolated zeros. On $\mathcal{F}$ (which we can think of as the space of locally Hamiltonian flows) one can define a topology as well as a measure class. The topology is obtained by considering perturbations of closed smooth 1 -forms by (small) closed smooth 1-forms. We will often restrict our attention to the subset $\mathcal{M} \subset \mathcal{F}$ of Morse closed 1-forms (i.e., forms which are locally the differential of a Morse function), which is open and dense in $\mathscr{F}$ with respect to this topology (see, e.g., [64]). Locally Hamiltonian flows corresponding to forms in $\mathcal{M}$ have only nondegenerate fixed points, i.e., centers and simple saddles (as in Figures 2a and 2b), as opposed to degenerate multisaddles (as in Figure 2c). Furthermore, if $\mathcal{F}_{s, l}$ denote the flows which correspond to flows in $\mathcal{M}$ with $s$ saddle points and $l$ centers, each $\mathcal{F}_{s, l}$ is open and their union is dense in $\mathscr{F}$ (see [64]).

A measure-theoretical notion of typical can be defined on each $\mathcal{F}_{s, l}$ using the Katok fundamental class (introduced by Katok in [35], see also [60]), i.e., the cohomology class of the 1 -form $\eta$ which defines the flow. Let $\operatorname{Fix}\left(\varphi_{\mathbb{R}}\right)$ denote the set of fixed points (also called singularities) of the flow $\varphi_{\mathbb{R}}$ and let $k=s+l$ be its cardinality (recall that it is finite since the flow is in $\mathcal{F}$ and $k \geq 1$ when $g \geq 2$ ). If we fix a base $\gamma_{1}, \ldots, \gamma_{n}$ of the relative homology $H_{1}\left(S, \operatorname{Fix}\left(\varphi_{\mathbb{R}}\right), \mathbb{R}\right)($ where $n=2 g+k-1=2 g+s+l-1)$ and consider the period map Per given by $\operatorname{Per}(\eta)=\left(\int_{\gamma_{1}} \eta, \ldots, \int_{\gamma_{n}} \eta\right) \in \mathbb{R}^{n}$, we say that a property holds for a typical locally Hamiltonian flow in $\mathcal{F}_{s, l}$ if it holds for all $\eta$ such that $\operatorname{Per}(\eta)$ belongs to a full measure set with respect to the Lebesgue measure on $\mathbb{R}^{n}$.

Minimal components and ergodicity. To describe (typical) chaotic behavior in locally Hamiltonian flows, it is crucial to distinguish between two open sets (complementary, up
to measure zero, see [75] or [64] for more details): in the first open set, which we will denote by $\mathcal{U}_{\text {min }}$, the typical flow is minimal (the term quasiminimal is also used in the literature), in the sense that the orbits of all points which are not fixed points are dense in $S$; flows in $U_{\text {min }}$ have only saddles, since the presence of centers prevents minimality. On the other open set, that we call $U_{\neg \min }$, the flow is not minimal (there are saddle loops homologous to zero which disconnect the surface), but one can decompose the surface into a finite number of subsurfaces with boundary $S_{i}, i=1, \ldots, N$ such that for each $i$ either $S_{i}$ is a periodic component, i.e., the interior of $S_{i}$ if foliated into closed orbits of $\varphi_{\mathbb{R}}$ (in Figure 1b one can see three periodic components, namely two disks and one cylinder), or $S_{i}$ is such that the restriction of $\varphi_{\mathbb{R}}$ to $S_{i}$ is minimal in the sense above, as pictured in the remaining two subsurfaces in Figure 1b. These are called minimal components and there are at most $g$ of them (where $g$ is the genus of $S$ ), see Section 3.1.

Notice that minimality and ergodicity of a (minimal component of a) locally Hamiltonian flow are equivalent to minimality or respectively ergodicity of an (and hence any) interval exchange transformation which appears as the Poincaré map. Classical results proved in the 1980s guarantee that almost every IET (with respect to the Lebesgue measure on the interval lengths, assuming that the permutation is irreducible) is minimal (as showed by Keane [37], see also [35]) and (uniquely) ergodic (as proved in the works by Masur [50] and Veech [76], considered early milestones of the successful application of Teichmüller dynamics to the study of IETs and translation surfaces, see the ICM proceeding [12] or the survey [85]). It then follows from definition of Katok measure class that a typical local Hamiltonian flow in $\mathcal{U}_{\text {min }}$ is minimal and ergodic and, given a typical local Hamiltonian flow in $\mathcal{U}_{\neg \text { min }}$, its restriction on each minimal component is ergodic.

Classification of mixing properties. Finer chaotic features of locally Hamiltonian flows, in particular mixing and spectral properties, change according to the type of singularities and depend crucially on the locally Hamiltonian parametrization of saddle points. For a (nongeneric) locally Hamiltonian flow with at least one degenerate saddle (an example of such a saddle is shown in Figure 2c), mixing (for the definition, see (3.1) with $n=2$ ) was proved in the 1970s by Kochergin [43]. When, on the other hand, $\eta \in \mathcal{M}$ is a Morse 1-form, so that all saddles are simple, one has a dichotomy: inside the open set $\mathcal{U}_{\text {min }}$ in which the typical flow is minimal, almost every locally Hamiltonian flow is weakly mixing, but it is not mixing; both results follow from work by the author [72,73]. On the other hand, for a full measure set of flows in $\mathcal{U}_{\neg \text { min }}$, the restriction to each of minimal components is mixing (as proved by Ravotti [64] extending the previous work [71] by the author).

The question of mixing in higher genus was raised by V. Arnold in the 1990s, when he conjectured (see [2]) that the restriction of a typical smooth flow on a torus with one center and one simple saddle to its minimal component (namely for what we nowadays call an Arnold flow) was indeed mixing. His conjecture was proved shortly after by Khanin and Sinai in [67], who showed mixing under the assumption that the rotation number $\alpha$ is such that the entries $a_{n}$ of the continued fraction expansion of $\alpha$ do not grow too fast, namely there exist a power $1<\tau<2$ and $C>0$ such that $\left|a_{n}\right| \leq C n^{\tau}$. One can show (for example, exploiting the

Gauss map $G$ and the finiteness of $\int_{0}^{1} a_{0}(x) \mathrm{d} \mu_{G}(x)$, where $\mu_{G}$ is the Gauss measure, via a standard Borel-Cantelli argument) that this arithmetic condition holds for a full measure set of $\alpha$. The condition was later improved by Kocerghin, see [44]. Also in the case of absence of mixing, a prototype result for flows over a full measure set of rotation numbers was proved by Kochergin [42] already in the 1970s (and much more recently extended in [45] to all irrational rotation numbers), much earlier than results in higher genus [65,70,73].

In higher genus, the above mentioned results on mixing/absence of mixing require the introduction of Diophantine-like conditions, which describe the full measure set of locally Hamiltonian flows for which the results hold. In [71], for example, we introduced a condition on a IET (see Section 5 for more details) called Mixing Diophantine Condition (or MDC, for short). Let us say that the restriction of a locally Hamiltonian flow $\varphi_{\mathbb{R}}$ to one of its minimal components $S_{i}$ satisfies the MDC if one can find a section $I \subset S_{i}$ (in good position in the sense of [55]) such that the IET which arises as Poincaré map of $\varphi_{\mathbb{R}}$ to $I$ satisfies the MDC. One can then prove:

Theorem 3.1 (Ulcigrai [71], Ravotti [64]). Let $\varphi_{\mathbb{R}}$ be a flow in $\mathcal{U}_{\neg \min }$ and let $S_{i}$ be a minimal component. If the restriction of $\varphi_{\mathbb{R}}$ to $S_{i}$ satisfies the Mixing Diophantine Condition, then $\varphi_{\mathbb{R}}$ restricted to $S_{i}$ is mixing.

We then show in [71] (exploiting results from [3], see Section 5) that the MDC is satisfied by a full measure set of IETs. Similarly, to prove that a typical flow in $\mathcal{U}_{\text {min }}$ is not mixing, a Diophantine-like condition is introduced and proved to be of full measure in [73]. Special cases of the absence of mixing result for surfaces with $g=2$ and two isometric saddles were proved in [70] and by Scheglov in [65]. We remark that in $\mathcal{U}_{\text {min }}$ there exist, nevertheless, exceptional mixing flows, as shown by Chaika and Wright in [13], who produced sporadic examples in $g=5$.

Parabolic dynamics and slow chaos. Smooth area-preserving flows on surfaces also provide one of the fundamental classes of parabolic, or slowly chaotic, dynamical systems (see, e.g., the survey [75]). In systems which display sensitive dependence on initial conditions (the so-called butterfly effect), one can find many nearby initial conditions whose trajectories diverge with time. Contrary to hyperbolic systems, where this divergence happens (infinitesimally) at exponential speed, in parabolic systems the divergence speed is slow, namely subexponential, and in all known examples polynomial or subpolynomial. Slow divergence in locally Hamiltonian flows is created by Hamiltonian saddles, which create different deceleration rates of nearby trajectories and produce a form of (local) shearing, by tilting in the flow direction the image under the flow of arcs initially transverse to the dynamics, as illustrated in Figure 2d. Shearing happens not only locally, near a saddle, but globally for typical flows in $U_{\neg \text { min }}$, which (in view of the presence of saddle loops) display a global asymmetry in the prevalent direction of shearing. It is this geometric mechanism which is behind the proof of mixing (in this setting, but also for many other classes of parabolic flows, see the survey [74] and the references therein). Under the assumption that the restriction of $\varphi_{\mathbb{R}}$ to a minimal component $S_{i}$ satisfies the Mixing Diophantine Condition, one can produce
quantitative estimates on shearing of transverse arcs and, as shown by Ravotti in [64], prove quantitative mixing estimates, which show that mixing happens (at least) at subpolynomial speed, i.e., for any two smooth observables $f, g: S_{i} \rightarrow \mathbb{R}$ supported outside the saddles in $\operatorname{Fix}\left(\varphi_{\mathbb{R}}\right) \cap S_{i}$,

$$
\left|\int_{S_{i}} f\left(\varphi_{t}(x)\right) g(x) \mathrm{d} \mu-\int_{S_{i}} f \mathrm{~d} \mu \int_{S_{i}} f \mathrm{~d} \mu\right| \leq \frac{C_{f, g}}{(\log t)^{\gamma}}, \quad t \geq 0 .
$$

This is expected to be also the optimal nature of the estimates, namely the decay is not expected to be polynomial or faster in this setting, but no lower bounds on the decay of correlations are currently available.

Ratner's forms of shearing. Striking consequences of shearing (such as measure and joining rigidity) were proved for another famous class of parabolic flows, namely horocycle flows on hyperbolic surfaces and their time-changes, by exploiting a quantitative shearing property introduced by Marina Ratner and nowadays known as Ratner property (or RP). In view of its importance, in the study of horocycle flows and, more generally, unipotent flows in homogeneous dynamics, it is natural to ask whether this property can be proved and exploited in other parabolic (non homogeneous) settings. For locally Hamiltonian flows, which are natural candidates, the original Ratner property is believed to fail due to the presence of singularities (see [16]). Nevertheless, a variant of the RP which has the same dynamical consequences, called Switchable Ratner Property (or SRP, for short), was introduced by B. Fayad and A. Kanigowski [16] and showed to hold for typical Arnold flows (as well as some flows in genus one with one degenerate singularity). As an abstract consequence of the SRP property, one can conclude that typical Arnold flows are not only mixing, but mixing of all orders, namely for any $n \geq 2$ and any $n$-tuple $A_{0}, \ldots, A_{n-1}$ of measurable sets,

$$
\begin{equation*}
\mu\left(A_{0} \cap \varphi_{t_{1}}\left(A_{1}\right) \cap \cdots \cap \varphi_{t_{1}+\cdots+t_{n-1}}\left(A_{n-1}\right)\right) \xrightarrow{t_{1}, t_{2}, \ldots, t_{n-1} \rightarrow \infty} \mu\left(A_{0}\right) \cdots \mu\left(A_{n-1}\right) . \tag{3.1}
\end{equation*}
$$

Notice that this definition reduces to the classical definition of mixing in the special case $n=2$; whether mixing implies mixing of all orders in general is still an open problem, known as Rohlin conjecture.

To prove the SRP property, one needs to assume that the rotation number $\alpha=$ $\left[a_{0}, a_{1}, \ldots, a_{n}, \ldots\right]$ satisfies an ad hoc arithmetic condition, namely, if $q_{n}$ are the denominators of $\alpha$, one requires that, for some $0<\xi, \eta<1$ (taken to be $\xi=\eta=7 / 8$ in [16]) the following series is finite:

$$
\begin{equation*}
\sum_{k \notin K(\alpha)} \frac{1}{\left(\log q_{n}\right)^{\eta}}<+\infty, \quad \text { where } K(\alpha):=\left\{k \in \mathbb{N}, a_{k+1} \leq C\left(\log q_{k}\right)^{\xi}\right\} \tag{3.2}
\end{equation*}
$$

In a joint work with A. Kanigowski and J. Kułaga-Przymus [33], we were able to generalize this result to higher genus. To do so, it is once again crucial to introduce a suitable Diophantine-like condition, which we called in [33] the Ratner Diophantine Condition (or RDC) and we describe in Section 5. The main result we prove is the following.

Theorem 3.2 (Kanigowski, Kułaga-Przymus, Ulcigrai [33]). If the restriction of $\varphi_{\mathbb{R}} \in \mathcal{U}_{\neg \text { min }}$ to a minimal component $S_{i}$ satisfies the Ratner Diophantine Condition, $\varphi_{\mathbb{R}}: S_{i} \rightarrow S_{i}$ satisfies the Switchable Ratner Property and is mixing of all orders.

We then show that the RDC is satisfied by almost every IET and therefore can conclude that, for a full measure set of locally Hamiltonian flows in $U_{\neg \text { min }}$, each restriction to a minimal component is mixing of all orders.

Quantitative estimates on slow, Ratner-type shearing were recently used (in the joint work [34] with A. Kanigowski and M. Lemańczyk) to study disjointness of rescalings, a property that has recently received a revival of attention in view of its role as possible tool to prove Sarnak Möbius orthogonality conjecture (see the ICM proceedings survey [48] and the references therein). In [34] we introduce a disjointness criterium based on Ratner shearing and use it (as one of the applications) to show that, in genus one, typical Arnold flows have disjoint rescalings and satisfy Moebius orthogonality. Disjointness of rescalings seems to be an important feature of parabolic dynamics: while specific parabolic flows may fail to be disjoint from their rescalings (primarily the horocyle flow on a hyperbolic surface), several recent results seem to indicate that this property is indeed widespread among parabolic flows (see, e.g., the results in [34] on time-changes of horocycle flows). In the context of surface flows, disjointness of rescalings has been verified in [4] for von Neumann flows (which can be realized as translation flows on surfaces with boundary). Whether one can extend the disjointess result proved in [34] for Arnold flows to higher genus smooth flows, remains an open problem and is likely to require a delicate control of Diophantine-like properties.

Polynomial deviations of ergodic averages. Slow chaotic behavior manifests itself not only through slow mixing, but also through slow convergence of ergodic integrals: given an ergodic area-preserving flow $\varphi_{\mathbb{R}}$ (or its restriction to an ergodic minimal component $S^{\prime} \subset S$ ) and a real valued observable $f$ with zero-mean, the ergodic integrals $I_{T}(f, x):=\int_{0}^{T} f\left(\varphi_{t}(x)\right) \mathrm{d} t$ decay to zero polynomially with some exponent $0<v<1$ for almost every initial point, i.e., $\left|I_{T}(f, x)\right| \sim O\left(T^{v}\right)$ in the sense that

$$
\limsup _{T \rightarrow \infty} \frac{\log \left|I_{T}(f, x)\right|}{\log T}=v
$$

This phenomenon, known as polynomial deviations of ergodic averages, was discovered experimentally in the 1990s by A. Zorich and explained (for linear flows on translation surfaces and observables corresponding to cohomology classes) in seminal work by Kontsevitch and Zorich $[46,83]$ relating power deviations to Lyapunov exponents of renormalization (see Section 4). Forni in [23] could extend this result to integrals of sufficiently regular functions over translation flows and show that ergodic integrals can display a power spectrum of behaviors, i.e., there are exactly $g$ positive exponents $0<\nu_{g} \leq \cdots \leq \nu_{2}<\nu_{1}:=1$ (which correspond to the positive Lyapunov exponents of renormalization) and for each a subspace of finite codimension of smooth observables that present polynomial deviations as above with exponent $v=v_{i}$. A finer analysis of the behavior of Birkhoff sums or integrals, beyond the size of oscillations, appears in the works [7,54]: Bufetov in [7] shows in particular that (for typical translation flows and sufficiently regular observables) the asymptotic behavior of ergodic integrals can be described in terms of $g$ (where $g$ is the genus of the surface) cocycles $\Phi_{i}(t, x), 1 \leq i \leq g$ (also called Bufetov functionals): each $\Phi_{i}: \mathbb{R} \times S^{\prime} \rightarrow \mathbb{R}$ is a cocycle over the flow $\varphi_{\mathbb{R}}$ (in the sense that $\Phi_{i}(t+s, x)=\Phi_{i}(t, x)+\Phi_{i}\left(s, \varphi_{t}(x)\right)$ for any $x \in S^{\prime}$
and $t \in \mathbb{R}), \Phi_{1}(T, x) \equiv T$ and each $\Phi_{i}$ has power deviations $\left|\Phi_{i}(T, x)\right| \sim O\left(T^{\nu_{i}}\right)$ with exponent $v_{i}$. Together, the cocycles encode the asymptotic behavior of the ergodic integrals up to subpolynomial behavior, in the sense that, for some constants $c_{i}=c_{i}(f)$,

$$
\begin{equation*}
\int_{0}^{T} f\left(\varphi_{t}(x)\right) \mathrm{d} t=c_{1} T+c_{2} \Phi_{2}(T, x)+\cdots+c_{g} \Phi_{g}(T, x)+\operatorname{Err}(f, T, x) \tag{3.3}
\end{equation*}
$$

where for almost every $x \in S^{\prime}$ the error term $\operatorname{Err}(f, T, p)$ is subpolynomial, i.e., for any $\varepsilon>0$ there exists $C_{\varepsilon}>0$ such that $|\operatorname{Err}(f, T, p)| \leq C_{\varepsilon} T^{\varepsilon}$. In a joint work with Frączek, we recently gave a new proof of this result in [26], which extends the result to the setting of smooth observables over locally Hamiltonian flows with Morse singularities (in $U_{\text {min }}$ as well as in $U_{\neg \text { min }}$ ) and also shows that the set of locally Hamiltonian flows for which the result holds can be described in terms of a Diophantine-like condition. More precisely, we define in [26] the Uniform Diophantine Condition (or UDC, for short; see Section 5) and show that it has full measure. We then prove the following.

Theorem 3.3 (Frączek-Ulcigrai [26]). If the restriction of the locally Hamiltonian flow $\varphi_{\mathbb{R}} \in \mathcal{M}$ on a minimal component $S^{\prime}$ satisfies the Uniform Diophantine Condition, for each $と^{3}$ observable $f: S^{\prime} \rightarrow \mathbb{R}$, there exist $g$ exponents $\nu_{i}$ and corresponding cocycles $\Phi_{i}$ such that the expansion (3.3) holds.

Spectral theory. The study of the spectrum of the unitary operators acting on $L^{2}(S, \mu)$ given by $f \mapsto f \circ \varphi_{t}$ can shed further light on the chaotic features of the dynamics of the flow $\varphi_{\mathbb{R}}:=\left(\varphi_{t}\right)_{t \in \mathbb{R}}$ and is at the heart of the study of spectral theory of dynamical systems (see [48] or [75] and the references therein). While the classification of mixing properties of locally Hamiltonian flows is essentially complete, very little is known about their spectral properties beyond the case of genus one (and some sporadic examples, such as Blokhin examples, essentially built gluing genus one flows, see the work [25]). The recent result [17] by Fayad, Forni, and Kanigowski for genus one suggests that it may be possible to prove that the spectrum is countable Lebesgue also in higher genus when in presence of degenerate, sufficiently strong (multisaddle) singularities. In the nondegenerate case, though, we recently proved in joint work with Chaika, Fraczek, and Kanigowski [10] that a typical locally Hamiltonian flow on a genus two surface with two isomorphic simple saddles has purely singular spectrum. This result does not use explicit Diophantine-like conditions, but rather geometry and, in particular, a special symmetry (the hyperelliptic involution) that surfaces in genus two are endowed with; Liouville-type Diophantine conditions are here imposed by requesting the presence on the surface of large flat cylinders close to the direction of the flow, whose existence for typical flows is then proved by a Borel-Cantelli-type of argument (see [10] for details). Extending this result beyond genus two, though, will probably require the use of Rauzy-Veech induction (see Section 4) and the introduction of new Diophantine-like conditions, which impose some controlled form of degeneration. The nature of the spectrum of minimal components of locally Hamiltonian flows in $\mathcal{U}_{\neg \min }$ (even in genus one, i.e., for Arnold flows) is a completely open problem.

### 3.2. Linearization and rigidity in higher genus

A different line of problems in which Diophantine-like conditions in higher genus play a crucial role are conjectures concerning linearization and rigidity properties of higher genus flows and their Poincaré sections, GIETs (defined in Section 3). In analogy with the case of circle diffeos, we say that a GIET $T$ is linearizable if it is topologically conjugate to a linear model, namely to a (standard) IET $T_{0}$.

Topological conjugacy and wandering intervals. To generalize Poincaré and Denjoy work, one needs first of all a combinatorial invariant which extends the notion of rotation number. Such an invariant can be constructed by recording the combinatorial data of a renormalization process, as we explain in Section 4. One of the crucial differences between GIETs and circle diffeomorphisms, though, is the failure of a generalization of Denjoy theorem: there are smooth GIETs that are semiconjugate to a minimal IET for which the semiconjugacy is not a conjugacy; in other words, they have wandering intervals (see the examples found in $[6,8]$ in the class of periodic-type (affine) IETs and, more generally, [54]). It is important to stress that this is not a low-regularity phenomenon, nor is it related to special arithmetic assumptions: as shown by the key work [54] by Marmi, Moussa, and Yoccoz, wandering intervals exist even for piecewise affine (hence analytic) GIETs (called AIETs), for almost every topological conjugacy class. The presence of wandering intervals is on the contrary expected to be typical (see, e.g., the conjectures in $[27,55]$ ) and it is closely interknit with the absence of a Denjoy Koksma inequality and, more generally, a priori bounds for renormalization, see [29].

Local obstructions to linearization. As an important first step towards local linearization, we already mentioned the cohomological equation $\varphi \circ T-\varphi=\phi$ in Section 2, where $T=R_{\alpha}$ was a rotation. Whether the cohomological equation could be solved when $T$ is an IET, under suitable assumptions, was unknown until the pioneering work of Forni [21], who brought to light the existence of a finite number of obstructions to the existence of a (piecewise finite differentiable) solution. We remark that obstructions to solve the cohomological equation have been since then discovered to be a characteristic phenomenon in parabolic dynamics (e.g., their existence have been proved by Flaminio and Forni for horocycle flows [19] and nilflows on nilmanifolds [20], see also the ICM talk [22]). Forni's work is a breakthrough that paved the way for the development of a linearization theory in higher genus.

Another breakthrough, which put the stress on the arithmetic aspect of linearization in higher genus, was achieved by Marmi-Moussa-Yoccoz in their work [55] (and related works [53, 57]). In [53], in particular, they reproved and extended Forni's result using the IETs renormalization described in Section 5 and introduced the Roth-type condition (see also Section 5), as an explicit Diophantine-like condition on the IET needed to solve the cohomological equation $\varphi \circ T-\varphi=\phi-\xi$, where $\xi$ is a piecewise constant function which embodies the finite-dimensional obstructions. This result, combined with a generalization of Herman's Schwarzian derivative trick, then led to the proof in [55] by the same authors
that, for any $r \geq 2$, the $\complement^{r}$ local conjugacy class of almost every IET $T$ (more precisely, of any $T$ of restricted Roth-type, see Section 5) is a submanifold of finite codimension. Marmi, Moussa, and Yoccoz also conjectured that for $r=1$ it is a submanifold of codimension $(d-1)+(g-1)$, where $d$ is the number of exchanged intervals and $g$ the genus of the surface of which $T$ is a Poincaré section. For the measure zero class of IETs of hyperbolic periodic type (see Section 5), this conjecture has recently been proved by Ghazouani in [28]. The proof of this result for almost every IET will require the introduction of a new suitable Diophantine-like condition on IETs.

Rigidity of GIETs. We say that a class of (dynamical) systems is geometrically rigid (or also $\bigodot^{1}$-rigid), if the existence of a topological conjugacy between two objects in the class automatically imply that the conjugacy is actually $\bigodot^{1}$. The global linearization results by Herman and Yoccoz recalled in Section 2 shows that the class of (smooth, or at least $\varphi^{3}$ ) circle diffeomorphisms with Diophantine rotation number is geometrically rigid (and actually $\complement^{\infty}$-rigid, i.e., if a smooth circle diffeo is conjugated via a homeomorphism $h$ to $R_{\alpha}$ with $\alpha$ satisfying the DC , then $h$ is $\complement^{\infty}$ ). We already saw that this can be reinterpreted as a rigidity result for flows on surfaces of genus one (see Theorem 2.1). In joint work with S. Ghazouani, we recently proved a generalization of this result to genus two.

Theorem 3.4 (Ghazouani, Ulcigrai [29]). Under a full measure Diophantine-like condition, a foliation on a genus two surface which is topologically conjugate to the foliation given by a linear flow with Morse saddles is also $と^{1}$ conjugate to it.

Here full measure refers to the Katok measure class on the linear flow models (see the definition given earlier in this section). For simplicity, we stated the result for flows with simple, Morse-type saddles; degenerate saddles can also be considered, but then one has to further assume that the foliations are locally $\complement^{1}$ conjugated in a neighborhood of the multisaddle. Both these results can be reformulated at level of Poincaré sections: we introduce more precisely a rather subtle Diophantine-like conditions on (irreducible) IETs of any number of intervals $d \geq 2$, that we call the Regular Diophantine Condition, or RDC (we comment on it in Section 3) and show that it is satisfied by almost every (irreducible) IET on $d$. We then prove:

Theorem 3.5 (Ghazouani, Ulcigrai [29]). If an irreducible $d$-IET $T_{0}$ with $d=4$ or $d=5$ satisfies the RDC, then any $\complement^{3}$-generalized interval exchange map $T$ which is topologically conjugate to $T_{0}$, and whose boundary $B(T)$ vanishes, is actually conjugated to $T_{0}$ via a $\bigodot^{1}$ diffeomorphism.

The boundary operator $B(T)$ which appears in this statement is a $\zeta^{1}$-conjugacy invariant introduced in [55]; it encodes the holonomy at singular points of the surface of which $T$ is a Poincaré section. Requesting that $B(T)$ vanishes is therefore a necessary condition for the existence of a conjugacy of class $C^{1}$. Theorem 3.5 solves for $d=4,5$ one of the open problems suggested by Marmi, Moussa, and Yoccoz in [55], where they conjecture the result to hold also for any other larger $d$. The result which is missing to prove the conjecture in


FIGURE 3
Renormalization algorithms for rotations and IETs.
its generality is a generalization of an estimate used in [54] to show existence of wandering intervals in affine IETs. The main result in [29], on the other hand (namely a dynamical dichotomy for the orbit of $T$ under renormalization) is already proved for IETs which satisfy the RDC for any $d \geq 2$.

## 4. RENORMALIZATION AND COCYCLES

In this section we introduce the renormalization dynamics which is used as main tool to impose Diophantine-like conditions in higher genus. Renormalization in dynamics is a powerful tool to study dynamical systems which present forms of self-similarity (exact or approximate) at different scales. A map $T: I \rightarrow I$ of the unit interval which is (infinitely) renormalizable is such that one can find a (infinite) sequence of nested subintervals $I_{n+1} \subset I_{n} \subset \cdots \subset I$ such that the induced dynamics $T_{n}: I_{n} \rightarrow I_{n}$ (obtained by considering the first return map of $T$ on $I_{n}$ ) is well defined and, up to rescaling, belongs to the same class of dynamical systems of the original $T$. Here, the rescaling, which is done so that the rescaled (or renormalized) map acts again on an interval of unit length, is given by the map $x \mapsto T_{n}\left(\left|I_{n}\right| x\right) /\left|I_{n}\right|$. We will now describe renormalization in the context of rotations first and then IETs. In both cases, at the level of (minimal) flows (or equivalently orientable foliations) on surfaces, the inducing process corresponds to taking shorter and shorter Poincaré sections of a given surface flow (on the torus or on a higher genus surface).

Renormalization algorithms. If $T=R_{\alpha}$ is a rotation by an irrational $\alpha$ and $q_{n}, n \in \mathbb{N}$, are the denominators of the convergents $p_{n} / q_{n}$ of $\alpha$, then one can consider as sequence $\left(I_{n}\right)_{n \in \mathbb{N}}$ the shrinking arcs on $S^{1}$ which have as endpoints $R_{\alpha}^{q_{n}}(0)$ and $R_{\alpha}^{q_{n+1}}(0)$. These endpoints correspond dynamically to consecutive closest returns of the orbit of 0 (see Figure 3a). The induced map $T_{n}$ is then again a rotation $R_{\alpha_{n}}$, with rotation number $\alpha_{n}=\mathcal{E}^{n}(\alpha)$, where $\mathscr{E}$ is the Gauss map $\mathcal{E}(x)=\{1 / x\}$ and $\{\cdot\}$ denotes the fractional part.

Similarly, for a $d$-IET $T$, one wants to choose the nested sequence $\left(I_{n}\right)_{n \in \mathbb{N}}$ of inducing intervals so that the induced maps $T_{n}$ are all IETs of the same number $d$ of subin-
tervals. Given any minimal $T$ (or more generally any IET satisfying the Keane condition [37], i.e., such that the orbits of its discontinuity points are infinite and distinct), classical algorithms which produce such an infinite sequence $\left(I_{n}\right)_{n \in \mathbb{N}}$ are the Rauzy-Veech induction algorithm (see Veech [76] or [81] and the references therein) and Zorich induction, an acceleration of the same algorithm introduced by Zorich in [82]. For the definitions of these algorithms, which we will not use in the following, we refer the interested reader to the lecture notes [81]. One can show that, for $d=2$, Zorich induction corresponds to the renormalization of rotations given by the Gauss map.

On the parameter space $\mathcal{J}_{d}$ of all $d$-IETs, these algorithms induce renormalization operators $\mathcal{R}: \mathcal{J}_{d} \rightarrow \mathcal{J}_{d}$, which associate to $T$ the $d$-IET $\mathcal{R}(T)$ obtained by applying one step of the corresponding induction and then renormalizing the induced map to act on $[0,1]$. Veech showed that Rauzy-Veech renormalization admits a conservative absolutely continuous invariant measure, that induces a finite invariant measure for the Zorich acceleration, as proved in [82]. The ergodic properties of the renormalization dynamics in parameter space have been intensively studied and are by now well understood, see, e.g., [80] and the references therein for a brief survey.

Rohlin towers and matrices. After $n$ steps of induction, one can recover the original dynamics through the notion of Rohlin towers as follows: if $I_{n}^{i}$ is one of the subintervals of $T_{n}$ and $r:=r_{n}^{i}$ is its first return time to $I_{n}$ under the action of $T$, the intervals $I_{n}^{i}, T\left(I_{n}^{i}\right), \ldots, T^{r-1}\left(I_{n}^{i}\right)$ are disjoint. Their union is called a Rohlin tower of step $n$ and each of them is called a floor (see Figure 3b for a graphical depiction of floors and towers). Given an infinitely renormalizable $T$, for any $n$ one can see $[0,1]$ as a union of $d$ Rohlin towers of step $n$, as shown in Figure 3b. Rohlin towers thus produce a sequence of partitions of $[0,1]$ (into floors of towers of step $n$ ).

Renormalization produces also a sequence of $d \times d$ matrices $A_{n}, n \in \mathbb{N}$, with integer entries, which should be thought of as multidimensional continued fraction digits and describe intersection numbers of Rohlin towers. The matrices $\left(A_{n}\right)_{n \in \mathbb{N}}$ are defined so that the entries of the product $A^{n}:=A_{n} \cdots A_{1}$ have the following dynamical meaning: the ( $i, j$ ) entry $\left(A^{n}\right)_{i j}$ is the number of visits of the orbit of any point $x \in I_{n}^{j}$ to the initial subinterval $I_{0}^{i}$ until its first return time $r_{n}^{j}$; in other words, $\left(A^{n}\right)_{i j}$ is the number of floors of the $j$ th tower of level $n$ which are contained in $I_{0}^{i}$. These entries generalize the classical continued fraction digits: for $d=2$, indeed, the matrices $\left(A_{n}\right)_{n \in \mathbb{N}}$ associated to $R_{\alpha}$, for $n$ of alternate parity, have respectively the form

$$
\left(\begin{array}{cc}
1 & a_{n} \\
0 & 1
\end{array}\right) \quad \text { or } \quad\left(\begin{array}{cc}
1 & 0 \\
a_{n} & 1
\end{array}\right)
$$

where $a_{n}$ are the entries of the continued fraction expansion $\alpha=\left[a_{0}, a_{1}, \ldots, a_{n}, \ldots\right]$. Diophantine-like conditions for IETs are defined by imposing conditions on these matrices, on their growth as well as on their hyperbolicity, see in Section 5. The matrices $\left(A_{n}\right)_{n \in \mathbb{N}}$ are produced by the renormalization dynamics: for rotations, the entries $\left(a_{n}\right)_{n \in \mathbb{N}}$ of the continued fraction expansion of $\alpha$ satisfy $a_{n}=a\left(\mathscr{E}^{n}(\alpha)\right)$, where $a(\cdot)$ is an integer-valued function
on $[0,1]$. Similarly, one has now that $A_{n}=A\left(\mathscr{R}^{n}(T)\right)$, where $A: \mathcal{J}_{d} \rightarrow \operatorname{SL}(d, \mathbb{Z})$ is a matrixvalued function on the space $\mathcal{J}_{d}$ of $d$-IETs, i.e., a cocycle (known as the Rauzy-Veech cocycle, or Zorich cocycle if considering the Zorich acceleration).

Positive and balanced accelerations. It turns out though that Zorich acceleration is often not sufficient (see, for example, [41] and [40] where it is shown that the classical Diophantine notions of bounded- [41] and Diophantine-type [40] do not generalize naturally when using Zorich acceleration). Two accelerations which play a key role in Diophantine-like conditions are the positive and the balanced acceleration. By accelerations we mean here an induction which is obtained by considering only a subsequence $\left(n_{k}\right)_{k \in \mathbb{N}}$ of Rauzy-Veech times. The associated (accelerated) cocycle is then obtained considering products

$$
A\left(n_{k}, n_{k+1}\right):=A_{n_{k+1}-1} \cdots A_{n_{k}+1} A_{n_{k}} .
$$

The positive acceleration appears in the works by Marmi, Moussa, and Yoccoz [53,55,57]. They showed that if $T$ satisfies the Keane condition, for any $n$ there exists $m>n$ such that $A(n, m)$ is a strictly positive matrix. The accelerated algorithm then corresponds to choosing the sequence $\left(n_{k}\right)_{k \in \mathbb{N}}$ setting $n_{0}:=0$ and then, for $k \geq 1$, choosing $n_{k}$ to be the smallest integer $n>n_{k-1}$ such that $A\left(n_{k-1}, n\right)$ is strictly positive. On the other hand, to define the balanced acceleration, one considers a subsequence $\left(n_{k}\right)_{k \in \mathbb{N}}$ of Rauzy-Veech times $n$ for which the corresponding Rohlin towers are balanced, in the sense that ratios of widths $\left|I_{n}^{i}\right| /\left|I_{n}^{j}\right|$ and heights $r_{n}^{i} / r_{n}^{j}$ are uniformly bounded above and below. We will return to these accelerations and some instances in which they are helpful in Section 5.

Combinatorial rotation numbers. We remark that the definition of Rauzy-Veech induction can be extended also to a GIET $T$ (under the Keane condition, which guarantees that $\mathcal{R}^{n}(T)$ can be defined for every $n \in \mathbb{N}$ ) and then exploited to give a combinatorial notion of rotation number as well as a definition of irrationality in higher genus (following [55,57], see also [81]). As one computes the induced maps $\left(T_{n}\right)_{n \in \mathbb{N}}$, one can indeed record the sequence $\left(\pi_{n}\right)_{n \in \mathbb{N}}$ of permutations of the GIETs $\left(T_{n}\right)_{n \in \mathbb{N}}$ : this sequence provides the desired combinatorial rotation number for $d>2$. We say that a GIET is irrational if the sequence of matrices $\left(A_{n}\right)_{n \in \mathbb{N}}$ have a positive acceleration (or equivalently, in the terminology introduced by Marmi, Moussa, and Yoccoz, the path described by $\left(\pi_{n}\right)_{n \in \mathbb{N}}$ is infinitely complete). One can then show that two irrational GIETs with the same rotation number are semiconjugated (see, e.g., [81]), a result that generalizes a property of rotations numbers and circle diffeos and hence explains the choice of calling this higher genus combinatorial object the "rotation number" of a GIET.

Renormalization of Birkhoff sums. Given $T: I \rightarrow I$ and a function $f: I \rightarrow \mathbb{R}$, we denote by $S_{n} f:=\sum_{k=0}^{n-1} f \circ T^{k}$ the $n$th Birkhoff sum (of the function $f$ under the action of $T$ ). When $T=R_{\alpha}$ is a rotation (or a circle diffeo), it is standard to study first Birkhoff sums of the form $S_{q_{n}} f$ for $q_{n}$ convergent of $\alpha$, corresponding to closest returns, and then use them to decompose more general Birkhoff sums. Similarly, renormalization for (G)IETs can be exploited to produce special Birkhoff sums, namely Birkhoff sums of a special form that
can be understood first, exploiting renormalization, and then used to decompose and study general Birkhoff sums. For each $n \in \mathbb{N}$, if $T_{n}: I_{n} \rightarrow I_{n}$ is the induced map after $n$ steps of renormalization, the $n$th special Birkhoff sum is the induced function $S(n) f: I_{n} \rightarrow I_{n}$, defined by $S(n) f(x):=S_{r_{n}^{i}} f(x)$ if $x \in I_{n}^{i}$. Thus, since $r_{n}^{i}$ is the height of the Rohlin tower over $I_{n}^{i}$, the value $S(n) f(x)$ is obtained summing the orbit along the tower which has $x$ in the base, see Figure 3b. Notice that for $d=2$, when considering Zorich acceleration, these reduce to sums of the form $S_{q_{n}} f(x)$. The associated special Birkhoff sums operators $S(n), n \in \mathbb{N}$, map $\mathrm{f}: I \rightarrow \mathbb{R}$ to $S(n) f: I_{n} \rightarrow \mathbb{R}$. When $f$ is piecewise constant and takes a constant value $\mathrm{f}^{i}$ on each $I^{i}, S(n)$ can be identified with a linear operator given by the (studied acceleration of the) Rauzy-Veech cocycle $A^{n}=A_{n} \cdots A_{1}$ as follows: one can show that $S(n) f$ takes constant values $f_{n}^{i}$ on each $I_{n}^{i}$ and the column vectors $\mathbb{f}:=\left(f^{i}\right)_{i=1}^{d}$ and $\mathbb{f}_{n}:=\left(f_{n}^{i}\right)_{i=1}^{d}$ are related by $\mathbb{f}_{n}=A^{n} \mathbb{f}^{\text {. Thus, special Birkhoff sums operators can be seen }}$ as infinite-dimensional extensions of the Rauzy-Veech cocycle (and its accelerations).

When considering a rotation $R_{\alpha}$, to decompose $S_{n} f(x)$ into Birkhoff sums of the form $S_{q_{k}} f(y)$ where $y \in I_{k}$, one can write $n=\sum_{k=0}^{k_{n}} b_{k} q_{k}$, where $k_{n}$ is the smallest integer $k$ such that $n<q_{k}$ and $b_{k}$ are integers such that $0 \leq b_{k} \leq a_{k}$ (a presentation sometimes known as Ostrowsky decomposition). Correspondingly, recalling that $S_{q_{k}} f(y)=S(k) f(y)$ when $y \in I_{k}$, we can write

$$
\begin{equation*}
S_{n} f(x)=\sum_{k=0}^{k_{n}} \sum_{j=0}^{b_{k}-1} S(k) f\left(x_{j}^{k}\right), \quad \text { where } x_{j}^{k} \in I_{k}, \text { for all } 0 \leq j<b_{k} \tag{4.1}
\end{equation*}
$$

For IETs one can also get an analogous decomposition of any Birkhoff sums $S_{n} f(x)$ into special Birkhoff sums, which has the same form (4.1), but where $0 \leq b_{k} \leq\left\|A^{n}\right\|:=\sum_{i, j}\left(A^{n}\right)_{i j}$ and the decomposition is obtained dynamically, by decomposing the orbit of $x$ until time $n$ into blocks, each of which is contained in a tower and hence corresponds to a special Birkhoff sums.

Renormalization in moduli spaces. We conclude this section mentioning that these renormalization algorithms (for rotations and IETs) describe a discretization of a renormalization dynamics on the moduli space of surfaces. In genus one, the Gauss map is well known to be related to the geodesic flow on the modular surface (which can be seen as the moduli space of flat tori), see, e.g., [66]. Similarly, (an extension of) Rauzy-Veech induction can be obtained as Poincaré map of the Teichmüller geodesic flow on the moduli space of translation surfaces (see, e.g., [85]).

The full measure Diophantine-like conditions that we discuss in this survey are satisfied by (Poincaré maps of) linear flows in almost every direction on almost every translation surface in these moduli space (with respect to the Lebesgue, or Masur-Veech measure, see [12]). A different question is whether these properties hold for a given surface in almost every direction, in particular if the surface has special properties, for example, is a torus cover (i.e., it is a square-tiled surface), or has special symmetries (e.g., it is a Veech surface or it belongs to an $\operatorname{SL}(2, \mathbb{R})$-invariant locus, see [12]). In these settings, while some results can be obtained by general measure-rigidity techniques (in particular, from the work [9] by

Chaika and Eskin, see also the ICM proceedings [12] and the references therein), to describe explicit Diophantine-like conditions, it is often helpful to exploit or develop ad hoc renormalization algorithms (for example, one can use finite extensions of the Gauss map to study square-tiled surfaces, see, e.g., [59], or construct Gauss-like maps for some Veech surfaces, see, e.g., [69]).

## 5. DIOPHANTINE-LIKE CONDITIONS IN HIGHER GENUS

We finally describe in this section some of the Diophantine-like conditions which were introduced to prove some of the results on typical ergodic and spectral properties of smooth area-preserving flows on surfaces (see Section 3.1) and on linearization (such as solvability of the cohomological equation and rigidity questions in higher genus, see Section 3.2).

### 5.1. Bounded-type IETs and Lagrange spectra

We start with two important classes of IETs, namely periodic-type and boundedtype IETs, both of which have measure zero in the space $\mathcal{J}_{d}$ of IETs (although full Hausdorff dimension in the case of bounded-type IETs), but often constitute an important class of IETs in which dynamical and ergodic properties can be tested.

One of the simplest requests on a (G)IET is that its orbit under renormalization is periodic, so that the sequence of Rauzy-Veech cocycle matrices $\left(A_{n}\right)_{n \in \mathbb{N}}$ introduced in the previous Section 4 is periodic, i.e., there exists $p>0$ such that $A_{n+p}=A_{n}$ for every $n \in \mathbb{N}$. We will furthermore request that the period matrix $A:=A_{p} \cdots A_{2} A_{1}$ is strictly positive. These IETs are called in the literature periodic-type IETs (see, e.g., [68]), in analogy with periodic-type rotation numbers (quadratic irrationals like the golden mean $(\sqrt{5}-1) / 2=$ $[1,1, \ldots, 1, \ldots]$ which have a periodic continued fraction expansion). By construction they are self-similar, and one can also show that they arise as Poincaré section of foliations which are fixed by a pseudo-Anosov surface diffeomorphism. Notice that $d$-IETs of periodic type form a measure zero set in $\mathcal{J}_{d}$ (they are actually countable). One can show (in view of a Perron-Frobenius argument, e.g., following [76]) that periodic-type IETs are always uniquely ergodic with respect to the Lebesgue measure.

Periodic-type IETs are often the very first type of IETs used to construct explicit examples; see, e.g., the explicit examples of weakly mixing periodic-type IETs in [68] or the explicit examples of Roth-type IETs build in the Appendix of [53]. On the other hand, among periodic-type IETs one can also find examples with exceptional behavior. A further request, that is used to guarantee that a periodic-type $T$ displays features similar to those of typical (in the measure theoretical sense) IETs is that $T$ is of hyperbolic periodic-type: this means that the periodic matrix $A$ has $g$ eigenvalues of modulus greater than 1 , where $g$ is the genus of the surface of which $T$ is a Poincaré section. Notice that $g$ is the largest possible number of such eigenvalues, as it can be shown by either geometric or combinatorial arguments (in particular, exploiting the symplectic features of the cocycle matrices, which come from their interpretation as action of renormalization on the relative homology $H_{1}\left(S, \operatorname{Fix}\left(\varphi_{\mathbb{R}}\right), \mathbb{R}\right)$, one
can show that $A$ has also $g$ eigenvalues of modulus less than 1, while the transpose $A^{T}$ acts as a permutation on a subspace of dimension $k:=d-2 g$ which gives rise to a $k$-dimensional central space).

Bounded-type IETs equivalent characterizations. Periodic-type IETs are a special case of so called bounded-type IETs: we say that a (Keane) IET $T$ is of bounded-type if the matrices of the positive acceleration $P_{k}:=A\left(n_{k}, n_{k+1}\right)$ are uniformly bounded, i.e., there exists a constant $M>0$ such that $\left\|P_{k}\right\| \leq M$ for every $k \in \mathbb{N}$. From this point of view, boundedtype IETs can be seen as a generalization of bounded-type rotation numbers (which, recalling Section 2, are $\alpha=\left[a_{0}, a_{1}, \ldots, a_{n}, \ldots\right]$ such that for some $M>0$ we have $\left.\left|a_{n}\right| \leq M\right)$. It turns out that this renormalization-based definition characterizes a natural class of IETs (and corresponding surfaces) from the combinatorial and geometric point of view: bounded-type IETs are linearly recurrent (i.e., satisfy an important notion of low complexity in wordcombinatorics) and surfaces which have a bounded-type IET as a section give rise to bounded Teichmüller geodesics in the moduli space of translation surfaces (see, e.g., [31] for the proof of the equivalences). These natural characterizations show once more how the positive acceleration (and not simply Zorich acceleration) is the good one to use in this setting (see also [41] where it is shown that asking that Zorich matrices are bounded leads to a different, strictly larger class).

Furthermore, from the point of view of renormalization, the uniform bounds on the norm of the matrices $P_{k}$ imply that the partitions into Rohlin towers produced by RauzyVeech renormalization are all balanced (see Section 4). From a purely dynamics perspective, the orbits of a bounded-type IET are well-spaced: there are uniform constants $c, C>0$ such that, for any point $x$ and any $n$, the gaps (i.e., the distances between closest point) of the orbit $\left\{T^{i} x, 0 \leq i<n\right\}$ are all comparable to $n$, i.e., are bounded below by $c / n$ and above by $C / n$. Yet another characterization is in terms of orbits of discontinuities: if $\delta_{n}(T)$ denotes the smallest length of a continuity interval for $T_{n}, \liminf _{n \in \mathbb{N}} n \delta_{n}(T)>0$, see [31] and the reference therein.

Several results in the literature were proved first assuming bounded-type (for example, the absence of mixing for flows in $\mathcal{U}_{\text {min }}$, see [70], preceding [73]) and some properties are currently known only under the assumption of being bounded-type, for example, absence of partial rigidity and mild-mixing (see [47] and [32], respectively) for flows in $\mathcal{U}_{\text {min }}$ (it is possible, but an open question, that these two properties fail without assuming that a Poincaré section is of bounded-type), or ergodicity of typical skew-product extensions of IETs by piecewise constant cocycles (see [11]).

Bounded-type uniform contraction and deviations estimates. One of the way in which the bounded-type assumption can be exploited is the following. It is well known that iterates of a positive $d \times d$ matrix $A>0$ act on the positive cone $\mathbb{R}_{+}^{d}$ as a strict contraction (e.g., with respect to the Hilbert projective metric): this is the phenomenon behind the proof of Perron-Frobenius theorem, showing that $A$ has a unique (positive) eigenvector with maximal eigenvalue. More generally, the projective action of any matrix $A_{i}$ with $\left\|A_{i}\right\| \leq M$ has a contraction rate which depends on $M$ only; this, in view of the connection between the entries
of the cocycle products $A^{n}:=A_{n} \cdots A_{1}$ and (special) Birkhoff sums (see Section 4), can be used, given a bounded-type IET, to prove unique ergodicity and to give uniform estimates on the rate of convergence of ergodic averages: one can, for example, show that there is a uniform constant (which can be taken to be 1) and a uniform exponent $\gamma_{M}$ such that, for any bounded-type IET with $\left\|P_{k}\right\| \leq M$ and any mean zero (piecewise) smooth $f: I \rightarrow \mathbb{R}$, $\left|S_{n} f(x)\right| \leq n^{\gamma_{M}}$ for all $x \in I$ (see the Appendix of [11]).

The role of bounded-type conditions in the study of Lagrange spectra. Periodic-type and bounded-type rotation numbers play a central role in the study of the Lagrange spectrum $\mathscr{L} \subset \mathbb{R} \cup\{+\infty\}$, a classical object in both number theory and dynamics (see, for example, [31] or [58] and the reference therein). It is defined as the set $\mathscr{L}:=\{L(\alpha), \alpha \in \mathbb{R}\}$ where $L(\alpha):=\lim \sup _{q, p \rightarrow \infty} 1 / q|q \alpha-p|$; one can show that $L(\alpha)<\infty$ exactly when $\alpha$ is of bounded-type, in which case $L(\alpha)^{-1}$ provides the smallest constant such that $|\alpha-p / q|<$ $L(\alpha)^{-1} / q^{2}$ has infinitely many integer solutions $p, q \in \mathbb{Z}, q \neq 0$ (and it has also an interpretation in terms of depths of excursions into the cusp of hyperbolic geodesics on the modular surface). Among the many geometric and dynamical extensions of the notion of Lagrange spectrum (see some of the references in [31]), a natural generalization to higher genus leads to Lagrange spectra of IETs and translation surfaces, which we introduced in joint work with Hubert and Marchese in [31]. The finite values of these spectra are achieved exactly by bounded-type IETs and can be computed using renormalization. We show furthermore in [31] that these spectra can be obtained as the closure of the values achieved by periodic-type IETs.

### 5.2. Roth-like conditions and type

The Roth-type condition, to the best of our knowledge, was historically the first full measure "arithmetic" condition to be defined and exploited in higher genus.

Roth-type condition. In the seminal paper [53], Marmi, Moussa, and Yoccoz show first of all that (a predecessor of) the positive acceleration of Rauzy-Veech induction (refer to Section 4) is well defined for all Keane IETs and use this acceleration to define the Roth-type condition and prove that it has full measure; they then show that this condition is sufficient to solve the cohomological equation after removing obstructions (see Section 3.2). Since bounded-type IETs have measure zero, to describe a full measure set of IETs, one needs to allow the norms $\left\|P_{k}\right\|$ of the matrices $\left(P_{k}\right)_{k}$ of the positive acceleration to grow. Marmi, Moussa, and Yoccoz show in [53] that, for almost every $d$-IETs in $\mathcal{J}_{d}$, the matrices $\left(P_{k}\right)_{k}$ grow subpolynomially, i.e., for any $\varepsilon>0$ there exists $C_{\varepsilon}>0$ such that

$$
\begin{equation*}
\left\|P_{k+1}\right\| \leq C_{\varepsilon}\left\|Q_{k}\right\|^{\varepsilon}, \quad \text { where } Q_{k}:=P_{k} \cdots P_{1} \tag{5.1}
\end{equation*}
$$

This condition should be seen as a higher genus generalization of the classical Roth-type condition, see Section 2. A $d$-IETs is called Roth-type if it satisfies (5.1) (which is equivalent to condition (a) in [53], see [57]), and two additional conditions, which concern the contraction properties of the cocycle (condition (b) in [53] imposes that the operators $S(k)$ act as contractions on mean-zero functions and guarantees unique ergodicity and the existence of
a spectral gap, while the last one, condition (c) or coherence, concerns the contraction rate of the stable space and its quotient space). The presence of additional requests that concern not only the growth of the matrices but also their hyperbolicity properties seems to be an important and new feature of several Diophantine-like conditions in higher genus, see Section 5.4. While the proof that the latter two conditions are satisfied by almost every IET is a simple consequence of Forni's work [23] and Oseledets theorem (which can be applied in view of the work by Zorich [82]), the proof that the growth condition (5.1) is typical takes a large part of [53]; a simpler proof can be now deduced (as explained in [52]) from a later result by Avila-Gouezel-Yoccoz [3].

Variations of the Roth-type condition. As we saw, the periodic-type condition can be refined to the more restrictive condition of hyperbolic periodic-type. In a similar way, one may further request, given a Roth-type IET $T$, that the stable space, i.e., the space $\Gamma_{s}(T)$ of vectors $v \in \mathbb{R}^{d}$ such that $A^{n} v \rightarrow 0$ exponentially as $n$ grows (which, in the case of a periodic-type IET with period matrix $A$, is generated by the eigenvectors corresponding to the eigenvalues of $A$ which have modulus greater than 1) has maximal dimension, namely $g$. The condition that one gets was called restricted Roth-type in [55]; it has full measure in view of [23] and was used to study the structure and codimension of local $\complement^{r}$ conjugacy class of a (G)IET for $r>2$. In the joint work [56] with Marmi and Yoccoz, we introduced a further weakening of the (restricted) Roth-type condition, the absolute (restricted) Roth type condition, expressed only in terms of the cocycle action on a $2 g$-dimensional subspace which can be identified with the absolute homology $H_{1}(S, \mathbb{R})$ of the surface $S$ of which $T$ is section (in contrast, the original condition involves the whole cocycle, which describes the action on the relative homology $\left.H_{1}\left(S, \operatorname{Fix}\left(\varphi_{\mathbb{R}}\right), \mathbb{R}\right)\right)$. Exploiting [9], one can also show that this absolute (restricted) Roth-type condition holds on every translation surface for almost every direction (see [9] and [56]). A generalization of the restricted Roth-type condition, the quasi-Roth-type condition, was introduced in [24] to extend the results of [53] and [55] to Poincaré maps of surfaces for which the stable space has dimension less than $g$ (see [24] for details). Let us also mention that a Roth-type condition can also be imposed on the backward rotation number (of a translation flow), requesting a growth rate similar to (5.1) for the dual cocycle. The corresponding dual Roth-type condition was used in [56] to study the asymptotic oscillations of the error term in (3.3) (which we describe in terms of a distributional cocycle or distributional limit shape, see [56] for details).

Type and recurrence for IETs. It is not surprising that Diophantine-like conditions can also be used to study recurrence questions. While for rotations these reduce to Diophantine properties in the classical arithmetic sense (namely how well a number can be approximated by rationals), given an IET $T$, one can study either how frequently the successive iterates $\left(T_{n}(x)\right)_{n \in \mathbb{N}}$ return close to $x$ (see, e.g., [5]), or how close the iterates of a discontinuity come to other discontinuities, see, e.g., [51]. The (Diophantine) type $\eta$ of a rotation $R_{\alpha}$ is defined to be $\eta:=\sup \left\{\beta: \liminf _{n \rightarrow \infty} n^{\beta}\{n \alpha\}=0\right\}$. Bounded- and Roth-type numbers have type $\eta=1$ (while Liouville ones have type $\eta=\infty$ ). One can show (see [40] and [55]) that requesting an IET $T$ be of Roth-type is equivalent to asking that $\sup \left\{\beta: \lim \inf n^{\beta} \delta_{n}(T)=0\right\}=1$,
where here $\delta_{n}(T)$ is the minimum spacing between discontinuities of $T_{n}$. It also implies (but without equivalence) that the first return time $\tau_{r}(x)$ of $x$ to a ball of radius $r>0$ satisfies the logarithmic law $\lim _{r \rightarrow 0} \log \tau_{r}(x) / \log (1 / r)=1$ for almost every $x \in[0,1]$ (see [40]).

### 5.3. Controlled growth Diophantine-like conditions

Any balanced acceleration of Rauzy-Veech induction (as defined in Section 4), produces, given a typical IET $T$, a sequence of times $\left(n_{k}\right)_{k}$ which correspond to occurrences of positive matrices $A_{n_{k}}$ whose norm $\left\|A_{n_{k}}\right\| \leq M$ is uniformly bounded (these are, furthermore, return times to a compact subset $K$ of the parameter space for the natural extension). As for bounded-type IETs, occurrences of these positive bounded matrices give very good control of the convergence of (special) Birkhoff sums of characteristic functions $\chi_{I_{0}^{j}}$ (see the end of Section 5.1). More generally, if $x_{0} \in I_{n}^{j}$ belongs to the inducing interval $I_{n}$ of a balanced return time $n:=n_{k}$ and $q:=r_{n}^{j}$ is the height of the corresponding tower, the orbit $\left\{x_{0}, T\left(x_{0}\right), \ldots, T^{q-1}\left(x_{0}\right)\right\}$ along a tower is so regularly spaced that one can get good estimates of the Birkhoff sums $S_{q} f\left(x_{0}\right)$ also for other classes of observables $f$. In order to estimate Birkhoff sums $S_{n} f(x)$ for other times $n \in \mathbb{N}$ and points $x \in[0,1]$, one can then interpolate these estimates by using the decomposition (4.1) into special Birkhoff sums. It is clear now that for this interpolation to provide good estimates for any time $n \in \mathbb{N}$, one needs to impose that the balanced times $\left(n_{k}\right)_{k}$ are sufficiently frequent so that $\left\|A\left(n_{k}, n_{k+1}\right)\right\|$ grows in a controlled way. Notice that by balance the tower heights $r_{n_{k}}^{j}$ for $1 \leq j \leq d$ are all comparable and if we set $q_{n}:=\max _{j} r_{n}^{j}$, the norm $\left\|A\left(n_{k}, n_{k+1}\right)\right\|$ is proportional to $q_{n_{k+1}} / q_{n_{k}}$.

Mixing Diophantine condition. The main requirement of the mixing Diophantine condition introduced in [71] is that there exist a (good) positive acceleration and $C>0$ such that

$$
\begin{equation*}
\left\|A\left(n_{k}, n_{k+1}\right)\right\| \leq C k^{\tau}, \quad \forall k \in \mathbb{N}, \text { for some } 1<\tau<2 \tag{5.2}
\end{equation*}
$$

This condition should be seen as a higher-genus generalization of the Khanin-Sinai condition $\left|a_{k}\right| \leq C k^{\tau}$ for mixing of Arnold flows, see Section 2. The proof that it is satisfied by a full measure set of IETs follows from a Borel-Cantelli argument analogous to that which can be used in genus one, but the input in higher genus are the highly nontrivial integrability estimates for balanced accelerations proved by Avila, Gouezel, and Yoccoz (which the authors proved to show in [3] that the Teichmüller geodesic flow is exponentially mixing): it is proved in [3] that for any $0<v<1$, there exists a suitable compact set $K$ such that $\int_{K}\left\|A_{K}\right\|^{\nu} \mathrm{d} \mu$ is finite (where $A_{K}$ is the accelerated cocycle and $\mu$ the Zorich measure).

In order to prove mixing of (minimal components of) locally Hamiltonian flows in $\mathcal{U}_{\neg \min }$ (i.e., Theorem 3.1), one needs good quantitative estimates on shearing: these are given by estimates of Birkhoff sums $S_{n} f$ over an IET which arise as Poincaré map, for a particular observable $f$ (namely, $f$ is taken to be the derivative of the roof function in the special flow representation of $\varphi_{\mathbb{R}}$ ), which turns out not to be in $L^{1}$ (indeed, the function $f$ has singularities of type $1 / x$, which are not integrable). When $n=n_{k}$ is a balanced time, one can control the corresponding special Birkhoff sums $S\left(n_{k}\right) f$ and show that each Birkhoff
sum along a tower $S_{q} f(x)$, where $q=q_{n_{k}}^{j}$ and $x \in I_{n_{k}}^{j}$, can be controlled after removing the closest point contribution that, in this case, is simply $1 / x$. One can indeed show that the trimmed Birkhoff sum $S_{q} f(x)-1 / x$ is asymptotic to $C q \log q$. The mixing Diophantine condition allows to interpolate these estimates and to show that, also for any other $n \in \mathbb{N}$, $S_{n} f(x)$ grows asymptotically as $C n \log n$ for all points $x$ with the exception of points which belong to a set $\Sigma_{n} \subset[0,1]$ of measure going to zero. The set $\Sigma_{n}$ of points which needs to be removed to get the desired control contains points whose orbits may be resonant, in the sense that it may contain a close-to-arithmetic progression near one of the singularities of $f$, with step $q_{n_{k}} / q_{n_{k+1}}$ (which can be a very small step if $q_{n_{k+1}}$ is much larger than $q_{n_{k}}$ ).

Ratner Diophantine condition. In order to prove that (minimal components of) locally Hamiltonian flows in $U_{\neg \text { min }}$ have the switchable Ratner property (e.g., Theorem 3.2, see Section 3), one needs more delicate quantitative shearing estimates. Such estimates are proven assuming first of all the mixing Diophantine condition, but the MDC is not sufficient. While mixing is an asymptotic condition and therefore it is sufficient, for all large $n$, to prove estimates for the Birkhoff sums $S_{n} f(x)$ (introduced in the previous subsection) on sets of measure tending to 1 (and hence one can remove a set $\Sigma_{n}$ whose measure goes to zero), the (switchable) Ratner property requires estimates on arbitrarily large sets of initial points, for all large times $n \geq n_{0}$. If the series $\sum_{n \in \mathbb{N}} \operatorname{Leb}\left(\Sigma_{n}\right)$ were finite, the tail sets of the form $\bigcup_{n \geq n_{0}} \Sigma_{n}$ would have arbitrarily small measures, and thus one could throw away these unions for $n_{0}$ large. Unfortunately, one can check that the measures $\left(\operatorname{Leb}\left(\Sigma_{n}\right)\right)_{n \in \mathbb{N}}$ are not summable. Instead, we consider a subset $K \subset \mathbb{N}$ such that $\sum_{n \notin K} \operatorname{Leb}\left(\Sigma_{n}\right)<+\infty$ and exploit the additional freedom given by the switchable Ratner condition to deal with points $x \in \Sigma_{n}$ when $n \in K$. This requires the introduction of a suitable Diophantine-like condition.

We say that an IET $T$ satisfies the Ratner Diophantine condition (RDC) if $T$ satisfies the mixing DC along the sequence $\left(n_{k}\right)_{k \in \mathbb{N}}$ of balanced induction times and there exist $0<\xi, \eta<1$ such that, if $B_{k}:=A\left(n_{k}, n_{k+1}\right)$ are the matrices of the accelerated cocycle and $q_{k}:=\max _{j} r_{n_{k}}^{j}$ the maximum height of the corresponding towers, then we have

$$
\begin{equation*}
\sum_{k \notin K} 1 /\left(\log q_{k}\right)^{\eta}<+\infty, \quad \text { where } K:=\left\{k \in \mathbb{N}:\left\|B_{k}\right\| \leq k^{\xi}\right\} . \tag{5.3}
\end{equation*}
$$

The assumption (5.3) guarantees in particular the summability of $\sum_{n \notin K} \operatorname{Leb}\left(\Sigma_{n}\right)$, so that tail sets of this series can be removed. When $k \in K$, using that $n_{k}$ is a balanced time and $q_{k} / q_{k-1} \leq\left\|B_{k}\right\|$ is not too large, one can show that an arbitrarily large set of points $x$ do not get close of order $c / q_{k-1}$ to a singularity twice in time of order $q_{k}$, so by either going forward or backward in time one can avoid getting $O\left(q_{k}^{-1}\right)$ close to singularities. This suffices to provide the control of $S_{n} f(x)$ (and therefore of shearing) required by the switchable Ratner property for all times.

Notice that if an IET $T$ is of bounded type (so $\left\|B_{k}\right\|$ are bounded) then the RDC is automatically satisfied (since the complement of $K$ in $\mathbb{N}$ is finite and therefore the series is a sum of finitely many terms). The Ratner DC imposes that the times $k$ for which $\left\|B_{k}\right\|$ is large are not too frequent: in a sense if an IET satisfies the RDC, it behaves like an IET of bounded type modulo some error with small density (as a subset of $\mathbb{N}$ ), but this relaxation allows the
property to hold for almost every IETs: we prove in [33] that, indeed, for suitable choices of $\xi$ and $\eta$, the RDC is satisfied by a full measure set of IETs. Formally (when using the suitable acceleration), the assumption (5.3) looks like the Diophantine condition for rotations introduced by Kanigowski and Fayad in [16], see (3.2). The proof of full measure of the RDC is modeled on the proof of full measure of the arithmetic condition (3.2), with the role of the Gauss map played by the renormalization operator in the parameter space corresponding to the balanced acceleration. Key ingredients to make this proof work are once more the integrability estimates by Avila-Gouezel-Yoccoz [3], as well as a quasi-Bernoulli property of the balanced acceleration, see [33] for details.

Backward growth condition for absence of mixing. The Diophantine-like condition to prove absence of mixing of typical locally Hamiltonian flows in $\mathcal{U}_{\text {min }}$ (see Section 3.1) is not explicitly stated in [73], but, from the proof, one can see that one needs the existence of a suitable acceleration of the balanced acceleration, whose matrices will be denoted by $\left(B_{k}\right)_{k \in \mathbb{N}}$, of a subsequence $\left(k_{l}\right)_{l}$ and of a constant $M>0$ such that

$$
\begin{equation*}
\sum_{k=0}^{k_{l}} \frac{\left\|B_{k}\right\|}{v^{k_{l}-k}}=\sum_{j=0}^{k_{l}} \frac{\left\|B_{k_{l}-j}\right\|}{v^{j}} \leq M<+\infty, \quad \text { for all } k \in \mathbb{N} \tag{5.4}
\end{equation*}
$$

where $v$ is some constant with $v>1$. Such a condition has two interesting features: it requires a backward control of the growth of the matrices of an accelerated cocycle, which has to happen infinitely often. Indeed, for the series (5.4) to converge and be uniformly bounded by $M$, one needs to ask that the norms $\left\|B_{k}\right\|$ when $k$ belongs to the sequence $\left(k_{l}\right)_{l \in \mathbb{N}}$ are uniformly bounded; furthermore, it is sufficient to then impose that, going backward in time, they grow slower than the denominator, namely that $\left\|B_{k_{l}-j}\right\| \leq C e^{\delta j}$ for $0 \leq j \leq k_{l}$ where $\delta$ is chosen so that $e^{\delta}<\nu$. These conditions can be shown to be of full measure by exploiting Oseledets integrability (for the dual cocycle).

Such backward conditions seem to appear naturally when one wants to provide good control of the deviations of the points in a finite segment $\left\{x, T(x), \ldots, T_{N}(x)\right\}$ of an IET orbit from an arithmetic progression: one would like to show, for example, that, if we relabel the points in the orbit segment so that $0<x_{1}<x_{2}<\cdots<x_{N}<1$, the points $x_{i}$ display polynomial deviations from an arithmetic progression, i.e., there exist $C>0$ and $0<\gamma<1$ such that $\left|x_{i}-i / N\right| \leq C(i / N)^{\gamma}$. These estimates (which are used in [70,73] to show, through a cancelations mechanism, that there is a subsequence of times with no shearing and, as a consequence, that mixing fails) can be proved for all times for bounded type IETs (see [70]), but, for typical IETs, even for orbits along a balanced tower of some renormalization level $n_{k_{0}}$, it may not be possible to choose a constant $C$ uniformly in $i$. Heuristically, the reason for this is that, to estimate the location of $x_{i}$, one can use a spatial decomposition of the interval $\left[0, x_{i}\right]$ into floors of renormalization towers which involves the entries of backward cocycle matrices (a decomposition similar to that in (4.1), but with the role of time now played by space; geometrically this can also be interpreted as swapping the role of the horizontal and vertical flows on a translation surface). The presence of an exceptionally large $\left\|A_{k}\right\|$, even if $k$ is much smaller than $k_{0}$, can still spoil the deviations control, since it may correspond
in the spatial decomposition to a clustering of points, close to an arithmetic progression of a very small step.

We point out that phenomena of similar nature, where the whole backward history of the continued fraction entries matters to control orbits, appears also in genus one, in the theory of circle diffeomorphisms. For example, in the paper [39] (in which the Herman's theory of linearization briefly recalled in Section 2) is revisited, following [38], through the renormalization perspective and optimal results are achieved for low regularity), the finiteness of a series of the form $\sum_{n=n_{0}}^{\infty} a_{n+1}\left(\sum_{i=0}^{n} \frac{l_{n}}{l_{n-i}}\left(l_{n-i-1}\right)^{\eta}\right)$, where $\left(a_{n}\right)_{n \in \mathbb{N}}$ are the CF entries of $\alpha=\left[a_{0}, a_{1}, \ldots\right] l_{n}:=\left|q_{n} \alpha-p_{n}\right|$ and $0<\eta<1$, is used to control the spatial decomposition of orbit segments. It would be interesting to know if the analogy, which at this level is only formal and on the nature of the conditions, hides a more profound similarity.

### 5.4. Effective Oseledets Diophantine-like conditions

To conclude, we briefly describe the uniform and regular Diophantine-like conditions (UDC and RDC, for short), introduced and used to prove Theorems 3.5 and 3.3, respectively (see Sections 3.2 and 3.1). Both these conditions present a novel aspect: not only they impose conditions which control the growth of cocycle matrices of a suitable acceleration (as all the conditions we have seen in Section 5.3), as well hyperbolicity assumptions (as, for example, the hyperbolic periodic-type or the restricted Roth-type condition, in Sections 5.1 and 5.2), but they also impose quantitative forms of hyperbolicity, by asking for effective bounds on the convergence rates in the conclusion of Oseledets theorem, as we now detail.

Effective Oseledets control and the UDC. Let us say that a sequence of balanced return times $\left(n_{k}\right)_{k \in \mathbb{N}}$ satisfies an effective Oseledets control if one can find a sequence of invariant splittings $\mathbb{R}^{d}=E_{s}^{n} \oplus E_{c}^{n} \oplus E_{u}^{n}$, with $\operatorname{dim} E_{s}^{n}=g$, such that, for some $\theta>0$ and any $k \in \mathbb{N}$,

$$
\begin{align*}
\left\|\left.A\left(n_{k}, n\right)\right|_{E_{s}^{n_{k}}}\right\|_{\infty} \leq C e^{-\theta\left(n-n_{k}\right)} & \text { for every } n \geq n_{k}  \tag{5.5}\\
\left\|\left.A\left(n, n_{k}\right)^{-1}\right|_{E_{u}} ^{n_{k}}\right\|_{\infty} \leq C e^{-\theta\left(n_{k}-n\right)} & \text { for every } 0 \leq n \leq n_{k} \tag{5.6}
\end{align*}
$$

Thus, the cocycle contracts the stable space $E_{s}^{n_{k}}$ in the future and the unstable space $E_{u}^{n_{k}}$ in the past with a uniform rate $\theta$ and a uniform constant $C$. These times can be produced, for example, by considering returns to a set (for the natural extension) where the conclusion of Oseledets theorem (for the cocycle and its inverse) can be made uniform. An IET satisfies the uniform Diophantine condition (UDC) if there exists balanced times $\left(n_{k}\right)_{k}$ with effective Oseledets control and, furthermore, for every $\varepsilon>0$ there exist $C, c>0, \lambda>0$ and a subsequence $\left(k_{l}\right)_{l \in \mathbb{N}}$ which is linearly growing (i.e., such that $\lim _{\inf }^{l \rightarrow \infty}$ $k_{l} / l>0$ ), for which

$$
\begin{align*}
\left\|A\left(n_{k}, n_{k_{l}}\right)\right\| & \leq C_{\varepsilon} e^{\varepsilon\left|k-k_{l}\right|} \quad \text { for all } k \geq 0 \text { and } l \geq 0  \tag{5.7}\\
c e^{\lambda k} & \leq\left\|A\left(0, n_{k}\right)\right\| \leq C e^{(\lambda+\varepsilon) k} \quad \text { for all } k \geq 0 . \tag{5.8}
\end{align*}
$$

One can show that assuming that $T$ satisfies the RDC implies, in particular that $T$ is of (restricted) Roth-type (see [26]); on the other hand, (5.5) and (5.6) are assumptions of a new
nature, and furthermore (5.8) clearly excludes IETs of bounded type; thus this is a more restrictive Diophantine-like condition, although still of full measure (see [26]).

The RDC and conditions on Diophantine series. In the regular Diophantine condition (used to study rigidity of GIETs in [29] and, in particular, to prove Theorem 3.5), we assume that $T$ is Oseledets generic and require the existence of a special sequence of balanced times $\left(n_{k}\right)_{k}$ such that the two following forward and backward series (involving the accelerated matrices $B_{k}:=A\left(n_{k}, n_{k+1}\right)$, their products $B(k, l):=B_{l} B_{l-1} \cdots B_{k+1}$, as well as the projections $\Pi_{s}^{k}$ and $\Pi_{u}^{k}$ to $E_{s}^{n_{k}}$ and $E_{u}^{n_{k}}$, respectively) are uniformly bounded by some constant $M>0$ along a linearly growing subsequence $\left(k_{l}\right)_{l \in \mathbb{N}}$, namely, for every $l \in \mathbb{N}$,

$$
\begin{equation*}
\sum_{k=1}^{k_{l}}\left\|B\left(k, k_{l}\right)_{\mid E_{s}^{n_{k}}}\right\|\left\|\Pi_{s}^{k}\right\|\left\|B_{k-1}\right\| \leq M, \quad \sum_{k=k_{l}+1}^{\infty}\left\|B\left(k_{l}, k\right)_{\mid E_{u}^{k}}^{-1}\right\|\left\|\Pi_{u}^{k}\right\|\left\|B_{k-1}\right\| \leq M \tag{5.9}
\end{equation*}
$$

We also require a uniform lower bound on the angles between the subspaces $E_{s}^{n}$, $E_{u}^{n}$, and $E_{c}^{n}$ of the splitting along the subsequence $\left(n_{k_{l}}\right)_{l}$ and subexponential growth of $B\left(k_{l}, k_{l+1}\right)$. The convergence of these series can be proved assuming that the sequence $\left(n_{k}\right)_{k}$ provides effective Oseledets control; the subsequence $\left(k_{l}\right)_{l}$ is then selected so that the uniform upper bound holds. We remark that also the UDC can be used to prove the convergence and uniform boundedness (along a linearly growing subsequence) of some series of similar (although simpler) nature (that we call Diophantine series, see [26] for details). Notice also the similarity between the backward series in (5.9) and the series (5.4) used to prove absence of mixing, even though the latter involves only the norm of the matrices and not their hyperbolic properties.

Examples of arithmetic conditions on classical rotation numbers which do not depend only on the asymptotic behavior of the continued fraction entries (as Diophantine or Roth-type conditions) but instead depend on values or finiteness of series involving continued fraction entries include the Brjuno-condition (see, e.g., [78]) and the Perez-Marco condition [62]. Conditions which require recurrence to a set of rotation numbers with this type of control in the theory of circle diffeos seem to appear in global rigidity results, see, for example, Condition ( $H$ ) defined by Yoccoz [79].

Final remarks and questions. We saw that advancements in our understanding of both chaotic properties and linearization and rigidity questions in the context of surface flows in higher genus depend crucially on sometimes delicate Diophantine-like conditions, imposed to control the renormalization dynamics. While some of these resemble the classical counterparts, others are of new nature and involve in particular hyperbolicity features which become visible only in higher genus. A downside of this new aspect is that conditions that require Oseledets genericity assumptions are not easily checkable. If there is a way of producing explicit examples with such properties which are not of periodic type, even within a locus, remains a challenge. Since many developments are still quite recent, it is possible that some conditions can be simplified or weakened and still yield the same results; furthermore, the interdependence or inclusions between the various conditions have not been fully inves-
tigated. Finally, even though, all the conditions we described, with the only exception of bounded-type conditions, are of full measure, they are likely not to be the optimal ones required for the results for which they were introduced (we know this, for example, for the absence of mixing condition, in view of [13]). Finding optimal conditions for each of these problems is certainly interesting, but probably very difficult.
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A (self-similar) iterated function system, IFS for short, is a finite collection

$$
\Phi=\left\{\varphi_{i}: i \in \Lambda\right\}
$$

of contractive similarities of $\mathbf{R}^{d}$. A contractive similarity is a map $x \mapsto \lambda \cdot U x+t$, where $\lambda \in(0,1), U \in \mathrm{O}(d)$ is a rotation, and $t \in \mathbf{R}$. We call $\lambda$ the contraction factor of the similarity. Given such an IFS, there is a unique self-similar set, that is, a compact set $K \subset \mathbf{R}^{d}$ such that

$$
K=\bigcup_{i \in \Lambda} \varphi_{i}(K)
$$

This set $K$ is also known as the attractor of the IFS. Furthermore, given an IFS and a probability vector $\left\{p_{i}: i \in \Lambda\right\}$, there is a unique self-similar measure, that is, a probability measure $\mu$ on $\mathbf{R}^{d}$ such that

$$
\mu=\sum_{i \in \Lambda} p_{i} \varphi_{i}(\mu)
$$

Here $\varphi_{i}(\mu)$ denotes the push-forward of $\mu$ under $\varphi_{i}$. In other words, $\mu$ is the unique stationary measure for the Markov chain on $\mathbf{R}^{d}$ with transitions $\varphi_{i}$ executed with probability $p_{i}$. The support of $\mu$ equals the self-similar set $K$ provided $p_{i}>0$ for all $i$.

Self-similar sets and measures are central objects of interest in fractal geometry and they include many classical examples of fractals. For example, the attractor of the IFS

$$
\{x \mapsto \lambda x-1, x \mapsto \lambda x+1\}
$$

is (a scaled copy of) the middle $1-2 \lambda$ Cantor set for $\lambda \in(0,1 / 2)$, while for $\lambda \geq 1 / 2$, the attractor is an interval. The self-similar measure associated to the same IFS with equal probability weights $p_{i}=1 / 2$ is called the Bernoulli convolution and is denoted by $\nu_{\lambda}$. They can also be defined as the distribution of the random variables

$$
\sum_{n=0}^{\infty} \pm \lambda^{n}
$$

where the $\pm$ are independent fair coin tosses. The study of these measures go back at least to Wintner and his collaborators in the 1930s. See [38] for more on Bernoulli convolutions. Other classical self-similar sets include the Sierpiński triangle and (a side of) the Koch snowflake curve.

The systematic study of self-similar sets and measures was initiated by Hutchinson [25]. We refer to his paper and Falconer's book [15, CHAPTER 9] for thorough treatments of the fundamental properties of these objects.

Determining the dimension of self-similar sets and measures is a central problem in fractal geometry. While there are several competing notions of dimension for sets and measures, most of them coincide in the self-similar case. In this paper, for self-similar sets, by dimension we mean the common value of the Minkowski and Hausdorff dimensions.

The local dimension of a measure $\mu$ in $\mathbf{R}^{d}$ at a point $x$ is

$$
\lim _{r \rightarrow 0} \frac{\log \mu(B(x, r))}{\log r}
$$

provided the limit exists, where $B(x, r)$ is the ball of radius $r$ around $x$. We say that the measure is exact dimensional if its local dimension exists and is constant $\mu$-almost everywhere. By the dimension of an exact dimensional measure $\mu$ we mean this $\mu$-almost constant value of its local dimension. It is known that self-similar measures are exact dimensional (see [18]).

Before we state the main conjectures in the dimension theory of self-similar sets and measures on $\mathbf{R}$, which will be the main focus of this paper, we make some simple observations to motivate them. Let $K$ be the attractor of a self-similar IFS $\left\{\varphi_{i}: i \in \Lambda\right\}$. We write $H^{s}$ for the $s$-dimensional Hausdorff measure. Now suppose that the sets $\varphi_{i}(K)$ are pairwise disjoint for $i \in \Lambda$ and that $0<H^{s}(K)<\infty$ for some $s$. Then we can write

$$
H^{s}(K)=\sum_{i \in \Lambda} H^{s}\left(\varphi_{i}(K)\right)=H^{s}(K) \sum_{i \in \Lambda} \lambda_{i}^{s},
$$

where $\lambda_{i}$ is the contraction factor of $\varphi_{i}$. It follows that $s$ must be the unique solution of

$$
\begin{equation*}
1=\sum_{i \in \Lambda} \lambda_{i}^{s} \tag{1}
\end{equation*}
$$

While an $s$ with $0<H^{s}(K)<\infty$ may not exist in general, if it does, then it must equal the Hausdorff dimension of $K$. Therefore, the above considerations suggest that a reasonable guess for $\operatorname{dim}(K)$ is the unique solution of the equation (1). It is a classical result going back to Moran [35] in some form, that this guess is correct when the IFS satisfies the so-called open set condition, which is a mild relaxation of requiring that the sets $\varphi_{i}(K)$ are pairwise disjoint. See [15, CHAPTER 9] for a precise definition.

It turns out that the unique solution of (1) is always an upper bound for $\operatorname{dim}(K)$ and it is natural to ask to what extent it is possible to drop the open set condition without turning this upper bound into a strict inequality. There are two immediate obstructions to this. First, the solution of (1) may be larger than $d$, but the dimension of $K$ will never exceed $d$ which is the dimension of the ambient space $\mathbf{R}^{d}$. Second, (1) depends on the IFS and not only on the set $K$. It may be possible to realize $K$ as the attractor of another IFS such that the corresponding (1) has a smaller solution. This happens, for example, if the IFS contains exact overlaps, which we define now.

Definition 1. An IFS $\left\{\varphi_{i}: i \in \Lambda\right\}$ contains exact overlaps if there is some $n \in \mathbf{Z}_{\geq 1}$ and $\left(i_{1}, \ldots, i_{n}\right) \neq\left(\tilde{i}_{1}, \ldots, \tilde{i}_{n}\right) \in \Lambda^{n}$ such that

$$
\begin{equation*}
\varphi_{i_{1}} \circ \cdots \circ \varphi_{i_{n}}=\varphi_{\tilde{i}_{1}} \circ \cdots \circ \varphi_{\tilde{i}_{n}} \tag{2}
\end{equation*}
$$

In other words, the IFS contains no exact overlaps if and only if the semigroup generated by the maps in the IFS with respect to the composition operation is free. We note that it does not make a difference in the definition whether or not we require that we have the same number of composition factors on the two sides of (2).

The next conjecture due to Simon (see [47]) predicts that apart from the above two obstructions, $\operatorname{dim}(K)$ equals the unique solution of (1) in the $d=1$ case.

Conjecture 2. Let $K$ be the attractor of a self-similar IFS $\left\{\varphi_{i}: i \in \Lambda\right\}$ on $\mathbf{R}$ that contains no exact overlaps. Let $\lambda_{i}$ be the contraction factor of $\varphi_{i}$. Then

$$
\operatorname{dim} K=\min (1, s)
$$

where $s$ is the unique solution of the equation

$$
\sum_{i} \lambda_{i}^{s}=1
$$

The conjecture also has a counterpart for measures.
Conjecture 3. Let $\mu$ be the self-similar measure on $\mathbf{R}$ associated to an $\operatorname{IFS}\left\{\varphi_{i}: i \in \Lambda\right\}$ without exact overlaps and a probability vector $\left\{p_{i}\right\}$. Let $\lambda_{i}$ be the contraction factor of $\varphi_{i}$. Then

$$
\operatorname{dim} \mu=\min \left(1, \frac{\sum_{i} p_{i} \log p_{i}^{-1}}{\sum_{i} p_{i} \log \lambda_{i}^{-1}}\right)
$$

Self-similar measures are of interest in their own right, but a major motivation for Conjecture 3 is that it implies Conjecture 2. To see this, recall that if a set $K$ supports an exact dimensional measure $\mu$ of dimension $s$, then the Hausdorff dimension of $K$ is at least $s$, see [15, PRINCIPLE 4.2]. This is a common way of giving lower bounds on the Hausdorff dimension. Now let $s$ be the solution of (1), and consider the probability weights $p_{i}=\lambda_{i}^{s}$. Observe that this choice yields

$$
s=\frac{\sum_{i} p_{i} \log p_{i}^{-1}}{\sum_{i} p_{i} \log \left|\lambda_{i}\right|^{-1}},
$$

showing that Conjecture 3 indeed implies Conjecture 2.
Almost all of this paper is concerned only with self-similar measures on $\mathbf{R}$. Some difficulties arise when one tries to formulate versions of Conjectures 2 and 3 for self-similar sets and measures in higher-dimensional ambient spaces due to the presence of affine subspaces of intermediate dimension. For a discussion of these issues and results in higher dimension, we refer to [22].

The purpose of this paper is to survey results towards Conjectures 2 and 3. Since this subject has already been exposed by Hochman in his ICM lecture in 2018 [24], we focus on the developments of the last four years and discuss earlier results only to the extent necessary to keep our presentation self-contained.

We will outline some ideas from the proofs of these results; however, we will not give full details, and some of our discussion will be imprecise. Our aim is to overview the theory and give insight into the role played by its components. For details and a rigorous discussion of the proofs we refer to the original papers.

In the final section, we briefly survey some further recent developments on Fourier decay and absolute continuity of self-similar measures.

## 1. EXPONENTIAL SEPARATION PROPERTY

The exponential separation property was introduced by Hochman [23] who showed that Conjectures 2 and 3 hold when the IFS satisfies this property. This property can be verified in many cases of interest. While these results have been already discussed in [24], we recall them now because they are of crucial importance to later developments both logically and for the motivation of ideas.

We begin with the definitions. We introduce a distance function on the group of similarities on $\mathbf{R}$. Let $\varphi_{i}: x \mapsto \lambda_{i} x+t_{i}$ be similarities for $i=1,2$. We define

$$
\operatorname{dist}\left(\varphi_{1}, \varphi_{2}\right)= \begin{cases}\left|t_{1}-t_{2}\right| & \text { if } \lambda_{1}=\lambda_{2} \\ \infty & \text { if } \lambda_{1} \neq \lambda_{2}\end{cases}
$$

Given an IFS $\Phi:=\left\{\varphi_{i}: i \in \Lambda\right\}$, we define its level $n$ separation by

$$
\Delta_{n}(\Phi):=\min _{\left(i_{1}, \ldots, i_{n}\right) \neq\left(\tilde{i}_{1}, \ldots, \tilde{i}_{n}\right) \in \Lambda^{n}} \operatorname{dist}\left(\varphi_{i_{1}} \circ \cdots \circ \varphi_{i_{n}}, \varphi_{\tilde{i}_{1}} \circ \cdots \circ \varphi_{\tilde{i}_{n}}\right) .
$$

We say that the IFS satisfies the exponential separation property if there is a constant $c>0$ such that $\Delta_{n}(\Phi)>c^{n}$ for infinitely many $n$ 's.

We observe that the IFS contains exact overlaps if and only if $\Delta_{n}=0$ for some and hence for all sufficiently large $n$. The exponential separation property is a quantitative strengthening of the condition that the IFS contains no exact overlaps. Hochman proved that Conjectures 2 and 3 hold under this strengthening of the hypothesis.

Theorem 4 (Hochman [23]). Let $\left\{\varphi_{i}: i \in \Lambda\right\}$ be an IFS that satisfies the exponential separation property and let $K$ be its attractor. Write $\lambda_{i}$ for the contraction factor of $\varphi_{i}$. Then

$$
\operatorname{dim} K=\min (1, s)
$$

where $s$ is the unique solution of the equation

$$
\sum_{i} \lambda_{i}^{s}=1
$$

Let $\mu$ be the self-similar measure associated to the above IFS and a probability vector $\left\{p_{i}\right\}$. Then

$$
\operatorname{dim} \mu=\min \left(1, \frac{\sum_{i} p_{i} \log p_{i}^{-1}}{\sum_{i} p_{i} \log \lambda_{i}^{-1}}\right) .
$$

It can be shown that the exponential separation property holds in parametric families of IFSs for all but possibly a (packing or Hausdorff) codimension 1 subset of exceptions. This shows that Conjectures 2 and 3 hold generically in a very strong sense. We refer to [23] for details and more precise results.

We also note that a stronger version of Conjecture 3 involving the $L^{q}$ dimension instead of local dimension of measures was established subsequently by Shmerkin [46] under the exponential separation property. This result has very important and far reaching applications, see also [45] and Shmerkin's paper in this volume.

Our main focus here are explicit cases and families of IFSs for which the exponential separation property can be verified. We first observe that the exponential separation property holds always whenever all contraction and translation parameters in the IFS are rational and the IFS contains no exact overlaps. Indeed, writing $Q$ for the least common denominator of all parameters, a simple calculation shows that the translation parameters of $n$-fold compositions of maps in the IFS have denominators that divide $Q^{n}$. This means that for all $n$, we have $\Delta_{n} \geq Q^{-n}$ or $\Delta_{n}=0$. The second possibility is excluded by the absence of exact overlaps.

In fact, the above reasoning can be extended to the case when the parameters are algebraic numbers and not necessarily rational. To do this, one need to work with heights instead of denominators, or see [23, theorem 1.5] for a more elementary argument. This leads to the following result

Corollary 5 (Hochman). Conjectures 2 and 3 hold for IFSs in which all contraction and translation parameters are algebraic numbers.

The exponential separation property can be verified also for certain IFSs that involve transcendental parameters. One such example is the family IFSs

$$
\begin{equation*}
\left\{x \mapsto \frac{x}{3}, x \mapsto \frac{x}{3}+1, x \mapsto \frac{x}{3}+t\right\}, \tag{3}
\end{equation*}
$$

where $t \in \mathbf{R}$ is a parameter. It can be seen that the attractors of these IFSs are the linear projections of the Sierpiński triangle.

Another corollary of Theorem 4 is the following.
Corollary 6 (Hochman). Conjectures 2 and 3 hold for the IFS (3) for all values of the parameter $t \in \mathbf{R}$.

We sketch the proof of the exponential separation property for the family (3), as these ideas will recur later. For details, see [23, theorem 1.6], where this argument is attributed to Solomyak and Shmerkin. The translation component of an $n$-fold composition of maps from the above IFS is of the form

$$
\sum_{j=0}^{n-1} \alpha_{j} 3^{-j}
$$

where each $\alpha_{j}$ is equal to 0,1 , or $t$. Based on this observation, it can be seen that for each $t$ and for each $n$, there are some integers $a_{1}, a_{2} \in \mathbf{Z}$ not both 0 with $\left|a_{1}\right|,\left|a_{2}\right| \leq 3^{n-1}$ such that

$$
\Delta_{n}=\frac{a_{1}}{3^{n-1}}-\frac{a_{2}}{3^{n-1}} t .
$$

Assuming $a_{2} \neq 0$, which holds whenever $\Delta_{n} \leq 3^{-n+1}$, we get

$$
\left|t-\frac{a_{1}}{a_{2}}\right| \leq 3^{n} \Delta_{n} .
$$

Now fix the value of the parameter $t$ such that the IFS (3) contains no exact overlaps. Suppose $\Delta_{n}<27^{-n-1}$ for some $n$. Then there is a rational number $a_{1} / a_{2}$ as above such that $\left|t-a_{1} / a_{2}\right|<9^{-n-1}$. Let $\tilde{n}$ be such that $9^{-\tilde{n}-1}<\left|t-a_{1} / a_{2}\right| \leq 9^{-\tilde{n}}$. (Note that $t \neq a_{1} / a_{2}$, for otherwise we would have $\Delta_{n}=0$ and the IFS would contain exact overlaps.) We observe that there is no rational $\tilde{a}_{1} / \tilde{a}_{2}$ with $\left|t-\tilde{a}_{1} / \tilde{a}_{2}\right|<9^{-\tilde{n}-1}$ and $\left|\tilde{a}_{1}\right|,\left|\tilde{a}_{2}\right| \leq 3^{\tilde{n}-1}$. Indeed, if such a rational existed, we would have

$$
\left|\frac{a_{1} \tilde{a}_{2}-a_{2} \tilde{a}_{1}}{a_{2} \tilde{a}_{2}}\right|=\left|\frac{a_{1}}{a_{2}}-\frac{\tilde{a}_{1}}{\tilde{a}_{2}}\right| \leq\left|\frac{a_{1}}{a_{2}}-t\right|+\left|t-\frac{\tilde{a}_{1}}{\tilde{a}_{2}}\right| \leq 2 \cdot 9^{-\tilde{n}} .
$$

Since $\left|a_{2} \tilde{a}_{2}\right| \leq 9^{\tilde{n}-1}$, this would yield $a_{1} \tilde{a}_{2}-a_{2} \tilde{a}_{1}=0$, leading to $a_{1} / a_{2}=\tilde{a}_{1} / \tilde{a}_{2}$ and contradicting

$$
\left|t-\frac{\tilde{a}_{1}}{\tilde{a}_{2}}\right|<9^{-\tilde{n}-1}<\left|t-\frac{a_{1}}{a_{2}}\right| .
$$

This shows that $\Delta_{\tilde{n}} \geq 27^{-\tilde{n}-1}$, and the exponential separation property follows.
A key property of the IFS (3) exploited in the above argument is that exact overlaps occur for certain special values of the parameter $t$, in this case certain rational numbers, and these special values are very well separated from each other. This will be a recurrent concern for us in what follows.

A similar argument can be made when the contraction factor $1 / 3$ in (3) is replaced by another algebraic number. We omit the details.

## 2. BERNOULLI CONVOLUTIONS

In this section, we consider the one parameter family of IFSs

$$
\Phi_{\lambda}:=\{x \mapsto \lambda x, x \mapsto \lambda x+1\}
$$

where $\lambda \in(0,1)$. Instead of 0 and 1 we could take any other pair of distinct real numbers as the translation parameters; we would get the same IFS up to a change of coordinates. In fact, it is more customary to take $\pm 1$ instead of 0 and 1 , but the above choice will make notation more consistent with the rest of this note.

In this case, the resulting self-similar sets have a simple structure. For $\lambda<1 / 2$, it is the middle $(1-2 \lambda)$ th Cantor set, while for $\lambda \geq 1 / 2$ it is an interval. In both cases, Conjecture 2 is easily verified. However, the associated self-similar measures called Bernoulli convolutions are more difficult to understand. The purpose of this section is to summarize the developments that lead to the following result.

Theorem 7. Conjecture 3 holds for the IFS $\Phi_{\lambda}$ for any value of the parameter $\lambda \in(0,1)$.
For algebraic parameters, this result is due to Hochman as it falls under the scope of Corollary 5. For transcendental parameters, the result has been established in [54]. Strictly speaking, only the case of uniform $(1 / 2,1 / 2)$ probability weights is treated there, but the arguments can be extended to the general case. Moreover, one can even allow more general IFSs with an arbitrary number of maps as long as the contraction factors are the same and the translation parameters are rational. This has been demonstrated in the Appendix of [41].

To simplify the exposition, we assume in our discussion that the probability weights are uniform. We write $\nu_{\lambda}$ for the self-similar measure associated to the IFS $\Phi_{\lambda}$. We note that $\nu_{\lambda}$ is the law of the random variable $\sum_{n=0}^{\infty} \xi_{n} \lambda^{n}$, where $\left(\xi_{n}\right)$ is a sequence of independent random variables taking the values 0 and 1 with equal probability.

In the algebraic case, Hochman's results yield more information, which allows computing the dimension even in the presence of exact overlaps. This is in terms of the entropy rate of the IFS $\Phi_{\lambda}$, which we define now, and which will also play an important role later
on. The entropy rate is defined as

$$
h\left(\Phi_{\lambda}\right):=\lim _{n \rightarrow \infty} \frac{H\left(\sum_{j=0}^{n-1} \xi_{j} \lambda^{j}\right)}{n}
$$

where $H(\cdot)$ stands for Shannon entropy of a discrete random variable. The numerator on the right can be shown to be a subadditive sequence, hence the limit exists and, moreover,

$$
h\left(\Phi_{\lambda}\right) \leq \frac{H\left(\sum_{j=0}^{n-1} \xi_{j} \lambda^{j}\right)}{n}
$$

for each $n$.
See [9, section 3.4] for the details of how the following follows from the main result of Hochman [23].

Theorem 8 (Hochman). Let $\lambda \in(0,1)$ be an algebraic number. Then

$$
\begin{equation*}
\operatorname{dim} v_{\lambda}=\min \left(1, \frac{h\left(\Phi_{\lambda}\right)}{\log \lambda^{-1}}\right) \tag{4}
\end{equation*}
$$

This result, together with Theorem 7, gives an almost complete solution to the problem of determining the dimension of Bernoulli convolutions. In addition, there are numerical algorithms to compute $\operatorname{dim} \nu_{\lambda}$ with arbitrary precision for any given algebraic $\lambda$, see $[1,17,21,29]$. However, it is still not known precisely what is the set of algebraic parameters $\lambda \in(1 / 2,1)$ for which $\operatorname{dim} \nu_{\lambda}<1$.

We turn to the case of transcendental parameters in Theorem 7. If the IFS $\Phi_{\lambda}$ satisfied the exponential separation property whenever it does not contain exact overlaps, then Theorem 7 would follow at once from Theorem 4. This very well could be true; however, this is still an open problem, which seems to be beyond reach of existing methods.

In fact, the decay rate of $\Delta_{n}\left(\Phi_{\lambda}\right)$ is very closely related to a problem in Diophantine approximation, which is the separation between the elements of the set

$$
\mathcal{E}^{(n)}:=\left\{\eta: P(\eta)=0 \text { for some polynomial } P \in \mathcal{P}^{(n)}\right\}
$$

where $\mathcal{P}^{(n)}$ is the set of polynomials of degree at most $n-1$ with coefficients $-1,0,1$. As it will be clear from what follows, the set

$$
\mathcal{E}:=\bigcup_{n} \mathcal{E}^{(n)} \cap(0,1)
$$

is precisely the set of parameters for which $\Phi_{\lambda}$ contains exact overlaps.
We begin our discussion of the proof of Theorem 7 by explaining the connection between the behavior of $\Delta_{n}\left(\Phi_{\lambda}\right)$ and the separation properties of the sets $\mathcal{E}^{(n)}$ following Hochman [23, puestion 1.10]. This can be formalized as follows.

Lemma 9. If it is true that the elements of $\mathcal{E}^{(n)}$ are separated by at least $C^{-n}$ for some constant $C$ for all $n$, then the exponential separation property holds for the IFS $\Phi_{\lambda}$ whenever it lacks exact overlaps.

Sketch of proof. Fix some $\varepsilon>0$ and assume $\lambda \in(\varepsilon, 1-\varepsilon)$. We first observe that if $\Delta_{n}\left(\Phi_{\lambda}\right)<C^{-n}$ for some $C=C(\varepsilon)$, then there is some $\eta \in \mathcal{E}^{(n)}$ with

$$
|\lambda-\eta|<\Delta_{n}\left(\Phi_{\lambda}\right)^{\alpha}
$$

for some $\alpha=\alpha(\varepsilon)>0$. This follows from the fact that the translation component of an $n$-fold composition of the maps in $\Phi_{\lambda}$ in some order is a polynomial in $\lambda$ of degree at most $n-1$ with coefficients 0,1 . This means that $\Delta_{n}\left(\Phi_{\lambda}\right)=P(\lambda)$ for some $P \in \mathcal{P}^{(n)}$ that also depends on $\lambda$. To complete the proof of our observation, we need to argue that the only way $P(\lambda)$ can be very small is if $\lambda$ is close to a root of $P$. For more details, see [52, Lemma 5.2].

Now suppose that $\lambda$ is such that $\Delta_{n}\left(\Phi_{\lambda}\right)<C_{2}^{-2 n / \alpha}$ for some $n$, where $\alpha$ is as in the previous paragraph and $C_{2}$ is the constant $C$ in the assumption about the separation between the elements of $\mathcal{E}_{n}$. Then there is $\eta_{n}$ such that $\left|\lambda-\eta_{n}\right|<C_{2}^{-2 n}$. If $\Phi_{\lambda}$ contains no exact overlaps, then $\lambda \notin \mathcal{E}$ so $\lambda \neq \eta_{n}$. Now we take the smallest integer $\tilde{n}>n$ such that $\left|\lambda-\eta_{n}\right|>C_{2}^{-2 \tilde{n}}$. It follows by the assumed separation property on $\mathcal{E}^{(\tilde{n})}$ that there is no $\eta_{\tilde{n}} \in \mathcal{E}^{(\tilde{n})}$ with $\left|\lambda-\eta_{\tilde{n}}\right|<C_{2}^{-2 \tilde{n}}$. This means that $\Delta_{\tilde{n}}\left(\Phi_{\lambda}\right) \geq C_{2}^{-2 \tilde{n} / \alpha}$, and the exponential separation property follows.

It is not known whether or not the elements of $\mathcal{E}^{(n)}$ are exponentially separated. The best lower bound known for the minimal distance of the elements of $\varepsilon^{(n)}$ is $\exp (-C n \log n)$ for some constant $C$ (one could take, e.g., $C=4$ ), which is due to Mahler [33]. This yields via the argument in the proof of Lemma 9 that for all $\lambda$ such that $\Phi_{\lambda}$ contains no exact overlaps, there are infinitely many values of $n$ with

$$
\begin{equation*}
\Delta_{n}\left(\Phi_{\lambda}\right) \geq \exp (-C n \log n) \tag{5}
\end{equation*}
$$

for some (other) constant $C$.
One may wonder if this weaker separation condition could be used in a refined form of Hochman's argument in place of exponential separation. This has been done in [8], however, the argument requires that there are several values of $n$ sufficiently close to each other such that the separation (5) holds. Such a condition can be satisfied if we assume that $\lambda$ is not approximated too closely by elements of $\mathcal{E}^{(n)}$. Indeed, in the above argument the size of $\tilde{n}$ is controlled by the distance between $\lambda$ and $\mathscr{E}^{(n)}$. More precisely, the following was proved in [8].

Theorem 10 (Beruillard, Varjú). Let $\lambda \in(1 / 2,1)$ be such that Conjecture 3 does not hold for $\Phi_{\lambda}$. Then there is $\delta>0$ and there are infinitely many values of $n$ such that there is $\eta_{n} \in \mathcal{E}^{(n)} \cap(1 / 2,1)$ with

$$
\begin{aligned}
& \left|\lambda-\eta_{n}\right|<\exp \left(-n^{100}\right), \\
& \operatorname{dim} v_{\eta_{n}}<1-\delta .
\end{aligned}
$$

The exponent 100 can be replaced by any other number, or even by a slowly growing function of $n$, see [8] for details. This result along with Theorem 4 are major ingredients in the proof of Theorem 7 . Given some $\lambda \in(1 / 2,1)$ such that $\Phi_{\lambda}$ lacks exact overlaps, it can be shown that $\lambda$ has only finitely many approximants $\eta_{n}$ as in the conclusion of Theorem 10 or else $\Phi_{\lambda}$ satisfies the exponential separation property. In either case, Conjecture 3 follows for $\Phi_{\lambda}$ from one of Theorems 4 or 10 .

Before we discuss the details of how this can be done, a further remark about Theorem 10 is in order. We have seen that if $\Delta_{n}\left(\Phi_{\lambda}\right)<C^{-n}$ for some $n$ and $\lambda$ with an appropriate
constant $C$, then $\lambda$ is approximated by some $\eta \in \mathcal{E}^{(n)}$. However, we claim some additional properties of this $\eta$ in Theorem 10, most importantly that $\operatorname{dim} v_{\eta}<1-\delta$. Now we indicate how this can be deduced. This leads us to a somewhat lengthy digression; however, it also gives us the opportunity to introduce several concepts and ideas that will be needed later on.

Already in Theorem 4, the exponential separation property can be relaxed (see [23, theorems 1.3 AND 1.4]). Instead of assuming $\Delta_{n}(\Phi)>C^{-n}$, it is enough to know that there are not too many pairs of $n$-fold compositions of maps in $\Phi$ whose translation components are closer than $C^{-n}$. Likewise in the proof of Theorem 10, we work with a similarly relaxed version of (5).

To properly quantify this, we use entropy. Let $X$ be a bounded real valued random variable and let $r \in \mathbf{R}_{>0}$. The entropy of $X$ at scale $r$ is defined as

$$
H(X ; r)=H\left(\left\lfloor r^{-1} X\right\rfloor\right)
$$

where $H(\cdot)$ on the right is Shannon entropy. This is the entropy of $X$ with respect to a partition of $\mathbf{R}$ into consecutive intervals of length $r$. The choice of this partition is not canonical, and we obtain different values of $H(X ; r)$ by translating $X$. There are advantages of averaging over translations of $X$ in the definition of $H(X ; r)$, as it is done, e.g., in [8,53] and subsequent papers; however, we ignore this point here for the sake of simplicity.

By definition, $\Delta_{n}\left(\Phi_{\lambda}\right)>r$ implies that the points in the support of $\sum_{j=0}^{n-1} \xi_{j} \lambda^{j}$ are separated by a distance of at least $r$, hence

$$
H\left(\sum_{j=0}^{n-1} \xi_{j} \lambda^{j} ; r\right)=\log (2) \cdot n
$$

In the proof of Theorem 10, instead of working with lower bounds on $\Delta_{n}\left(\Phi_{\lambda}\right)$ like (5), we work with bounds of the type

$$
\begin{equation*}
H\left(\sum_{j=0}^{n-1} \xi_{j} \lambda^{j} ; r\right) \geq \beta n \tag{6}
\end{equation*}
$$

with suitable $\beta$ and $r$.
Now consider some $\lambda>1 / 2$ that lacks the approximations $\eta_{n}$ as described in the conclusion in Theorem 10. We discuss how this assumption can be used to show that bounds of the type (6) hold for suitably many different values of $n$. Using such bounds and arguments based on Hochman's proof of Theorem 4, which we do not discuss in this paper, it can be shown that $\operatorname{dim} \nu_{\lambda}=1$ proving (the contrapositive of) Theorem 10.

In short, the failure of (6) with a suitably small $r$ implies that $\lambda$ can be approximated by some $\eta_{n} \in \mathcal{E}^{(n)}$ such that $\Phi_{\eta_{n}}$ has enough exact overlaps to force $\operatorname{dim} v_{\eta_{n}} \leq \beta / \log \eta_{n}^{-1}$.

We give some more details. For every pair of numbers $x_{1}, x_{2}$ in the support of $\sum_{j=0}^{n-1} \xi_{j} \lambda^{j}$ such that $\left|x_{1}-x_{2}\right| \leq r$, there is a polynomial $P \in \mathcal{P}^{(n)}$ such that

$$
\left|x_{1}-x_{2}\right|=|P(\lambda)| \leq r
$$

As we have already seen, all such polynomials have a root near $\lambda$ provided $r<C^{-n}$ for a suitable constant $C$. If $r<\exp (-C n \log n)$ for another suitable $C$, then all the roots obtained
this way as $\left(x_{1}, x_{2}\right)$ goes over all pairs of points in the support of $\sum_{j=0}^{n-1} \xi_{j} \lambda^{j}$ that are at distance not more than $r$ can be shown to coincide. This follows from Mahler's aforementioned bound on the separation of elements in $\mathcal{E}^{(n)}$. For an alternative argument, see [8, SECTION 3].

Now it follows that if

$$
H\left(\sum_{j=0}^{n-1} \xi_{j} \lambda^{j} ; r\right)<\log (2) \cdot n
$$

for some $r<\exp (-C n \log n)$, then there is some $\eta_{n} \in \mathcal{E}^{(n)}$ close to $\lambda$ (the common root of the polynomials discussed in the previous paragraph) such that

$$
\begin{equation*}
H\left(\sum_{j=0}^{n-1} \xi_{j} \eta_{n}^{j}\right) \leq H\left(\sum_{j=0}^{n-1} \xi_{j} \lambda^{j} ; r\right) \tag{7}
\end{equation*}
$$

Notice that on the left there is no designated scale, so $H(\cdot)$ stands for Shannon entropy there. Provided $H\left(\sum_{j=0}^{n-1} \xi_{j} \lambda^{j} ; r\right)$ is sufficiently small, this can be turned into a bound on $\operatorname{dim} v_{\eta_{n}}$ with the help of Theorem 8. Indeed, combining our observations, we see that

$$
H\left(\sum_{j=0}^{n-1} \xi_{j} \lambda^{j} ; r\right) \leq \beta n
$$

implies

$$
\operatorname{dim} v_{\eta_{n}} \leq \frac{h\left(\Phi_{\eta_{n}}\right)}{\log \eta_{n}^{-1}} \leq \frac{H\left(\sum_{j=0}^{n-1} \xi_{j} \eta_{n}^{j}\right)}{n \log \eta_{n}^{-1}} \leq \frac{H\left(\sum_{j=0}^{n-1} \xi_{j} \lambda^{j} ; r\right)}{n \log \eta_{n}^{-1}} \leq \frac{\beta}{\log \eta_{n}^{-1}}
$$

By the assumption that $\lambda$ lacks the approximations as in the conclusion of Theorem 10, we conclude $\left|\lambda-\eta_{n}\right|>\exp \left(-n^{100}\right)$. As we have already discussed, this implies that we can find an $\tilde{n}$ not larger than $n^{100}$ such that even (5) holds with $\tilde{n}$ in place of $n$. This provides a sufficiently plentiful supply of numbers $n$ such that at least a bound of the type (6) holds.

We return to the proof of Theorem 7 . We suppose to the contrary that $\lambda \in(1 / 2,1)$ is a counterexample to Conjecture 3. By Theorem 10, there are infinitely many approximants $\eta_{n}$ to $\lambda$ satisfying the conclusion of that theorem. We fix such an $\eta_{n}$ corresponding to a suitably large $n$.

By virtue of (4), we have $h\left(\Phi_{\eta_{n}}\right) \leq(1-\delta) \log \eta_{n}$. Our next step is to convert this information to something that is easier to exploit with the methods of Diophantine Approximation. We introduce a definition for this purpose. The Mahler measure of an algebraic number $\eta$ with minimal polynomial $a_{d}\left(x-\eta^{(1)}\right) \cdots\left(x-\eta^{(d)}\right) \in \mathbf{Z}[x]$ is defined as

$$
M(\eta)=\left|a_{d}\right| \prod_{j=1}^{d} \max \left(1,\left|\eta^{(j)}\right|\right)
$$

i.e., it is the product of the absolute values of the leading coefficient and the roots outside the unit disk. This quantity is widely used in number theory as a measure of the "complexity" of $\eta$. Notice that if $\eta \in \mathbf{Q}$, then $M(\eta)$ is the maximum of the absolute values of the numerator and the denominator of $\eta$.

Breuillard and Varjú [9] found a connection between the entropy rate and the Mahler measure. A form of this most suited for the proof of Theorem 7 is the following.

Theorem 11 (Breuillard, Varjú). For any $h \in(0, \log 2)$, there is a number $C(h)$ such that $h\left(\Phi_{\eta}\right) \leq h$ implies $M(\eta)<C(h)$ for all algebraic numbers $\eta$.

See [54, theorem 9] for the details of how this follows from the technical results of [9].
Using this theorem, we conclude that $M\left(\eta_{n}\right)<C$ for a constant $C$ that only depends on $\lambda$, but not on $n$. Furthermore, recall that we have $\left|\lambda-\eta_{n}\right|<\exp \left(-n^{100}\right)$. Now we use the following, which follows easily from a more general result of Mignotte [34].

Theorem 12 (Mignotte). Let $\eta$ be an algebraic number of degree at most $n$. Let $\tilde{n}>n(\log n)^{2}$ be an integer, and let $\widetilde{\eta} \neq \eta \in \mathcal{E}^{(\tilde{n})}$. Then there is an absolute constant $C$, such that

$$
|\eta-\widetilde{\eta}| \geq C^{-\tilde{n}} M(\eta)^{-2 \tilde{n}} .
$$

We finish our discussion of the proof of Theorem 7. Thanks to the approximation of $\lambda$ by $\eta_{n}$ this theorem acts as a substitute for the separation condition between elements of $\mathcal{E}^{(\tilde{n})}$ in the proof of Lemma 9, and we can conclude that $\Delta_{\tilde{n}}\left(\Phi_{\lambda}\right)>C^{-\tilde{n}}$ for a suitable choice of $\tilde{n}$ for some $C$ independent of $n$. Now we are in a position to apply Theorem 4 to show that Conjecture 3 holds for $\lambda$, which is our desired contradiction proving Theorem 7 .

The original argument in [54] used an alternative variant of Theorem 12, which was deduced from an observation of Garsia [20] and a transversality argument of Solomyak [49]. It was pointed out by Vesselin Dimitrov that the transversality argument can be replaced by a simpler version based on Jensen's formula. This has the advantage that it is applicable in greater generality. See [41, LEMMATA 2.3 AND 4.6] for details.

## 3. FAILURE OF EXPONENTIAL SEPARATION

As we discussed in the previous section, it is not known whether Bernoulli convolutions without exact overlaps satisfy the exponential separation property. However, they are known to satisfy a slightly weaker lower bound on $\Delta_{n}$, and this played an important role in the proof of Conjecture 3 for this class of IFS's.

On the other hand, there are some IFS's without exact overlaps for which it is known that the exponential separation property fails, and moreover, $\Delta_{n}$ converges to 0 in an arbitrarily fast prescribed way.

Theorem 13 (Baker; Bárány, Käenmäki). Let $\left(\eta_{n}\right) \subset \mathbf{R}_{>0}$. Then there is an IFS $\Phi$ without exact overlaps such that $\Delta_{n}(\Phi) \leq \eta_{n}$ for all $n$.

The first examples of such IFSs were given by Baker [4] in the form

$$
\left\{x \mapsto \frac{x}{2}, x \mapsto \frac{x+1}{2}, x \mapsto \frac{x+s}{2}, x \mapsto \frac{x+t}{2}, x \mapsto \frac{x+1+s}{2}, x \mapsto \frac{x+1+t}{2}\right\}
$$

for suitable choices of the parameters $t, s$, and by Bárány, Käenmäki [5] in the form

$$
\{x \mapsto \lambda x, x \mapsto \lambda x+1, x \mapsto \lambda x+t\}
$$

for suitable choices of $\lambda, t$. Baker's example was modified by Chen [11], who disposed of the last two maps and replaced the denominator 2 by an arbitrary real algebraic number not smaller than 2. These constructions were further extended by Baker [3].

In what follows we give a heuristic argument to show why such IFSs with very small separation may be expected to exist. Our purpose (due to limitation of space) is not to give insight to the proofs of Theorem 13, which are based on a variety of tools, such as continued fraction expansions in [4] and the transversality method in [5]. Instead, we just aim to highlight the difference between families of IFSs depending on a single parameter, such as Bernoulli convolutions, or the examples covered by Corollary 6, and families depending on more than one parameter, which will be discussed in the next two sections.

Let

$$
\Phi_{x, y}=\left\{\varphi_{i, x, y}: i \in \Lambda\right\}
$$

be a family of IFS's (smoothly) depending on two parameters. Let $n \in \mathbf{Z}_{>0}$, and we write $\Gamma^{(n)}$ for the collection of curves in the parameter space, which arise as the solution sets of equations of the form

$$
\varphi_{i_{1}, x, y} \circ \cdots \circ \varphi_{i_{n}, x, y}=\varphi_{\tilde{i}_{1}, x, y} \circ \cdots \circ \varphi_{\tilde{i}_{n}, x, y}
$$

in $(x, y)$ where $i_{1}, \ldots, i_{n}$ and $\tilde{i}_{1}, \ldots, \tilde{i}_{n}$ are two distinct sequences of indices in $\Lambda$. Note that the union of all these curves is the set of all parameter points for which the IFS contains exact overlaps.

The key difference between this setting and a family depending on a single parameter is that exact overlaps occur along curves in the parameter space rather than at isolated points. These curves may intersect each other, and then there is no separation between them, which rules out the arguments presented for the proof of Corollary 6 and later in Section 2.

We now give the heuristic suggesting the existence of the IFS's claimed in Theorem 13. We give a recursive construction. After the $k$ th step, we will have a sequence $n_{1}, \ldots, n_{k} \in \mathbf{Z}_{\geq 1}$, a sequence $\gamma_{1}, \ldots, \gamma_{k}$, where $\gamma_{j}$ is a segment of a curve in $\Gamma^{\left(n_{j}\right)}$, and a sequence $\delta_{1}, \ldots, \delta_{k-1} \in \mathbf{R}_{>0}$. These will satisfy the property that $\gamma_{k}$ is contained in the $\delta_{j}$ neighborhood of $\gamma_{j}$ for all $j<k$.

We begin the process by setting $\gamma_{1}$ to be any segment (of positive length) of a curve in $\Gamma^{(1)}$. Suppose now that $\gamma_{1}, \ldots, \gamma_{k}$ and $\delta_{1}, \ldots, \delta_{k-1}$ are given for some $k \geq 1$. We choose a curve $\widetilde{\gamma}_{k+1} \in \Gamma^{\left(n_{k+1}\right)}$ for some $n_{k+1}>n_{k}$ that intersects $\gamma_{k}$. The existence of such a curve is plausible, but requires proof, and this is why this construction is only a heuristic. We observe that $\Delta_{n}\left(\Phi_{x, y}\right)=0$ for all $n \geq n_{k}$ and $(x, y) \in \gamma_{k}$. By continuity, there is a choice of $\delta_{k}$ so that $\Delta_{n}\left(\Phi_{x, y}\right) \leq \eta_{n}$ holds for all $n \in\left[n_{k}, n_{k+1}\right)$ and $(x, y)$ in the $\delta_{k}$ neighborhood of $\gamma_{k}$. Finally, we set $\gamma_{k+1}$ to be a suitable segment of $\widetilde{\gamma}_{k+1}$ contained in the $\delta_{j}$ neighborhood of $\gamma_{j}$ for all $j \leq k$.

It is immediate from the construction that there is a point $(x, y)$ which is contained in the (closed) $\delta_{k}$ neighborhood of $\gamma_{k}$ for all $k$, and that $\Delta_{n}\left(\Phi_{x, y}\right) \leq \eta_{n}$ for all $n$.

With a small modification of the construction, we can ensure that $\Phi_{x, y}$ contains no exact overlaps for the resulting parameter point $(x, y)$. Indeed, observe that $\bigcup \Gamma^{(n)}$ is
a countable set, and let $\gamma_{1}^{*}, \gamma_{2}^{*}, \ldots$ be an enumeration of it. In the construction, we have considerable liberty in choosing the curve segment $\gamma_{k}$ so we can make sure that it does not intersect $\gamma_{k}^{*}$. (This requires, in particular, that we choose $\widetilde{\gamma}_{k}$ not to coincide with $\gamma_{k}^{*}$. The possibility of this is again plausible, but requires proof.) Then in the next step of the construction, we can ensure that $\delta_{k}$ is chosen to be sufficiently small so that $\gamma_{k}^{*}$ is entirely outside the $\delta_{k}$ neighborhood of $\gamma_{k}$. This way we can ensure that the resulting parameter point $(x, y)$ at the end of the process is not contained in $\gamma_{k}^{*}$ for any $k$, and hence $\Phi_{x, y}$ is without exact overlaps.

## 4. IFSS WITH ALGEBRAIC CONTRACTION FACTORS

In this section we discuss the following result of Rapaport [39].
Theorem 14 (Rapaport). Conjectures 2 and 3 hold for all IFSs in which all contraction parameters are algebraic numbers.

This is a far reaching common generalization of Hochman's Corollaries 5 and 6. We discuss some of the main ideas in the special case of the family of IFSs

$$
\Phi_{s, t}=\left\{x \mapsto \frac{x}{3}, x \mapsto \frac{x}{3}+1, x \mapsto \frac{x}{3}+s, x \mapsto \frac{x}{3}+t\right\}
$$

with uniform probability weights. This is perhaps the simplest family not contained in the results of Hochman, and as was shown by Chen (see Section 3), this family contains IFSs without exact overlaps that fail the exponential separation property (in a very strong sense).

Let $\xi_{1}, \xi_{2}, \ldots$ be a sequence of independent random variables taking the values $0,1, s, t$ with equal probabilities. As we discussed in Section 2, the exponential separation property can be relaxed in Hochman's results. Instead of a lower bound on $\Delta_{n}$, it suffices to have bounds of the form

$$
\begin{equation*}
H\left(\sum_{j=0}^{n-1} \xi_{j} \cdot 3^{-j} ; C^{-n}\right) \geq\left(\log 3-\varepsilon_{n}\right) n \tag{8}
\end{equation*}
$$

for infinitely many values of $n$ with some constant $C$ and a sequence $\varepsilon_{n} \rightarrow 0$. (See Section 2 for the definition of this notation.)

Theorem 14 is proved by verifying condition (8). With this aim in mind, we examine what happens when (8) fails for some $n, C$ and $\varepsilon_{n}$. We write $\mathscr{L}^{(n)}$ for the family of (inhomogeneous) linear forms of the form $a_{1} \cdot 1+a_{2} Y_{1}+a_{3} Y_{2}$, where each $a_{i}$ is a sum of a subset of the numbers $1,3^{-1}, \ldots, 3^{-n+1}$ and each term $3^{j}$ is allowed in at most one of the $a_{i}$. This definition is designed so that the values taken by the random variable $\sum_{j=0}^{n-1} \xi_{j} \cdot 3^{-j}$ are precisely the values of the linear forms in $\mathscr{L}^{(n)}$ evaluated at $s$ and $t$.

We write $\mathscr{L}^{(n)}-\mathscr{L}^{(n)}$ for the set of linear forms that can be written as the difference of two elements of $\mathscr{L}^{(n)}$. We also fix some parameter point $\left(s_{0}, t_{0}\right)$ such that the IFS lacks exact overlaps. We consider pairs of elements in the support of $\sum_{j=0}^{n-1} \xi_{j} \cdot 3^{-j}$ that are at distance no more than $C^{-n}$. Then for any such pair, there corresponds a linear form $L \in \mathscr{L}^{(n)}-\mathscr{L}^{(n)}$ such that $\left|L\left(s_{0}, t_{0}\right)\right| \leq C^{-n}$. We write $\mathcal{A}^{(n)}$ for the collection of linear
forms in $\mathscr{L}^{(n)}-\mathscr{L}^{(n)}$ that arise in this way. (This definition depends on $C, s_{0}$ and $t_{0}$, which we suppress in our notation.)

Let $n$ be such that (8) fails (for some choice of $\varepsilon_{n}$ and $C$ ). We distinguish two cases depending on the rank of $\mathcal{A}^{(n)}$. The first case arises when there are at least two linearly independent forms in $\mathscr{A}^{(n)}$, and the second case is when the elements of $\mathscr{A}^{(n)}$ are all scalar multiples of each other.

In the first case, we take two linearly independent $L_{1}, L_{2} \in \mathscr{L}^{(n)}-\mathscr{L}^{(n)}$. Provided $C$ is sufficiently large, the lines determined by $L_{1}$ and $L_{2}$ cannot be parallel. Indeed, if that was the case, their distance would be a rational number with denominator bounded by an exponential in $n$, which we can force to be 0 by taking $C$ sufficiently large. Since the lines are not parallel, we can solve the equations

$$
\begin{aligned}
& L_{1}\left(s_{n}, t_{n}\right)=0, \\
& L_{2}\left(s_{n}, t_{n}\right)=0,
\end{aligned}
$$

and find that their solution $\left(s_{n}, t_{n}\right)$ is a pair of rational numbers with denominators bounded by an exponential in $n$. Moreover, the distance of $\left(s_{n}, t_{n}\right)$ from $\left(s_{0}, t_{0}\right)$ will be an arbitrarily small exponential in $n$ if $C$ is chosen sufficiently large.

The points $\left(s_{n}, t_{n}\right)$ have the same repellency property as those in the proof of Corollary 6 . We discuss next how to show that the second case, that is when the elements of $\mathcal{A}^{(n)}$ are proportional, arises for only finitely many values of $n$. Then the argument for Corollary 6 can be carried over to prove (8).

We begin by extending the definition of entropy rates. Let $\ell$ be a line in $\mathbf{R}^{2}$ (that does not necessarily contain 0 ). We denote by $Y_{\ell}^{(n)}$ the random $\ell \rightarrow \mathbf{R}$ function $(s, t) \mapsto \sum_{j=0}^{n-1} \xi_{j}(s, t) \cdot 3^{-j}$. We define the entropy rate of the line $\ell$ by

$$
h(\ell):=\lim _{n \rightarrow \infty} \frac{H\left(Y_{\ell}^{(n)}\right)}{n}
$$

Here $H\left(Y_{\ell}^{(n)}\right)$ stands for the Shannon entropy of $Y_{\ell}^{(n)}$, which is a random element taking finitely many values. It can be shown that $H\left(Y_{\ell}^{(n)}\right)$ is subadditive, hence the limit exists and is equal to the infimum. The quantity $h(\ell)$ measures the amount of exact overlaps that occur simultaneously for all parameter points $(s, t) \in \ell$.

Now suppose that the second case occurs for some $n$ in our above discussion, that is the linear forms in $\mathcal{A}^{(n)}$ are proportional. Let $\ell$ be the line on which all elements of $\mathcal{A}^{(n)}$ vanish. It is immediate from the definition of $\mathscr{A}^{(n)}$ that

$$
H\left(Y_{\ell}^{(n)}\right) \leq H\left(\sum_{j=0}^{n} \xi_{j} 3^{-j} ; C^{-n}\right)
$$

Supposing

$$
\begin{equation*}
H\left(\sum_{j=0}^{n} \xi_{j} 3^{-j} ; C^{-n}\right) \leq(\log 3-\varepsilon) n \tag{9}
\end{equation*}
$$

for some $\varepsilon>0$, we can conclude

$$
h(\ell) \leq \log 3-\varepsilon .
$$

In light of all this, the next proposition-implicit in [39]-implies that the second case and (9) for some fixed $\varepsilon>0$ may occur for only finitely many $n$ 's.

Proposition 15. Let $\left(s_{0}, t_{0}\right)$ be some parameters such that the IFS $\Phi_{s_{0}, t_{0}}$ contains no exact overlaps. Fix some $\varepsilon>0$. Then there is a neighborhood of $\left(s_{0}, t_{0}\right)$ that is not intersected by any lines $\ell$ with $h(\ell) \leq \log 3-\varepsilon$.

We end this section by discussing the proof of this result. Suppose to the contrary that the result is false, that is, there is a sequence $\ell_{1}, \ell_{2}, \ldots$ of lines passing closer and closer to $\left(s_{0}, t_{0}\right)$ with $h\left(\ell_{n}\right)<\log 3-\varepsilon$. We suppose as we may that the lines $\ell_{n}$ converge (in any reasonable topology) to a line $\ell_{\infty}$. We also suppose for simplicity that none of $\ell_{1}, \ell_{2}, \ldots, \ell_{\infty}$ is parallel to either of the $s$ or $t$ axes, and none of them goes through the origin.

We associate a self-similar measure in $\mathbf{R}^{2}$ to each line $\ell_{j}$. For $j=1,2, \ldots, \infty$, let $\sigma_{j}$ and $\tau_{j}$ be the unique numbers such that $\ell_{j}$ is spanned by $\left(\sigma_{j}, 0\right)$ and $\left(0, \tau_{j}\right)$. For $\sigma, \tau \in \mathbf{R}$, we define the IFS

$$
\begin{aligned}
\Psi_{\sigma, \tau}:=\{(x, y) & \mapsto\left(\frac{x}{3}, \frac{y}{3}\right),(x, y) \mapsto\left(\frac{x}{3}+1, \frac{y}{3}+1\right), \\
(x, y) & \left.\mapsto\left(\frac{x}{3}+\sigma, \frac{y}{3}\right),(x, y) \mapsto\left(\frac{x}{3}, \frac{y}{3}+\tau\right)\right\},
\end{aligned}
$$

and write $\nu_{\sigma, \tau}$ for the associated self-similar measure (with equal probability weights).
It is immediate from the definitions that the same exact overlaps occur for the random variables $Y_{\ell_{j}}^{(n)}$ as for the IFS $\Psi\left(\sigma_{j}, \tau_{j}\right)$. It follows that

$$
h\left(\Psi_{\sigma_{j}, \tau_{j}}\right)=h\left(\ell_{j}\right) \leq \log 3-\varepsilon
$$

for $j<\infty$. Using this, it can be shown that

$$
\operatorname{dim} v_{\sigma_{j}, \tau_{j}} \leq \frac{\log 3-\varepsilon}{\log 3}=1-\varepsilon / \log 3
$$

It is a general phenomenon that the dimension of self-similar measures depends lower semicontinuously on the parameters, see, e.g., [16] for results of this type covering even self-affine measures. Using this, it follows that

$$
\operatorname{dim} v_{\sigma_{\infty}, \tau_{\infty}} \leq 1-\varepsilon / \log 3
$$

The proof of Proposition 15 is now finished by establishing a suitable analogue of Conjecture 3 for the IFSs $\Psi_{\sigma, \tau}$, which shows that $\Psi_{\sigma_{0}, \theta_{0}}$ and hence $\Phi_{s, t}$ for all $(s, t) \in \ell$ including ( $s_{0}, t_{0}$ ) contains exact overlaps. This can be done along the lines of the proof of Corollary 5 discussed in Section 1 using a higher dimensional version of Hochman's theorem, which can be found in [22]. The crucial difference between the IFSs $\Phi_{s, t}$ and $\Psi_{\sigma, \tau}$ is that the ambient space is 2-dimensional for the latter and this matches the number of parameters. This means that exact overlaps occur at single points (as opposed to along lines), which have the required repellency property.

## 5. HOMOGENEOUS IFSS OF THREE MAPS

In this section, we discuss the IFSs

$$
\Phi_{\lambda, t}=\{(x \mapsto \lambda x, x \mapsto \lambda x+1, x \mapsto \lambda x+t)\}
$$

Rapaport and Varjú [41] made some partial progress towards extending the results for Bernoulli convolutions discussed in Section 2 to this setting and to some more general IFSs (see [41, section 3]).

Before we can state these results, we need to introduce some relevant notation and terminology. We write $\mu_{\lambda, t}$ for the self-similar measure associated to the IFS $\Phi_{\lambda, t}$ and uniform probability weights. Let $\xi_{1}, \xi_{2}, \ldots$ be a sequence of independent random $\mathbf{R} \rightarrow \mathbf{R}$ functions taking the values $t \mapsto 0, t \mapsto 1$ and $t \mapsto t$ with equal probability. Let $U \subset(0,1) \times \mathbf{R}$, $n \in \mathbf{Z}_{\geq 0}$, and write $A_{U}^{(n)}$ for the random $U \rightarrow \mathbf{R}$ function

$$
(\lambda, t) \mapsto \sum_{j=1}^{n} \xi_{j}(t) \lambda^{j}
$$

We define the entropy rate

$$
h(U):=\lim _{n \rightarrow \infty} \frac{H\left(A_{U}^{(n)}\right)}{n}=\inf \frac{H\left(A_{U}^{(n)}\right)}{n} .
$$

We abbreviate $A_{\{\lambda, t\}}^{(n)}$ as $A_{\lambda, t}^{(n)}$, and $h(\{\lambda, t\})$ as $h(\lambda, t)$. One should think about $h(\lambda, t)$ as a quantity expressing the amount of exact overlaps contained in the IFS $\Phi_{\lambda, t}$ and $h(U)$ aims to quantify the amount of exact overlaps occurring simultaneously for the parameter points in $U$.

We write $\mathcal{R}$ for the set of meromorphic functions on the unit disc that can be written as ratios of two power series with coefficients $-1,0,1$. We denote by $\Gamma$ the set of curves $\gamma \subset(0,1) \times \mathbf{R}$ that are either of the following two forms:

- $\gamma=\{(\lambda, t) \in(0,1) \times \mathbf{R}: t=R(\lambda)\}$ for some $R \in \mathcal{R}$,
- $\gamma=\left\{\left(\lambda_{0}, t\right): t \in \mathbf{R}\right\}$ for some fixed $\lambda_{0} \in(0,1)$.

It can be shown that exact overlaps occur in the family of IFSs $\Phi_{\lambda, t}$ along finite unions of curves in $\Gamma$, but not all elements of $\Gamma$ arises in this way.

The next result is an analogue of Theorem 10 in the setting of the IFS $\Phi_{\lambda, t}$.
Theorem 16 (Rapaport, Varjú). Suppose that Conjecture 3 does not hold for the IFS $\Phi_{\lambda, t}$ for some choice of parameters $\lambda$ and $t$. Then for every $\varepsilon>0$ and $N \geq 1$, there exist $n \geq N$ and $(\eta, s) \in(0,1) \times \mathbf{R}$ such that
(1) $|\lambda-\eta|,|t-s| \leq \exp \left(-n^{\varepsilon^{-1}}\right)$,
(2) $\frac{1}{n \log \eta^{-1}} H\left(A_{\eta, s)}^{(n)}\right) \leq \operatorname{dim} \mu_{\lambda, t}+\varepsilon$,
(3) $h(\gamma) \geq \min \left\{\log 3, \log \lambda^{-1}\right\}-\varepsilon$ for all $\gamma \in \Gamma$ with $(\eta, s) \in \gamma$.

Item (2) in the conclusion means that the IFS $\Phi_{\eta, s}$ contains enough overlaps after $n$ iteration to force the dimension of $\mu_{\eta, s}$ below $\operatorname{dim} \mu_{\lambda, t}+\varepsilon$. Item (3) in the conclusion implies that not all of these exact overlaps occur along the same curve $\gamma$. From these properties it can be deduced in particular that $\eta$ and $s$ are algebraic numbers and roots of polynomials of low degree with small integer coefficients. (For a precise statement, see [41, theorem 1.3].) This yields a bound on the number of possible points that can arise as ( $\eta, s$ ) in the conclusion and together with Item (1), this shows that the Hausdorff dimension of the set of exceptional parameters for which Conjecture 3 fails is 0 . This improves Hochman's bound, which is 1 , albeit that bound is given for the stronger notion of packing dimension, which may exceed the Hausdorff dimension.

It is still an open problem whether an analogue of Theorem 11 holds for the IFS $\Phi_{\lambda, t}$. One possible formulation is the following.

Question 17. Is it true that for all $\varepsilon>0$, there is $M$ such that the following holds? Let $(\lambda, t) \in(\varepsilon, 1-\varepsilon) \times \mathbf{R}$ be such that $h(\lambda, t) \leq \min \left(\log 3, \log \lambda^{-1}\right)-\varepsilon$ and $h(\gamma) \geq \min (\log 3$, $\left.\log \lambda^{-1}\right)-M^{-1}$ for all $\gamma \in \Gamma$ with $(\lambda, t) \in \gamma$. Then $M(\lambda) \leq M$.

We note that a condition about the entropy rate of curves passing through $(\lambda, t)$ is necessary. Indeed, we have, for example, $h(\gamma)=\log 3-(2 / 3) \log 2$ for the curve $\gamma=\{(\lambda, 1): \lambda \in(0,1)\}$, and hence $h(\lambda, 1) \leq \log 3-(2 / 3) \log 2$ for all $\lambda \in(0,1)$.

We also have the following conditional result towards Conjecture 3 .
Theorem 18 (Rapaport, Varjú). Suppose that the answer to Question 17 is affirmative. Then Conjecture 3 holds for the IFS $\Phi_{\lambda, t}$ with equal probability weights for all $\lambda \in(0,1)$ and $t \in \mathbf{R}$.

Using ideas from [9], one can answer Question 17 affirmatively if we restrict $\lambda$ to be near 1 . This allows for the following unconditional partial resolution of Conjecture 3.

Theorem 19 (Rapaport, Varjú). Conjecture 3 holds for the IFS $\Phi_{\lambda, t}$ with equal probability weights for all $(\lambda, t) \in\left(2^{-2 / 3}, 1\right) \times \mathbf{R}$.

The key new ingredient in the proof of Theorem 16 compared to that of Theorem 10 is the following result, whose role is similar to that of Proposition 15 in the proof of Theorem 14.

Proposition 20. Let $(\lambda, t) \in(0,1) \times \mathbf{R}$ be such that the IFS $\Phi_{\lambda, t}$ contains no exact overlaps. Then for all $h<\min \left(\log \lambda^{-1}, \log 3\right)$, there is a neighborhood of $(\lambda, t)$ that is not intersected by a curve $\gamma \in \Gamma$ with $h(\gamma) \leq h$.

The proof of this result like Proposition 15 is done by attaching suitable fractal objects to curves and relating their dimension to the entropy rates of the curves. Then the proposition is proved using lower semicontinuity of dimension and a limiting argument. The fractal measures used in the paper [41] are analogues of self-similar measures in function fields. A suitable notion of dimension is introduced for these objects and Hochman's theorem is generalized to this setting. The analogue of the exponential separation property is verified using an argument similar to that used in the proof of Corollary 6. An additional dif-
ficulty compared to the setting of Section 4 is caused by the fact that the curves in $\Gamma$ are not necessarily lines and they may develop singularities, which complicates limiting arguments.

The proofs of Theorems 18 and 19 is complicated by the fact that like in the case of Bernoulli convolutions, the parameter points with exact overlaps have a weaker than exponential repellency property. To address this, an argument similar to that discussed at the end of Section 2 is used. This is the reason why we need to assume an affirmative answer to Question 17. The argument also requires a stronger form of Proposition 20 with a modified entropy rate. The precise statement requires some preparation. For this reason, we omit it and refer to [41, PROPOSItION 2.4].

## 6. OTHER DEVELOPMENTS

We survey some recent results about aspects of self-similar measures other than their dimensions. Due to limitation of space, our discussion will be very brief.

### 6.1. Fourier decay

We first discuss Fourier decay of self-similar measures. Specifically, we discuss the following three properties:

- A measure $\mu$ on $\mathbf{R}$ is Rajchman if its Fourier transform vanishes at infinity, that is,

$$
\lim _{|\xi| \rightarrow \infty}|\widehat{\mu}(\xi)|=0
$$

- A measure $\mu$ on $\mathbf{R}$ has polylogarithmic Fourier decay if there is a constant $a>0$ such that for all sufficiently large $\xi$, we have

$$
|\widehat{\mu}(\xi)|<|\log | \xi| |^{-a}
$$

- A measure $\mu$ on $\mathbf{R}$ has power Fourier decay if there is a constant $a>0$ such that for all sufficiently large $\xi$, we have

$$
|\widehat{\mu}(\xi)|<|\xi|^{-a} .
$$

There are various motivations for studying these properties. The Rajchman property is closely related to an old subject in the theory of trigonometric series about the so-called sets of uniqueness and sets of multiplicity, see [27] for more. Fourier decay has also applications in metric Diophantine approximation. For example, polylogarithmic Fourier decay is sufficient to guarantee that almost all numbers with respect to the measure are normal in every bases. (In the case of self-similar measures on $\mathbf{R}$, even the Rajchman property is enough for this, see [2, theorem 1.4].) Power decay is very useful in proving absolute continuity of the measure, which we discuss more in the next section.

Results about these properties of self-similar measures come in two flavors. In the first category, properties are proved for most self-similar measures in a parametric family, in the second the properties are proved for explicit self-similar measures, that is, the hypotheses of the results are testable in concrete examples.

We begin by discussing results in the first category. Erdős [14] proved that Bernoulli convolutions (see Section 2) have power Fourier decay for almost all choices of the parameter $\lambda \in(0,1)$. His argument was revisited by Kahane [26] who showed that the exceptional set of parameters where the power decay fails is, in fact, of 0 Hausdorff dimension. This method was exposed in the survey [38], where the exponent $a$ was also studied, and the term Erdős-Kahane argument was coined. Recently Solomyak [50] showed that nondegenerate self-similar measures on $\mathbf{R}$ have power Fourier decay if the vector of contraction parameters avoid an exceptional set of 0 Hausdorff dimension. See the references in [50, section 1.1] and [51] for more recent applications of the Erdős-Kahane method.

The first results in the second category are also in the setting of Bernoulli convolutions. Erdős [13] proved that Bernoulli convolutions are not Rajchman when $\lambda^{-1}$, the reciprocal of the parameter, is a Pisot number, except when the probability weights are uniform and $\lambda=1 / 2 m$ for an odd integer $m$. Recall that a Pisot number is an algebraic integer all of whose Galois conjugates lie inside the complex unit disk. Salem [43] proved the converse of Erdős result by showing that Bernoulli convolutions are Rajchman when $\lambda^{-1}$ is not Pisot.

The Rajchman property of general self-similar measures has been understood more recently. Sahlsten and $\mathrm{Li}[31$ ] proved that self-similar measures are Rajchman whenever the semigroup generated by the contraction parameters is not lacunary, that is, it is not contained in $\left\{\lambda^{n}: n \in \mathbf{Z}_{\geq 0}\right\}$ for some $n$. Their work is based on a new method relying on renewal theory originating in [30]. See also [2], where this result is extended to self-conformal measures using a different method. The lacunary case was analyzed by Brémont [7], see also Varjú, Yu [55]. Finally, the problem was solved by Rapaport [4ө] for self-similar measures on $\mathbf{R}^{d}$.

For Bernoulli convolutions, polylogarithmic Fourier decay follows from a result of Bufetov and Solomyak [10, PROPosition 5.5] for algebraic parameters $\lambda$ provided $\lambda^{-1}$ is neither Salem nor Pisot, that is, it has another Galois conjugate outside the complex unit disk, see also [19]. Under a mild Diophantine condition for the contraction parameters, Sahlsten and Li [31] proved polylogarithmic Fourier decay for self-similar measures. Informally speaking, their condition requires that the semigroup generated by the contraction parameters is not approximated by lacunary semigroups in a suitable quantitative sense. See [2] for a similar result under a different Diophantine condition. Polylogarithmic Fourier decay was also established by Varjú and Yu [55] for certain self-similar measures in the lacunary case.

It is an important open problem to characterize which self-similar measures have power Fourier decay. Very little is known about this. See [12] for explicit examples of Bernoulli convolutions with power Fourier decay and [32] for results about self-similar measures on $\mathbf{R}^{d}$ for $d \geq 3$.

### 6.2. Absolute continuity

Let $\mu$ be a self-similar measure on $\mathbf{R}$ associated to an IFS with contraction factors $\left\{\lambda_{i}\right\}$ that contains no exact overlaps, and probability weights $\left\{p_{i}\right\}$. One may expect that $\mu$ is
not only of dimension 1 if

$$
\begin{equation*}
\frac{\sum p_{i} \log p_{i}^{-1}}{\sum p_{i} \log \lambda_{i}^{-1}}>1 \tag{10}
\end{equation*}
$$

as predicted by Conjecture 3, but it is also absolutely continuous. When there is equality in (10), the self-similar measure is almost always singular, see [37, theorem 1.1].

In general, this expectation is false. Simon and Vágó [48] showed that in some families of IFSs, there is a dense $G^{d}$ set of parameters, which violate the above statement. See [36] for earlier related results in a different setting. However, it could still be true that (10) and the lack of exact overlaps imply absolute continuity for some families of self-similar measures, for example for Bernoulli convolutions.

Nevertheless, it is expected that self-similar measures are absolutely continuous for almost all choices of the parameters in parametric families when (10) holds. For Bernoulli convolutions, this was proved by Erdős for $\lambda$ near 1, as a consequence of power Fourier decay with parameter $a>1$. The result has been extended to the optimal range $\lambda \in[1 / 2,1]$ by Solomyak [49] using the transversality method. See $[6,37,38]$ and their references for further developments. Shmerkin [44] proved that the set of exceptional parameters in [1/2, 1] that make the Bernoulli convolution singular is of Hausdorff dimension 0. His method is based on a result of his that the convolution of a measure of dimension 1 and another one with power Fourier decay is absolutely continuous. He used this in conjunction with Hochman's theorem and the Erdős-Kahane method. See $[42,46]$ and the references therein for further developments using this method.

Explicit examples of absolutely continuous self-similar measures are rare. The first examples were given by Garsia [20] as the Bernoulli convolutions with parameters of Mahler measure 2. See [12] for a generalization of this construction, and see [56] for an improvement on the regularity of the density function using Shmerkin's method. Varjú gave new examples of absolutely continuous Bernoulli convolutions in [53]. This paper relies on a similar method to Hochman's in a quantitatively refined form. A crucial point is that it requires the separation condition to hold at all sufficiently small scales rather than just at infinitely many of them. This restricts the method to algebraic parameters currently. A recent improvement was given by Kittle [28], who gave further new examples of absolutely continuous Bernoulli convolutions. While all the new examples in [53] are very close to 1 , e.g., $1-10^{-50}$, this is not the case for [28], which includes, e.g., one near $0.799533 \ldots$ The paper [28] also introduces a new tool to quantify the smoothness of measures at scales.

See [32] for results about absolute continuity of self-similar measures on $\mathbf{R}^{d}$ for $d \geq 3$.
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## 10. PARTIAL DIFFERENTIAL EQUATIONS

# FORMATION AND DEVELOPMENT OF SINGULARITIES FOR THE COMPRESSIBLE EULER EOUATIONS 
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#### Abstract

In this paper we review the authors' recent work [1] which gives a complete description of the formation and development of singularities for the compressible Euler equations in two space dimensions, under azimuthal symmetry. This solves an open problem posed by Landau and Lifshitz, which was previously open even in one space dimension. Our proof applies mutatis mutandis in the drastically simpler situations of one-dimensional flows, or multidimensional flows with radial symmetry. We prove that for smooth and generic initial data with azimuthal symmetry, the 2D compressible Euler equations yield a local in time smooth solution, which in finite time forms a first gradient singularity, the so-called $C^{1 / 3}$ preshock. We then show that a discontinuous entropy producing shock wave instantaneously develops from the preshock. Simultaneous to the development of the shock, two other characteristic surfaces of higher-order cusp-type singularities emerge from the preshock. These surfaces have been termed weak discontinuities by Landau and Lifshitz [17, CHAPTER IX, 896], who conjectured their existence. We prove that along the characteristic surface moving with the fluid, a weak contact discontinuity is formed, while along the slowest surface in the problem, a weak rarefaction wave emerges. The constructed solution is the unique solution of the Euler equations in a certain class of entropy-producing weak solutions with azimuthal symmetry and with regularity determined by the fact that it arises from a generic preshock.
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## 1. INTRODUCTION

The compressible Euler equations are the fundamental mathematical model of fluid dynamics. Their mathematical analysis has a very rich history, see, for instance, the classical books of Courant and Friedrichs [10], or Landau and Lifshitz [17]. The unknowns of the model are the velocity $u: \mathbb{R}^{d} \times \mathbb{R} \rightarrow \mathbb{R}^{d}$, the mass density $\rho: \mathbb{R}^{d} \times \mathbb{R} \rightarrow \mathbb{R}_{+}$, the total energy $E: \mathbb{R}^{d} \times \mathbb{R} \rightarrow \mathbb{R}_{+}$, where $d \geq 1$ is the spatial dimension. The quasilinear system of conservation laws describing their evolution is given by

$$
\begin{align*}
\partial_{t}(\rho u)+\operatorname{div}(\rho u \otimes u+p I) & =0,  \tag{1.1a}\\
\partial_{t} \rho+\operatorname{div}(\rho u) & =0,  \tag{1.1b}\\
\partial_{t} E+\operatorname{div}((p+E) u) & =0, \tag{1.1c}
\end{align*}
$$

representing the conservation of momentum, mass, and energy. Here $p: \mathbb{R}^{d} \times \mathbb{R} \rightarrow \mathbb{R}_{+}$is the pressure which may be computed in terms of $(u, \rho, E)$ as

$$
\begin{equation*}
p=(\gamma-1)\left(E-\frac{1}{2} \rho|u|^{2}\right), \tag{1.1d}
\end{equation*}
$$

where $\gamma>1$ denotes the adiabatic exponent. The pressure may alternatively be computed in terms of the (specific) entropy $S: \mathbb{R}^{d} \times \mathbb{R} \rightarrow \mathbb{R}$ via

$$
\begin{equation*}
p(\rho, S)=\frac{1}{\gamma} \rho^{\gamma} e^{S} \tag{1.2}
\end{equation*}
$$

Note that in regions of spacetime where the fields $(u, \rho, E)$ are smooth, one may replace (1.1c) by the transport of specific entropy

$$
\begin{equation*}
\partial_{t} S+u \cdot \nabla S=0 \tag{1.3}
\end{equation*}
$$

The system (1.1) is supplemented with smooth Cauchy data ( $u_{0}, \rho_{0}, E_{0}$ ).
At least since the middle of the 19th century and the work of Riemann [21], it is known that the compressible Euler equations exhibit solutions which have smooth initial data and develop a finite-time singularity. The nonlinear interactions in (1.1) cause a gradual steepening of the density and velocity profiles, eventually leading to a first spacetime point at which their slope becomes infinite (the preshock). A shock wave then forms and propagates through the fluid according to the so-called Rankine-Hugoniot jump conditions, which ensure that the evolution gives an entropy-producing weak solution of (1.1).

A rigorous mathematical understanding of the above described process of shock formation and shock development, from smooth initial data, is partially available only in one space dimension [10,11,17], or equivalently, in the presence of radial symmetry for $d \geq 2$. We emphasize, however, that even for $d=1$ a complete understanding of these phenomena was not available as of 2019. Indeed, regarding the 1D shock formation process, a rigorous proof of the expectation (see Eggers and Fontelos [13]) that the first singularity is asymptotically self-similar, and a stability analysis of the associated self-similar profiles within the Euler evolution (1.1), was unavailable. This issue was settled in our work [3]. Regarding the shock development process, Landau and Lifshitz note in [17, CHAPTER IX, §96] that simultaneously to
the development of the discontinuous shock wave, other surfaces of higher-order singularities are expected to form. Landau and Lifschitz termed these surfaces weak discontinuities, but stopped short of describing their nature: "The irregularity may be of various kinds. For example, the first spatial derivatives of $\rho, p, u$, etc., may be discontinuous on a surface, or these derivatives may become infinite or higher derivatives may behave in the same manner." In spite of the huge literature on compressible flows, we are not aware of any analysis of these weak discontinuities for the Euler system (1.1). Providing a resolution to the problem raised by Landau and Lifschitz is the purpose of our work [1].

We emphasize that the arguments in our works [3] and [1] are able to treat not just the case $d=1$, or $d \geq 2$ with radial symmetry, but a more general situation: $d=2$ for flows with azimuthal symmetry and nonzero vorticity. We view the analysis of solutions with azimuthal symmetry as a key step in our program of understanding shock formation and development for the full Euler system (1.1) in multiple space dimensions ( $d \geq 2$ ), from smooth initial data, in the absence of any symmetry assumptions, which is considered to be the outstanding open problem in the field.

## 2. PRIOR RESULTS FOR EULER SHOCK FORMATION AND DEVELOPMENT

The mathematical literature on the compressible Euler equations is too vast to review here. The majority of results have been focused on either the one-dimensional problem, or on the theory of weak solutions, or on the Riemann problem. See, for instance, the book of Dafermos [11] for an extensive modern review. In spite of this, there are very few results devoted to the mathematical analysis of shock formation for smooth initial data, and even less so to the shock development problem.

For the one-dimensional p-system (which models 1D isentropic Euler), Lebaud [18] was the first to prove shock formation and development. Chen and Dong [5], and also Kong [16], revisited the proof of Lebaud and established the formation and development of shocks for the 1D p-system with slightly more general initial data. However, as explained in Remark 3.3 below, the use an isentropic system cannot produce weak solutions to the Euler equations, even for $d=1$. The first work to address the formation and development problem for the nonisentropic Euler equations was Yin [22], who considered the $3 \times 3$ system under spherical symmetry (which makes the problem one-dimensional). Independently of Yin, shock development for the barotropic Euler equations under spherical symmetry was established by Christodoulou and Lisbach [8]. Since isentropic dynamics cannot yield weak solutions to the Euler equations (see Remark 3.3), the analysis in [8] has been termed the restricted shock development. Christodoulou [7] has established restricted shock development for irrotational and isentropic 3D Euler equations, outside of symmetry assumptions. We note, however, that besides the inability of the isentropic model to capture the correct shock jump conditions, outside of radial symmetry the usage of an irrotational model can also not be justified; regular shock solutions produce entropy and generically create vorticity (see Remark 4.1 below).

As noted above, Landau and Lifshitz conjectured in [17, CHAPTER IX, §96] that at the same time that the discontinuous shock wave develops, other surfaces of weak singularities are expected to simultaneously form. For the full Euler system (1.1), with or without symmetry, even in one space dimension, the analysis of these surfaces of weak singularities has been heretofore nonexistent. In [1] we have proven that for the Euler equations in azimuthal symmetry, two such surfaces emerge from the preshock and move with the slower soundspeed characteristic ( $\mathfrak{s}_{1}$ ), and respectively with the fluid velocity $\left(\mathfrak{s}_{2}\right)$. We shall refer to this $\mathfrak{F}_{2}$ surface as a weak contact because it moves with the fluid velocity, and both the normal velocity and pressure are one degree smoother than the density and entropy across this surface. The shall also refer to $\mathfrak{s}_{1}$ as a weak rarefaction because the normal velocity to this curve is decreasing in the direction of its motion.

The precise analysis of the shock development problem in [1] is made possible by a very detailed understanding of the preshock which arises from smooth generic initial data. In multiple space dimensions and in the absence of symmetries, such a comprehensive description of the first singularity is currently unavailable. The constructive proofs of shock formation by Christodoulou [6], Christodoulou and Miao [9], and by Luk and Speck [19, 20] yield the existence of at least one point in spacetime where a shock must form, and a bound is given for this blow up time; however, since the construction of the shock solution is a perturbation of a simple plane wave, there are numerous possibilities for the type of singularities that actually form; the blowup could potentially occur at one point, at multiple points, on a curve, or along a surface. The first step towards the precise characterization of the preshock in three space dimensions, without symmetries and for the full Euler equations, has been obtained recently by the first and last two authors [2,4]. We prove in [2,4] that the first singularity which arises from smooth and nondegenerate initial data develops at a single point in spacetime, it forms in an asymptotically self-similar way, and the corresponding similarity profiles are stable. This first singularity has been termed a point-shock, and it is given by the intersection of the preshock surface with the time slice $\left\{t=T_{1}\right\}$, where $T_{1}$ is the first time a gradient blowup occurs.

## 3. CLASSICAL VS REGULAR SHOCK SOLUTIONS

Given a sufficiently smooth initial datum $\left(u_{0}, \rho_{0}, E_{0}\right)$ defined on $\mathbb{R}^{d} \times\left\{T_{0}\right\}$, the existence of a unique local in time smooth solution to the Euler system (1.1) defined on $\mathbb{R}^{d} \times\left[T_{0}, T_{0}+\delta\right)$ for some $\delta>0$ is classical. For a proof, see, for instance, the $H^{s}$ energy estimates of Kato [14]. This solution may be continued uniquely on a maximal time interval [ $T_{0}, T_{1}$ ), characterized by the fact that $T_{1}$ is the first time at which the solution has an infinite gradient. Thus, there is no ambiguity in the notion of solution to (1.1) on $\mathbb{R}^{d} \times\left[T_{0}, T_{1}\right)$ since all the fields are differentiable in space and time, and so the solution is classical. The evolution on the time interval $\left[T_{0}, T_{1}\right)$ is called shock formation, leading to a first singularity
at time $T_{1}$, the so-called preshock, ${ }^{1}$ which we shall prove is generically of cusp-type, with the solution retaining Hölder $1 / 3$ regularity.

The evolution (1.1) may be continued past the time of the first singularity, say on an interval $\left(T_{1}, T_{2}\right.$ ], in what is known as shock development. The preshock instantaneously evolves into a discontinuous entropy producing shock wave, and we shall prove that in addition two other families of weak characteristic singularities simultaneously emerge from the preshock. In order to discuss shock development, we first need a suitable notion of solution to (1.1) on $\mathbb{R}^{d} \times\left(T_{1}, T_{2}\right.$ ], which in turn requires the introduction of the Rankine-Hugoniot jump conditions and of the entropy condition.

The Rankine-Hugoniot jump conditions are a manifestation of the fact $(u, \rho, E)$ is a weak solution of (1.1), and thus the shock speed is related to the jumps of various quantities across the shock surface. More precisely, suppose that the shock front $S \subset \mathbb{R}^{d} \times\left(T_{1}, T_{2}\right]$ is an orientable spacetime hypersurface across which the velocity, density, and energy jump. For $t \in\left(T_{1}, T_{2}\right]$, the shock front at time $t$ locally separates space into two sets $\Omega^{ \pm}(t)$, and we denote the values of the fields in these sets by $\left(u^{ \pm}, \rho^{ \pm}, E^{ \pm}\right)$. We consider the case where this surface is parametrized as $\mathcal{S}:=\{\mathfrak{s}(x, t)=0\}$, and denote the spacetime normal to this surface as $-\left.\left(\nabla_{x} \mathfrak{s}, \partial_{t} \mathfrak{s}\right)\right|_{s}=:(\mathfrak{n},-\dot{\mathfrak{s}})$. We let $\mathfrak{n}(\cdot, t)$ point from $\Omega^{-}(t)$ to $\Omega^{+}(t)$, which is the direction of propagation of the shock front. We denote by $\dot{\mathfrak{s}}$ the shock speed, while the jump of a quantity $f$ across the shock is written as $\llbracket f \rrbracket=f^{-}-f^{+}$, where $f^{ \pm}$are the traces of $f$ along $\delta$ in the regions $\Omega^{ \pm}$. Let $u_{\mathfrak{n}}=u \cdot \mathfrak{n}|\mathfrak{n}|^{-1}$ be the projection of the velocity field in the direction of the normal vector $\mathfrak{n}$. The tangential components of the velocity are continuous across the shock, i.e., $\llbracket u-u_{\mathfrak{n}} \mathfrak{n}|\mathfrak{n}|^{-1} \rrbracket=0$. The Rankine-Hugoniot jump conditions state that

$$
\begin{align*}
\dot{\mathfrak{s}}|\mathfrak{n}|^{-1} \llbracket \rho u_{\mathfrak{n}} \rrbracket & =\llbracket \rho u_{\mathfrak{n}}^{2}+p I \rrbracket,  \tag{3.1a}\\
\dot{\mathfrak{s}}|\mathfrak{n}|^{-1} \llbracket \rho \rrbracket & =\llbracket \rho u_{\mathfrak{n}} \rrbracket,  \tag{3.1b}\\
\dot{\mathfrak{s}}|\mathfrak{n}|^{-1} \llbracket E \rrbracket & =\llbracket(p+E) u_{\mathfrak{n}} \rrbracket . \tag{3.1c}
\end{align*}
$$

Note that only one of the equations in (3.1) are used to compute the shock speed, while the remaining equations yield two constraints for the variables $\left.\left(u_{\mathfrak{n}}^{+}, \rho^{+}, E^{+}\right)\right|_{\delta}$ and $\left.\left(u_{\mathfrak{n}}^{-}, \rho^{-}, E^{-}\right)\right|_{s}$.

The entropy condition is nothing but the second law of thermodynamics, and states that the entropy $\rho S$, which in view of (1.3) satisfies the conservation law $\partial_{t}(\rho S)+\nabla$. $(\rho u S)=0$ as long as the solution is smooth, must increase in the presence of a shock singularity. With the above choice of orientation of the normal vector $\mathfrak{n}$, the mass flux $j=\rho\left(u_{\mathfrak{n}}-\dot{\mathfrak{s}}|\mathfrak{n}|^{-1}\right)$ is negative, mass is passing across the shock from $\Omega^{+}(t)$ into $\Omega^{-}(t)$, and so the physical entropy condition becomes

$$
\begin{equation*}
\llbracket S \rrbracket>0 . \tag{3.2}
\end{equation*}
$$

1 To be precise, this first singularity is called a preshock only for one-dimensional problems, or in the presence of azimuthal symmetry, discussed here. For $d \geq 2$, in the absence of any symmetry, this first singularity occurs at a single point in spacetime, the point-shock. The point-shock is the intersection of the preshock with the time slice $\left\{t=T_{1}\right\}$.

Remark 3.1 (The physical entropy condition and the geometric Lax entropy conditions). The negativity of the mass flux $j=\rho\left(u_{\mathfrak{n}}-\dot{\mathfrak{s}}|\mathfrak{n}|^{-1}\right)$ immediately gives

$$
\begin{equation*}
u^{-} \cdot \mathfrak{n}<\dot{\mathfrak{s}}, \quad u^{+} \cdot \mathfrak{n}<\dot{\mathfrak{s}} . \tag{3.3}
\end{equation*}
$$

The Lax geometric entropy conditions are given by (3.3) along with

$$
\begin{equation*}
u^{+} \cdot \mathfrak{n}+c^{+}<\dot{\mathfrak{s}}<u^{-} \cdot \mathfrak{n}+c^{-} \tag{3.4}
\end{equation*}
$$

where $c^{-}$and $c^{+}$are the sound speeds behind and in front of the shock. Condition (3.4) states that the shock discontinuity is supersonic relative to the state in front (the " + " phase) and subsonic relative to the state behind (the "-" phase) the shock. It turns out that for an ideal gas, and under the assumption that $(u, \rho, E)$ has a weak shock, i.e.,

$$
\sup _{t \in\left[T_{1}, T_{2}\right]}|\llbracket u(t) \rrbracket|+|\llbracket \rho(t) \rrbracket|+|\llbracket E(t) \rrbracket| \ll 1,
$$

the physical entropy condition (3.2) is equivalent to the Lax geometric entropy conditions. Moreover, in this setting one may show that the Rankine-Hugoniot jump conditions imply

$$
\begin{equation*}
\llbracket S \rrbracket=\mathcal{O}\left(\llbracket p \rrbracket^{3}\right) \tag{3.5}
\end{equation*}
$$

with a positive prefactor; it follows that the entropy production postulated in (3.2) implies the positivity of the jumps $\llbracket p \rrbracket>0, \llbracket \rho \rrbracket>0$, and $\llbracket u_{\mathfrak{n}} \rrbracket>0$. See Landau and Lifshitz [17, Chapter ix] or [1, section 2] for details.

Having defined the Rankine-Hugoniot conditions (3.1) and the entropy condition (3.2), we are now ready to define the physically relevant notion of solution to the development problem for (1.1), evolving from the preshock data.

Definition 3.2 (Regular shock solution). We say that $(u, \rho, E)$ and a shock front $\delta$ is a regular shock solution on $\mathbb{R}^{d} \times\left[T_{1}, T_{2}\right]$ if the following conditions hold:

- $(u, \rho, E)$ is a weak solution of (1.1) and $\rho \geq \rho_{\min }>0$;
- the shock front $S \subset \mathbb{R}^{d} \times\left[T_{1}, T_{2}\right]$ is an orientable codimension 1 hypersurface;
- $(u, \rho, E)$ are Lipschitz continuous in space and time on the complement of the shock surface $\left(\mathbb{R}^{d} \times\left[T_{1}, T_{2}\right]\right) \backslash \delta$;
- $(u, \rho, E)$ have discontinuities across the shock which satisfy the Rankine-Hugoniot jump conditions (3.1);
- entropy is produced at the shock, so that (3.2) holds.

Remark 3.3 (Regular shock solutions cannot be isentropic). Definition 3.2 shows that one cannot study the physical shock development problem within the isentropic Euler model ( $S \equiv 0$ ). Indeed, while the isentropic Euler system is perfectly justifiable prior to the first singularity since $\left.S\right|_{t=T_{0}}=0$ implies by (1.3) that $S(\cdot, t)=0$ for all $t \in\left[T_{0}, T_{1}\right]$, as soon as a shock front develops entropy must be generated according to (3.5). That is, the flow becomes nonisentropic in order to satisfy the Rankine-Hugoniot jump conditions, or equivalently, in
order for $(u, \rho, E)$ to be a weak solution of the Euler system (1.1). Consistency with the production of entropy (3.2) is a secondary condition, which is meant to rule out the physically incorrect weak solutions.

## 4. AZIMUTHAL SYMMETRY

In the regions of spacetime where the fields $(u, \rho, E)$ are differentiable, the divergence form of the Euler equations (1.1) is equivalent to a more symmetric version, in which the conservation of the energy is replaced by the transport of specific entropy $S$, and the conservation of mass is replaced by the evolution of the rescaled sound speed $\sigma$, defined as

$$
\begin{equation*}
\sigma=\frac{1}{\alpha} \sqrt{\partial p / \partial \rho}=\frac{1}{\alpha} e^{\frac{S}{2}} \rho^{\alpha}, \quad \text { where } \alpha=\frac{\gamma-1}{2} . \tag{4.1}
\end{equation*}
$$

With this notation, the ideal gas equation of state (1.2) becomes $p=\frac{\alpha^{2}}{\gamma} \rho \sigma^{2}$, while the Euler equations (1.1), as a system for ( $u, \sigma, S$ ), are given by

$$
\begin{align*}
\partial_{t} u+(u \cdot \nabla) u+\alpha \sigma \nabla \sigma & =\frac{\alpha}{2 \gamma} \sigma^{2} \nabla S,  \tag{4.2a}\\
\partial_{t} \sigma+(u \cdot \nabla) \sigma+\alpha \sigma \operatorname{div} u & =0,  \tag{4.2b}\\
\partial_{t} S+(u \cdot \nabla) S & =0 . \tag{4.2c}
\end{align*}
$$

Note that the system (4.2) is valid away from the shock surface, and that the RankineHugoniot conditions need to be determined from the conservation law form of the Euler equations (1.1). Additionally, we note that the Rankine-Hugoniot jump conditions, defined in terms of the jumps of normal velocity, density, and energy (3.1), may be translated into jump conditions for the variables ( $u, \sigma, E$ ), by appealing to (4.1) and $E=\frac{1}{2} \rho|u|^{2}+\frac{\alpha}{2 \gamma} \rho \sigma^{2}$.

A fundamental quantity to the analysis of (4.2) is the vorticity, defined as $\omega=\nabla^{\perp} \cdot u$ for $d=2$ and $\omega=\nabla \times u$ for $d=3$. Then, the specific vorticity $\zeta=\frac{\omega}{\rho}$ solves

$$
\partial_{t} \zeta+(u \cdot \nabla) \zeta= \begin{cases}\frac{\alpha}{\gamma} \frac{\sigma}{\rho} \nabla^{\perp} \sigma \cdot \nabla S, & d=2  \tag{4.3}\\ (\zeta \cdot \nabla u)+\frac{\alpha}{\gamma} \frac{\sigma}{\rho} \nabla \sigma \times \nabla S, & d=3\end{cases}
$$

and the analysis of (4.3) is of fundamental importance to our works [1-4].
Remark 4.1 (Regular shock solutions generically create vorticity). The baroclinic torque term on the right side of (4.3) shows that a misalignment of density and entropy gradients creates vorticity. Combining this observation with Remark 3.3, it is thus expected that even when one starts the shock formation process with isentropic irrotational flow, as soon as the shock surface is formed, generically not just entropy is created, but vorticity is created as well. Thus, for generic smooth initial data, the shock development problem cannot be studied in the class of irrotational flows. The only two exceptions we are aware of are $d=1$ or the conceptually equivalent situation $d \geq 2$ under the reduction of radial symmetry, when there is no vorticity to speak of in the first place.

The above remark motivates our introduction of the class of solutions to the Euler equations with azimuthal symmetry. This class of solutions may be defined for $d=2$ by
the requirement that the velocity and sound speed are linear functions of $r$ with nonlinear dependence of $(\theta, t)$, while the entropy is only a function of $(\theta, t)$. Here $(r, \theta)$ are the polar coordinates on $\mathbb{R}^{2}$. This class of solutions is formally maintained under the Euler evolution (1.1). These solutions have nonzero vorticity, both velocity components are nontrivial and strongly affect the shock formation and development, and the system has three distinct wave-speed families. As such, we view azimuthal symmetry as a multidimensional intermediary case between one-dimensional problems, and multidimensional problems without any symmetry. More precisely, by introducing the unknowns ( $a, b, c, k$ ) via

$$
\begin{equation*}
\left(u_{r}, u_{\theta}, \sigma, S\right)(r, \theta, t)=:(r a(\theta, t), r b(\theta, t), r c(\theta, t), k(\theta, t)), \tag{4.4}
\end{equation*}
$$

and canceling all powers of $r$, the Euler system (4.2) becomes

$$
\begin{align*}
\left(\partial_{t}+b \partial_{\theta}\right) a+a^{2}-b^{2}+\alpha c^{2} & =0,  \tag{4.5a}\\
\left(\partial_{t}+b \partial_{\theta}\right) b+\alpha c \partial_{\theta} c+2 a b & =\frac{\alpha}{2 \gamma} c^{2} \partial_{\theta} k,  \tag{4.5b}\\
\left(\partial_{t}+b \partial_{\theta}\right) c+\alpha c \partial_{\theta} b+\gamma a c & =0,  \tag{4.5c}\\
\left(\partial_{t}+b \partial_{\theta}\right) k & =0 . \tag{4.5d}
\end{align*}
$$

For smooth initial data $\left(u_{0}, \rho_{0}, E_{0}\right)$ or $\left(u_{0}, \sigma_{0}, S_{0}\right)$ at $t=T_{0}$ which has azimuthal symmetry, one may define via (4.4) suitable initial data $\left(a_{0}, b_{0}, c_{0}, k_{0}\right)$ for the system (4.5). Then, solving (4.5) gives a unique solution ( $a, b, c, k$ ) on a maximal time interval $\left[T_{0}, T_{1}\right.$ ) on which the solution remains smooth. On this time interval, the unique solution $(u, \sigma, S)$ to (4.2) is then given by the identification (4.4). That is, as long as solutions remain smooth, the azimuthal symmetry of the data is preserved, and systems (1.1), (4.4), and (4.5) are all equivalent. As we shall see below, we may in fact continue the solution ( $a, b, c, k$ ) of (4.5) past $t=T_{1}$ in a unique way as a physical shock solution by translating the Rankine-Hugoniot jump conditions (3.1) and the entropy condition (3.2) into corresponding azimuthal jump/entropy conditions. The resulting solution $(u, \sigma, S)$ (or equivalently $(u, \rho, E)$ ) obtained via the identification (4.4) can be shown to be a regular weak solution of the full Euler system (4.4) (equivalently (1.1)) in the sense of Definition 3.2. The uniqueness of this regular weak solution to (1.1) is only known to hold if we assume that the solution has azimuthal symmetry.

### 4.1. Riemann-like variables in azimuthal symmetry

For simplicity of presentation, for the remainder of this review, as was done in [1], we shall work with the adiabatic exponent

$$
\begin{equation*}
\gamma=2, \quad \text { or equivalently } \quad \alpha=\frac{1}{2} \tag{4.6}
\end{equation*}
$$

We also note that it is convenient to rescale time, letting

$$
\begin{equation*}
t=\frac{3}{4} \tilde{t}, \quad \text { so that } \quad \partial_{t} \mapsto \frac{4}{3} \partial_{\tilde{t}}, \tag{4.7}
\end{equation*}
$$

and for notational simplicity, we continue to write $t$ for $\tilde{t}$. More importantly, it is convenient for the subsequent analysis to work with Riemann-like variables $w$ and $z$ which symmetrize
(in a certain sense) the $b$ and $c$ evolutions (4.5). These Riemann variables are defined by

$$
\begin{equation*}
w=b+c, \quad z=b-c, \tag{4.8}
\end{equation*}
$$

so that $b=\frac{1}{2}(w+z)$ and $c=\frac{1}{2}(w-z)$. We shall refer to $w$ as the dominant Riemann variable, and to $z$ as the subdominant Riemann variable.

With the adiabatic exponent from (4.6), the temporal rescaling (4.7), and using the Riemann variables from (4.8), the system (4.5) can be equivalently written as

$$
\begin{align*}
\partial_{t} w+\lambda_{3} \partial_{\theta} w & =-\frac{8}{3} a w+\frac{1}{24}(w-z)^{2} \partial_{\theta} k  \tag{4.9a}\\
\partial_{t} z+\lambda_{1} \partial_{\theta} z & =-\frac{8}{3} a z+\frac{1}{24}(w-z)^{2} \partial_{\theta} k  \tag{4.9b}\\
\partial_{t} k+\lambda_{2} \partial_{\theta} k & =0  \tag{4.9c}\\
\partial_{t} a+\lambda_{2} \partial_{\theta} a & =-\frac{4}{3} a^{2}+\frac{1}{3}(w+z)^{2}-\frac{1}{6}(w-z)^{2} . \tag{4.9d}
\end{align*}
$$

where the three distinct wave speeds are given by

$$
\begin{equation*}
\lambda_{1}=\frac{1}{3} w+z, \quad \lambda_{2}=\frac{2}{3} w+\frac{2}{3} z, \quad \lambda_{3}=w+\frac{1}{3} z . \tag{4.10}
\end{equation*}
$$

The Cauchy problem for (4.9) is considered with initial conditions given by $\left(w_{0}, z_{0}, a_{0}, k_{0}\right)(\theta)=(w, z, a, k)\left(\theta, T_{0}\right)$. We shall henceforth refer to (4.9)-(4.10) as the azimuthal Euler system.

Remark 4.2 (Specific vorticity in azimuthal symmetry). Using the azimuthal symmetry ansatz (4.4), the specific vorticity $\zeta$ may be written as

$$
\begin{equation*}
\zeta(r, \theta, t)=\varpi(\theta, t)=\left(4\left(w+z-\partial_{\theta} a\right) c^{-2} e^{k}\right)(\theta, t) \tag{4.11}
\end{equation*}
$$

and we may show that it solves the evolution equation

$$
\begin{equation*}
\partial_{t} \varpi+\lambda_{2} \partial_{\theta} \varpi=\frac{8}{3} a \varpi+\frac{4}{3} e^{k} \partial_{\theta} k . \tag{4.12}
\end{equation*}
$$

Remark 4.3 (Motivation for the choice of $\gamma$ in (4.6)). The choice of adiabatic exponent $\gamma=2$ was made in order to emphasize that the shock wave produces not just entropy, but it also generates the subdominant Riemann variable $z$. In order to clearly emphasize this, for the shock formation process we choose initial data at time $t=T_{0}$ which satisfies

$$
\begin{equation*}
k\left(\theta, T_{0}\right)=0, \quad \text { and } \quad z\left(\theta, T_{0}\right)=0 . \tag{4.13}
\end{equation*}
$$

The entropy transport (4.9c) ensures that for any $t \in\left[T_{0}, T_{1}\right]$, where $T_{1}$ is the time of the first singularity, we have $k(\cdot, t)=0$. The Rankine-Hugoniot conditions (cf. (4.16) below) guarantee that entropy must be produced at the shock, resulting in $k(\theta, t)>0$ in a certain region of points $(\theta, t) \in \mathbb{T} \times\left(T_{1}, T_{2}\right]$. The choice of $k_{0}=0$ in (4.13) emphasizes the production of entropy in the clearest possible way. The choice $\gamma=2\left(\alpha=\frac{1}{2}\right)$ is related to the evolution of the subdominant Riemann variable $z$. Since we have that $k \equiv 0$, the right-hand side of (4.9b) simplifies to $-\frac{8}{3} a z$, but we note that for general values of $\gamma$, this term would simplify to $-\frac{3+2 \alpha}{1+\alpha} a z-\frac{1-2 \alpha}{1+\alpha} a w$. As such, even if $z_{0}=0$, the term $-\frac{1-2 \alpha}{1+\alpha} a w$ would ensure
that $z \not \equiv 0$ for $t>T_{0}$. For $\alpha=\frac{1}{2}$, this term, however, does not exist, and so the choice of $k_{0}=0$ in (4.13) ensures that $z(\cdot, t)=0$ for all $t \in\left[T_{0}, T_{1}\right]$. The remarkable fact is that the Rankine-Hugoniot conditions (cf. (4.16) below) imply that we must have $z<0$ for a certain region of points $(\theta, t) \in \mathbb{T} \times\left(T_{1}, T_{2}\right]$. Thus, the choice $z_{0}=0$ is made in order to most clearly emphasize the breaking of the symmetry $b=c$ at the shock.

As noted in Remark 4.3, the choice of initial datum in (4.13) implies that during the shock formation process, we have that $k \equiv 0$ and $z \equiv 0$, so that the system (4.9) becomes

$$
\begin{align*}
\partial_{t} w+w \partial_{\theta} w & =-\frac{8}{3} a w,  \tag{4.14a}\\
\partial_{t} a+\frac{2}{3} w \partial_{\theta} a & =-\frac{4}{3} a^{2}+\frac{1}{6} w^{2} \tag{4.14b}
\end{align*}
$$

The preshock, which will be shown to be smooth away from a unique blowup point $\theta_{*} \in \mathbb{T}$, inherits the property that $k\left(\theta, T_{1}\right)$ and $z\left(\theta, T_{1}\right)$ vanish on $\mathbb{T}$, but these symmetries are broken instantaneously during the shock development process. The presence of a shock necessitates that we supplement the system (4.9) with Rankine-Hugoniot jump and entropy conditions.

### 4.2. Rankine-Hugoniot jump and entropy conditions

In azimuthal symmetry, with the adiabatic exponent from (4.6) and the temporal rescaling (4.7), the shock hypersurface is given as

$$
\delta=\{(r, \theta, t): \mathfrak{s}(t)-\theta=0\} .
$$

The spatial normal to this hypersurface is $\mathfrak{n}=\frac{1}{r} \vec{e}_{\theta}$. We have that $\dot{\mathfrak{s}}>0$ and so the shock is moving from left to right when the angular variable $\theta$ is viewed as being defined on $[-\pi, \pi)$. To see this, note that since $z=0$ by (4.8) we have that $w=2 c$, and since we wish to stay away from vacuum, we must have $c \geq c_{\min }>0$ on $\mathbb{T}$; therefore, $w$ is strictly positive on $\mathbb{T}$, which implies that the three wave speeds defined in (4.10) are all strictly positive, and ordered as $\lambda_{1}<\lambda_{2}<\lambda_{3}$ on $\mathbb{T} \times\left[T_{0}, T_{1}\right]$ (by continuity this also holds on $\mathbb{T} \times\left(T_{1}, T_{2}\right]$ if $\left.T_{2}-T_{1} \ll 1\right)$. The negativity of the mass flux in (3.3) then yields $\dot{\mathfrak{s}}>0$. According to the orientation of $\mathfrak{n}$, we denote by $\left(w_{+}, z_{+}, a_{+}, k_{+}\right)(t)$ the limiting values on the shock curve $\mathfrak{s}(t)$ from the right (or front) of the shock, and by $\left(w_{-}, z_{-}, a_{-}, k_{-}\right)(t)$ the limiting values from the left (or back) of the shock. As discussed in [1, remark 2.5], the Lax geometric entropy inequalities (3.3)-(3.4) imply that the characteristics of the three wave speeds $\left\{\lambda_{i}\right\}_{i=1}^{3}$ in front of the shock (the " + " phase) impinge on the shock front, carrying with them the data from the $\left\{t=T_{1}\right\}$ Cauchy hypersurface. In particular, since $k\left(\cdot, T_{1}\right)=z\left(\cdot, T_{1}\right)=0$, this implies that during the development process we have

$$
\begin{equation*}
k_{+}(t)=z_{+}(t)=0, \quad \text { for all } t \in\left(T_{1}, T_{2}\right], \tag{4.15}
\end{equation*}
$$

so that $\llbracket k \rrbracket=k_{-}$and $\llbracket z \rrbracket=z_{-}$. Using (4.15) and the observation that $u_{\mathrm{n}}^{ \pm}=r b_{ \pm}(\mathfrak{s}(t), t)$ the Rankine-Hugoniot jump conditions (3.1) may be shown to be equivalent to a system of
two equations which are used to determine the values of $z_{-}$and $k_{-}$in terms of $w_{+}$and $w_{-}$

$$
\begin{align*}
& \left(e^{\left.k_{-}-1\right)\left(w_{-}-z_{-}\right)^{4}\left(3 w_{+}^{2} e^{k_{-}}-\left(w_{-}-z_{-}\right)^{2}\right)}\right. \\
& \quad=\left(\left(w_{-}-z_{-}\right)^{2}-e^{k_{-}} w_{+}^{2}\right)^{3}  \tag{4.16a}\\
& \left(\left(w_{-}-z_{-}\right)^{2}\left(w_{-}+z_{-}\right)^{2}+\frac{1}{8}\left(w_{-}-z_{-}\right)^{4}-\frac{9}{8} e^{k_{-}} w_{+}^{4}\right)\left(\left(w_{-}-z_{-}\right)^{2}-e^{k_{-}} w_{+}^{2}\right) \\
& \quad=\left(\left(w_{-}-z_{-}\right)^{2}\left(w_{-}+z_{-}\right)-e^{k_{-}} w_{+}^{3}\right)^{2} \tag{4.16b}
\end{align*}
$$

and an evolution equation for $\dot{\mathfrak{s}}$ given by

$$
\begin{equation*}
\dot{\mathfrak{s}}(t)=\frac{2}{3} \frac{e^{-k_{-}}\left(w_{-}-z_{-}\right)^{2}\left(w_{-}+z_{-}\right)-w_{+}^{3}}{e^{-k_{-}}\left(w_{-}-z_{-}\right)^{2}-w_{+}^{2}} . \tag{4.16c}
\end{equation*}
$$

To summarize, the values of the dominant Riemann variable, $w_{+}$in the front and $w_{-}$in the back of the shock, determine the values of $z_{-}$and $k_{-}$via (4.16a)-(4.16b), which in turn allows one to compute the location of the evolving shock front. We note that the dominant Riemann variable $w$ travels according to the fastest wave-speed in the system (4.9), namely $\lambda_{3}$. Thus, the values of $w_{+}$and $w_{-}$are carried from the $\left\{t=T_{1}\right\}$ Cauchy hypersurface via the characteristics of $\lambda_{3}$, which impinge on the shock front from the left and right.

Remark 4.4 (The entropy condition in azimuthal symmetry). The system of three equations (4.16) is in one-to-one correspondence with the Rankine-Hugoniot jump conditions (3.1). So the natural question is: What is the equivalent of the physical entropy condition (3.2) in azimuthal symmetry? To answer this question, we first note that (4.16a)-(4.16b) are a coupled system of sixth-order polynomials in the variables $w_{+}, w_{-}, z_{-}, e^{k_{-}}$. The second observation is that at the preshock we have $w_{+}\left(T_{1}\right)=w_{-}\left(T_{1}\right)$ and $z_{-}\left(T_{1}\right)=k_{-}\left(T_{1}\right)=0$, which solves (4.16a)-(4.16b). The natural question then is whether in the weak shock regime $0<\llbracket w \rrbracket=w_{-}-w_{+} \ll 1$, with $\langle w\rangle=\frac{1}{2}\left(w_{-}+w_{+}\right)>0$, the system (4.16a)-(4.16b) has a unique solution or not. For the sixth-order equations with real coefficients, the presence of one real solution implies the presence of at least one more solution. Indeed, one may verify that in the weak shock regime the system (4.16a)-(4.16b) has exactly two real solutions with $\left|z_{-}\right|+\left|k_{-}\right| \ll 1$, the other roots being complex. The remarkable fact is that only one of these two solutions is entropy producing, $k_{-}>0$. Thus, the role of the physical entropy condition (3.2), which is equivalent in view of (4.15) to $k_{-}>0$, is to select the unique physically relevant root of the system of equations (4.16a)-(4.16b).

We conclude this section by revisiting the notion of a regular shock solution, as defined in Definition 3.2, in the context of the azimuthal Euler equations. During the formation part of our result, i.e., for $t \in\left[T_{0}, T_{1}\right)$, we have that the solution $(w, z, k, a)$ of (4.9)-(4.10) is smooth, so that the notion of solution is the classical one: the system (4.9) is satisfied in the sense of $C^{1}$-functions of space and time. On the time interval $\left[T_{1}, T_{2}\right]$, which covers the development part of our result, the notion of regular shock solution becomes:

Definition 4.5 (Regular azimuthal shock solution). We say that ( $w, z, k, a$ ) and a shock front parametrized as $S=\{\mathfrak{s}(t)=\theta\}$ is a regular azimuthal shock solution on $\mathbb{T} \times\left[T_{1}, T_{2}\right]$ if

- $(w, z, k, a)$ are $C_{\theta, t}^{1}$ smooth, and $w$ is $C_{\theta, t}^{0}$ smooth, on the complement of $\mathcal{S}$;
- on the complement of the shock curve, $(w, z, k, a)$ solve the equations (4.9)-(4.10) pointwise, and $\varpi$ solves (4.12) pointwise;
- ( $w, z, k$ ) have jump discontinuities across the shock curve which satisfy the algebraic equations (4.16a)-(4.16b);
- the shock location $\mathfrak{s}:\left[T_{1}, T_{2}\right] \rightarrow \mathbb{T}$ is $C_{t}^{1}$ smooth and solves (4.16c);
- entropy is produced at the shock so that $\llbracket k \rrbracket(t)>0$ for $t \in\left(T_{1}, T_{2}\right]$.


## 5. MAIN RESULTS

The main result of $[1]$ is stated first in terms of the azimuthal variables $(w, z, k, a)$. The result may be best visualized by inspecting Figures 1, 2, 3, 4. A condensed statement is as follows; for details, see [1, theorems 3.2, 5.5, 6.1].


## FIGURE 1

The initial conditions $\left.(w, z, k, a)\right|_{t=T_{0}}$ satisfying (4.13) are represented in (red, green, blue, orange) as functions of the angular variable $\theta \in[-\pi, \pi)$. The function $w\left(\cdot, T_{0}\right)$ is strictly positive and has has a nondegenerate most negative slope of size $\approx-\frac{1}{\varepsilon}$ at a unique point in $\mathbb{T}$. The function $a\left(\cdot, T_{0}\right)$ is $\mathcal{O}(1)$ in $C^{4}(\mathbb{T})$.


## FIGURE 2

At the time of the first singularity, the functions $\left.(w, z, k, a)\right|_{t=T_{1}}$ are sketched in the figure on the left, using the same color scheme as in Figure 1. In the image on the right, we have plotted the function $\partial_{\theta} a$, which also develops a singularity at $t=T_{1}$. More precisely, the shock formation process for the system (4.14) results in the formation of the preshock at time $T_{1}$, manifested as a $C^{\frac{1}{3}}$ cusp at a unique distinguished angle $\theta_{*} \in \mathbb{T}$ for the functions $w$ and $\partial_{\theta} a$. At $T_{1}$ we have that $z$ and $k$ remain equal to 0 .


## FIGURE 3

Three distinct families of singularities instantaneously emerge from the the preshock located at $\left(\theta_{*}, T_{1}\right)$. Across the classical shock curve $\mathfrak{s}$ the fields $\left(w, z, k, \partial_{\theta} a\right)$ jump, and the Rankine-Hugoniot conditions are satisfied. A weak rarefaction singularity develops across the curve $\mathfrak{s}_{2}$ which travels along characteristics of $\lambda_{2}$. Here the quantities $(w, z, k)$ have regularity $C^{1,1 / 2}$ and no better. A weak contact singularity forms across the curve $\mathfrak{s}_{1}$ which travels with the characteristics of $\lambda_{1}$. Here the function $z$ has regularity $C^{1,1 / 2}$ and no better. The functions $z$ and $k$ are equal to 0 on the left-hand side of $\mathfrak{s}_{1}$ and on the right-hand side of $\mathfrak{m}$.


FIGURE 4
On the left-hand side, we have a schematic representation of the functions $\left.(w, z, k, a)\right|_{t=T_{2}}$ using the color scheme from Figure 1. On the right-hand side, a schematic representation of the functions $\left.\left(\partial_{\theta} w, \partial_{\theta} z, \partial_{\theta} k, \partial_{\theta} a\right)\right|_{t=T_{2}}$ is given. In both images, the vertical lines represent the location of $\mathfrak{s}_{1}\left(T_{2}\right)<\mathfrak{s}_{2}\left(T_{2}\right)<\mathfrak{s}\left(T_{2}\right)$ using the color scheme from Figure 3. The image on the left emphasizes that all quantities except for $a$ jump across the shock, and that $z$ and $k$ remain equal to 0 on $\mathbb{T} \backslash\left[\mathfrak{s}_{1}\left(T_{2}\right), \mathfrak{s}\left(T_{2}\right)\right]$. The image on the right emphasizes that the one-sided cusps form at the weak contact and weak rarefaction, and that $\partial_{\theta} a$ jumps across the shock.

Theorem 5.1 (Main result in azimuthal symmetry). From smooth isentropic initial data at time $T_{0}$ with vanishing subdominant Riemann variable, as described in the first paragraph of Section 6, there exist smooth solutions to the azimuthal Euler system (4.9) that form a preshock singularity, at a time $T_{1}>T_{0}$. The first singularity occurs at a single point in space, $\theta_{*}$, and this first singularity is shown to have an asymptotically self-similar shock profile exhibiting a $C^{1 / 3}$ cusp in the dominant Riemann variable and $a C^{1,1 / 3}$ cusp in the radial velocity. A series expansion for $w\left(\cdot, T_{1}\right)$ in terms of $\left(\theta-\theta_{*}\right)^{1 / 3}$ may be computed explicitly.

After the preshock is formed, the solution to (4.9)-(4.10) is continued uniquely for a short time $\left(T_{1}, T_{2}\right.$ ] as a regular azimuthal shock solution (cf. Definition 4.5) with the following properties:

- Across the shock curve $\mathfrak{s}$, for all $t \in\left(T_{1}, T_{2}\right]$, the state variables jump

$$
\llbracket w \rrbracket \sim\left(t-T_{1}\right)^{\frac{1}{2}}, \quad \llbracket \partial_{\theta} a \rrbracket \sim\left(t-T_{1}\right)^{\frac{1}{2}}, \quad \llbracket z \rrbracket \sim\left(t-T_{1}\right)^{\frac{3}{2}}, \quad \llbracket k \rrbracket \sim\left(t-T_{1}\right)^{\frac{3}{2}} .
$$

- Across the characteristic $\mathfrak{5}_{2}$ emanating from the preshock and moving with the fluid velocity, the Riemann variables and the entropy make $C^{1,1 / 2}$ cusps approaching from the right. Limiting from the left, these variables are $C^{2}$ smooth.
- Across the characteristic $\mathfrak{s}_{1}$ emanating from the preshock and moving with the sound speed minus the fluid velocity, the entropy is zero while the subdominant Riemann variable makes a $C^{1,1 / 2}$ cusp from the right. Limiting from the left, all fields are $C^{2}$ smooth.

We note that the proof of Theorem 5.1, which is the bulk of our paper [1], applies with minor modifications to the case of the Euler equations for $d=1$, or in the case of radial symmetry $d \geq 2$. In fact, as mentioned already in Remark 4.1, these two cases are simpler than the azimuthal symmetry considered here, since the vorticity vanishes identically.

Via the identification (4.4), Theorem 5.1 implies the following result for the Euler system in terms of hydrodynamic variables. We only state a condensed result here, and refer the interested reader to [1, THEOREMS 1.2, 7.1, 7.2] for details. The pictorial representation of this result is given in Figure 5 below.


## FIGURE 5

Values of the density written in polar coordinates $\rho(r, \theta, t)$, and plotted for $r \in[1,2]$. The image on the left represents the smooth data at time $T_{0}$. The center image shows the preshock formed at time $T_{1}$, at one specific value of the angular coordinate; we marked the corresponding line in red. The image on the right represents the density at time $T_{2}$, where we have represented in red the line along which the shock discontinuity occurs, in blue the line containing the weak contact, and in green the line corresponding to the weak rarefaction.

Theorem 5.2 (Main result for 2D Euler). For smooth isentropic initial data at time $T_{0}$ with azimuthal symmetry, there exist smooth solutions to the 2D Euler equations (1.1) that form a preshock singularity at a time $T_{1}>T_{0}$. The first singularity occurs along a half-infinite ray and the blowup is asymptotically self-similar, exhibiting a $C^{1 / 3}$ cusp in the angular velocity and mass density, and a $C^{1,1 / 3}$ cusp in the radial velocity. Moreover, the blowup is given by a series expansion whose coefficients are computed as a function of the initial data.

Past the preshock, the solution is continued on $\left(T_{1}, T_{2}\right]$, as an entropy-producing regular shock solution (cf. Definition 3.2) of the full 2D Euler equations (1.1). The solution is unique in the class of entropy producing weak solutions with azimuthal symmetry, with a certain weak shock structure and suitable regularity off the shock (see the space $\mathcal{X}_{\bar{\varepsilon}}$ defined in (7.8) below). The following properties are established for $t \in\left(T_{1}, T_{2}\right]$ :

- Across the classical shock hypersurface, all the state variables jump:

$$
\begin{aligned}
& \llbracket u_{\theta} \rrbracket \sim\left(t-T_{1}\right)^{\frac{1}{2}}, \quad \llbracket \rho \rrbracket \sim\left(t-T_{1}\right)^{\frac{1}{2}}, \\
& \llbracket \partial_{\theta} u_{r} \rrbracket \sim\left(t-T_{1}\right)^{\frac{1}{2}}, \quad \llbracket S \rrbracket \sim\left(t-T_{1}\right)^{\frac{3}{2}} .
\end{aligned}
$$

- Across the characteristic emanating from the preshock and moving with the fluid velocity, the entropy, density, and radial velocity all have a $C^{1,1 / 2}$ one-sided cusp from the right, while from the left, they are all $C^{2}$ smooth. The second derivatives of the angular velocity and pressure are bounded across this curve, justifying the name weak rarefaction.
- Across the characteristic emanating from the preshock and moving with sound speed minus the fluid velocity, the entropy is zero while the angular velocity and density have $C^{1,1 / 2}$ one-sided cusps from the right, while from the left, they are $C^{2}$ smooth. The second derivative of the radial velocity is bounded across this curve, justifying the name weak contact singularity.

Theorem 5.2 yields a full propagation of singularities result for regular shock solutions of the Euler equations, capturing both the jump discontinuity and the weak singularities emanating from the initial cusp in the preshock. This gives an answer to the problem raised by Landau and Lifschitz in [17, CHAPTER IX, §96], at least in the context of flows with azimuthal symmetry (or one-dimensional flows).

Remark 5.3 (Anomalous entropy production). Theorem 5.2 provides an example of an entropy producing weak solution $(u, \rho, E) \in L_{t}^{\infty}\left(B V \cap L^{\infty}\right)_{\mathrm{loc}} \subset L_{t}^{\infty}\left(B_{p, \infty}^{1 / p}\right)_{\mathrm{loc}}$, for all $p \geq 1$. This regularity class encodes the emergence of a regular shock, obtained by continuing the past the first singularity. This proves that the Onsager-criterion proven by the second author and Eyink in [12, THEOREM 3], which states that if $(u, \rho, E) \in L_{t}^{\infty}\left(B_{3, \infty}^{1 / 3+} \cap L^{\infty}\right)_{\text {loc }}$ then there is no entropy production, is in fact sharp.

Remark 5.4 (Uniqueness and entropy). Theorem 5.2 establishes the uniqueness of solutions in a class of weak solutions with azimuthal symmetry, with weak shock structure, and which have regularity consistent with the fact that they emanate from a $C^{1 / 3}$ preshock (cf. (7.8)
below), which in turn is the generic regularity that should be expected to arise at the first singularity from a smooth initial datum. The role of the entropy condition in establishing this uniqueness was explained in Remark 4.4. We contrast our uniqueness statement to the illposedness of the Euler system within the class of bounded, entropy-producing weak solutions emanating from 1D Riemann data, cf. Klingenberg et al. [15] and references therein.

## 6. OUTLINE: THE FORMATION OF THE PRESHOCK

Fix a constant $\kappa_{0}>1$ sufficiently large and let $\varepsilon>0$ be sufficiently small. Consider the azimuthal Euler system (4.9)-(4.10) with initial data given at time $T_{0}=-\varepsilon$, satisfying (4.13), and with $w\left(\cdot, T_{0}\right)$ and $a\left(\cdot, T_{0}\right)$ which lie in a certain open subset of $C^{4}(\mathbb{T})$ described roughly as follows. The initial data for the radial velocity is taken to satisfy $\|a(\cdot,-\varepsilon)\|_{L^{\infty}} \leq \varepsilon,\left\|\partial_{\theta} a(\cdot,-\varepsilon)\right\|_{L^{\infty}} \lesssim \frac{1}{20} \kappa_{0}$, and $\left\|\partial_{\theta}^{n} a(\cdot,-\varepsilon)\right\|_{L^{\infty}} \lesssim 1$ for $2 \leq n \leq 4$. The initial data for the dominant Riemann variable is described in detail in [1, equations (4.17)-(4.25)]. The most important property is that $w(\cdot,-\varepsilon) \in C^{4}(\mathbb{T})$ has a nondegenerate global minimum at a single point of $\mathbb{T}$, labeled for convenience by 0 , where it holds that

$$
\begin{equation*}
w(0,-\varepsilon)=\kappa_{0}, \quad \partial_{\theta} w(0,-\varepsilon)=-\varepsilon^{-1}, \quad \partial_{\theta}^{2} w(0,-\varepsilon)=0, \quad \partial_{\theta}^{3} w(0,-\varepsilon)=6 \varepsilon^{-4} . \tag{6.1}
\end{equation*}
$$

Other conditions are that $\frac{7}{8} \kappa_{0} \leq w(\cdot,-\varepsilon) \leq \frac{9}{8} \kappa_{0}$ which ensures that the density is bounded away from vacuum, that $w(\cdot,-\varepsilon)-\kappa_{0}$ is compactly supported $B_{\varepsilon^{1 / 2}}(0)$, and that the function $W(y):=\varepsilon^{-1 / 2}\left(w\left(y \varepsilon^{3 / 2},-\varepsilon\right)-\kappa_{0}\right)$ lies in a certain $\varepsilon$-dependent open ball in the $C^{4}$ topology centered at the stable global self-similar solution of the 1D Burgers equation, $\bar{W}$, which is defined implicitly as the analytic solution of $\bar{W}(y)+\bar{W}(y)^{3}+y=0$.

For such datum, the formation of the first gradient singularity for (4.9)-(4.10) was previously established in [3]. This singularity is characterized as a stable asymptotically selfsimilar $C_{\theta}^{1 / 3}$ cusp for the dominant Riemann variable $w$, the so-called preshock, which occurs at a precisely computable spacetime location $\left(\theta_{*}, T_{1}\right)$, with $\theta_{*} \approx \kappa_{0} \varepsilon$ and $T_{1}=$ $\mathcal{O}\left(\varepsilon^{3}\right)$. The subdominant Riemann variable $z$ and entropy $\kappa$ remain identically equal to 0 on $\mathbb{T} \times\left[-\varepsilon, T_{1}\right]$, while radial velocity and specific vorticity satisfy $a \in L^{\infty}\left(-\varepsilon, T_{1} ; C^{1,1 / 3}(\mathbb{T})\right)$ and $\varpi \in L^{\infty}\left(-\varepsilon, T_{1} ; C^{0,1}(\mathbb{T})\right)$. From here, one may show that asymptotically as $\theta \rightarrow \theta_{*}$ :

$$
\begin{align*}
& w\left(\theta, T_{1}\right)=\kappa-\mathrm{b}\left(\theta-\theta_{*}\right)^{\frac{1}{3}}+\mathrm{o}\left(\left(\theta-\theta_{*}\right)^{\frac{1}{3}}\right)  \tag{6.2a}\\
& a\left(\theta, T_{1}\right)=\mathrm{a}_{0}+\mathrm{a}_{1}\left(\theta-\theta_{*}\right)+\mathrm{a}_{2}\left(\theta-\theta_{*}\right)^{\frac{4}{3}}+\mathrm{o}\left(\left(\theta-\theta_{*}\right)^{\frac{4}{3}}\right) \tag{6.2b}
\end{align*}
$$

for suitable constants computable constants $\mathrm{b} \approx 1, \mathrm{a}_{i}$, and $\kappa$ such that $\left|\kappa-\kappa_{0}\right| \lesssim \varepsilon^{2}$.
While the description of the preshock given by (6.2) would be likely sufficient to describe the classical shock singularity $\mathfrak{s}$ emerging from the preshock, in order to rigorously capture the formation of higher order characteristic singularities emerging along the curves $\mathfrak{s}_{1}$ and $\mathfrak{s}_{2}$ in Figure 3, a much finer understanding of the dominant Riemann variable $w$ at the preshock is required. This information is not available in [3], and it is the subject of the analysis in [1, SECTION 4]. In particular, [1, theorem 4.1] proves that

$$
\begin{equation*}
w\left(\theta, T_{1}\right)=\kappa-\mathrm{b}\left(\theta-\theta_{*}\right)^{\frac{1}{3}}+\mathrm{c}_{1}\left(\theta-\theta_{*}\right)^{\frac{2}{3}}+\mathrm{c}_{2}\left(\theta-\theta_{*}\right)+\mathcal{O}\left(\left(\theta-\theta_{*}\right)^{\frac{4}{3}}\right) \tag{6.3}
\end{equation*}
$$

holds for all $\theta$ in an $\varepsilon$-dependent ball around $\theta_{*}$, for explicitly computable constants $\mathrm{c}_{i}$. More importantly, we prove that the fractional series expansion (6.3) holds in a $C^{3}$ sense, meaning that the first three derivatives of the left-hand side in (6.3) equal to the first three derivatives of the expansion on the right-hand side, with error bounds stable under differentiation.

The proof of (6.3) is based on a fully-Lagrangian characterization of the preshock, and a subtle interplay between the characteristics of the speeds $\lambda_{3}=w$ and $\lambda_{2}=\frac{2}{3} w$ present in (4.14), and which are defined by

$$
\begin{aligned}
& \partial_{t} \eta=\lambda_{3}(\eta(x, t), t)=w(\eta(x, t), t), \quad \eta(x,-\varepsilon)=x, \\
& \partial_{t} \phi=\lambda_{2}(\phi(x, t), t)=\frac{2}{3} w(\phi(x, t), t), \quad \phi(x,-\varepsilon)=x .
\end{aligned}
$$

By (4.14a), it is clear that $\eta$ is the natural flow of the $w$ evolution, while (4.14b) and (4.12), which simplify here to $\partial_{t} \varpi+\frac{2}{3} w \partial_{\theta} \varpi=\frac{8}{3} a \varpi$, show that $\phi$ is the natural flow for $a$ and $\varpi$.

The first and most important observation is that the spacetime location of the first singularity $\left(\theta_{*}, T_{1}\right)$ is characterized by $\theta_{*}=\eta\left(x_{*}, T_{1}\right)$, where $\left(x_{*}, T_{1}\right)$ are the unique Lagrangian label and the first time, respectively, which simultaneously solve the system

$$
\begin{equation*}
\partial_{x} \eta\left(x_{*}, T_{1}\right)=\partial_{x x} \eta\left(x_{*}, T_{1}\right)=0 \tag{6.4}
\end{equation*}
$$

In fact, as part of the proof it is crucial that we establish

$$
\begin{aligned}
\partial_{x} \eta(x, t) & =\left(1+\mathcal{O}\left(\varepsilon^{\frac{1}{2}}\right)\right) \varepsilon^{-1}\left(T_{*}-t\right)+\left(3+\mathcal{O}\left(\varepsilon^{\frac{1}{8}}\right)\right) \varepsilon^{-3}\left(x-x_{*}\right)^{2}, \\
\partial_{x x} \eta(x, t) & =\left(T_{*}-t\right) \mathcal{O}\left(\varepsilon^{-2}\right)+\left(6+\mathcal{O}\left(\varepsilon^{\frac{1}{8}}\right)\right) \varepsilon^{-3}\left(x-x_{*}\right), \\
\partial_{x x x} \eta(x, t) & =\left(6+\mathcal{O}\left(\varepsilon^{\frac{1}{8}}\right)\right) \varepsilon^{-3},
\end{aligned}
$$

for all labels $\left|x-x_{*}\right| \leq \varepsilon^{2}$ and all $t \in\left[-\varepsilon, T_{1}\right]$. This asymptotic description of the Lagrangian flow may be traced back to the initial datum assumption (6.1).

The second ingredient in the proof is that the fields $\eta, w \circ \eta, a \circ \eta, \varpi \circ \eta$ remain $C^{4}$ smooth as functions of the Lagrangian label $x$, uniformly in time on the interval $\left[-\varepsilon, T_{1}\right]$. Roughly speaking, this is achieved by appealing to the identities

$$
\begin{align*}
\eta(x, t) & =x+\int_{-\varepsilon}^{t} w \circ \eta(x, s) d s,  \tag{6.5a}\\
w \circ \eta(x, t) & =w(x,-\varepsilon) e^{-\frac{8}{3} \int_{-\varepsilon}^{t} a \circ \eta(x, s) d s}, \tag{6.5b}
\end{align*}
$$

which show that the regularity of $a \circ \eta$ implies the regularity of $\eta$ and $w \circ \eta$, and to the one-derivative gains provided by the relations $\partial_{\theta} a=w-\frac{1}{16} w^{2} w$ and

$$
\begin{aligned}
\partial_{x} \phi(x, t) & =\left(\frac{w(x,-\varepsilon)}{w \circ \phi(x, t)}\right)^{2} e^{-\frac{16}{3} \int_{-\varepsilon}^{t} a \circ \phi(x, s) d s}, \\
\varpi \circ \phi(x, t) & =\varpi_{0}(x,-\varepsilon) e^{\frac{8}{3} \int_{-\varepsilon}^{t} a \circ \phi(x, s) d s},
\end{aligned}
$$

which in turn allows us to establish the desired higher order regularity of $a$ and $\varpi$.
The third ingredient in the proof concerns the invertibility of the map $x \mapsto \eta\left(x, T_{1}\right)$. Using (6.4) and a Taylor series expansion justified by the regularity of $\eta$, we have that

$$
\theta=\eta\left(x, T_{1}\right)=\theta_{*}+\frac{1}{6} \partial_{x x x} \eta\left(x_{*}, T_{1}\right)\left(x-x_{*}\right)^{3}+\frac{1}{24} \partial_{x x x x} \eta\left(\bar{x}, T_{1}\right)\left(x-x_{*}\right)^{4}
$$

where $\theta_{*}=\eta\left(x_{*}, T_{1}\right)$, and $\bar{x}$ is a point between $x_{*}$ and $x$. As such, with $\Theta=\theta-\theta_{*}$ and $X=$ $x-x_{*}$, we are left to invert the quartic polynomial $\Theta=\mathrm{g}_{1} X^{3}+\mathrm{g}_{2} X^{4}$, where $\mathrm{g}_{1} \approx \varepsilon^{-3}>0$ and $\left|g_{2}\right|=\mathcal{O}\left(\varepsilon^{-4}\right)$. This inversion via a Newton iteration results in a fractional power series $X=\mathrm{f}_{1} \Theta^{1 / 3}+\mathrm{f}_{2} \Theta^{2 / 3}+\mathrm{f}_{3} \Theta+\mathcal{O}\left(\Theta^{4 / 3}\right)$, with explicitly computable real coefficients $\mathrm{f}_{i}$. This fractional power series is then directly translated into a power series expansion for the inverse map $\eta^{-1}\left(\theta, T_{1}\right)$ in powers of $\left(\theta-\theta_{*}\right)^{1 / 3}$, valid for $\theta$ sufficiently close to $\theta_{*}$. At last, we insert this expansion into ( 6.5 b ), to obtain

$$
w\left(\theta, T_{1}\right)=w\left(\eta^{-1}\left(\theta, T_{1}\right),-\varepsilon\right) e^{-\frac{8}{3} \int_{-\varepsilon}^{T_{1}} a \circ \eta\left(\eta^{-1}\left(\theta, T_{1}\right), s\right) d s}
$$

Using the known expansion for $\eta^{-1}\left(\cdot, T_{1}\right)$ and the regularity of $a \circ \eta$, we deduce (6.3).

## 7. OUTLINE: THE DEVELOPMENT OF SHOCKS AND WEAK SINGULARITIES

We next turn to the development problem, within the class of regular azimuthal shock solutions, cf. Definition 4.5. The initial datum for this development problem are the functions ( $w, z, k, a$ ) at which we have arrived in the formation process at time $T_{1}$. For simplicity of the presentation, let us shift the preshock location $\left(\theta_{*}, T_{1}\right)$ to $(0,0)$, and let us denote the values of the azimuthal fields at the preshock by $\left(w_{0}, z_{0}, k_{0}, a_{0}\right)$. By the analysis in Section 6 , we have that $z_{0} \equiv k_{0} \equiv 0$ on $\mathbb{T}, a_{0} \in C^{1,1 / 3}(\mathbb{T})$ with $\left\|a_{0}\right\|_{W^{1, \infty}} \lesssim \kappa_{0}, \varpi_{0} \in \operatorname{Lip}(\mathbb{T})$ with $1<\kappa_{0} \varpi_{0}(\theta) \lesssim 1$, and the dominant Riemann variable is given by

$$
\begin{equation*}
w_{0}(\theta)=\kappa-\mathrm{b} \theta^{\frac{1}{3}}+\mathrm{c}_{1} \theta^{\frac{2}{3}}+\mathrm{c}_{2} \theta+\mathcal{O}\left(\theta^{\frac{4}{3}}\right), \tag{7.1}
\end{equation*}
$$

equality which holds in a $C^{3}$ sense, with $\kappa \approx \kappa_{0}>1, \mathrm{~b} \approx 1$, and $\mathrm{c}=\mathcal{O}\left(\varepsilon^{1 / 2}\right)$. The shock development problem from this initial data is solved on the interval $[0, \bar{\varepsilon}]$, i.e., $T_{2}=T_{1}+\bar{\varepsilon}$ in the language of Theorem 5.1 , for a $\bar{\varepsilon}$ which is sufficiently small in terms of the data. The detailed analysis is carried out in [1, SECTIONS 5 AND 6], and here we only give the main ideas.

Given a smooth shock curve $\mathfrak{s}:[0, \bar{\varepsilon}] \rightarrow \mathbb{T}$, we shall denote the spacetime complement of the shock as $\mathscr{D}_{\bar{\varepsilon}}=(\mathbb{T} \times[0, \bar{\varepsilon}]) \backslash(\mathfrak{s}(t), t)_{t \in[0, \bar{\varepsilon}]}$, and for any function $f: \mathscr{D}_{\bar{\varepsilon}} \rightarrow \mathbb{R}$ we denote the left and right traces at the shock by $f_{ \pm}(t)=\lim _{\theta \rightarrow \mathfrak{s}(t)^{ \pm}} f(\theta, t)$, and the jump and mean across the shock as $\llbracket f \rrbracket(t)=f_{-}(t)-f_{+}(t)$ and $\left.《 f\right\rangle(t)=\frac{1}{2}\left(f_{-}(t)+f_{+}(t)\right)$, respectively. Note that since $\bar{\varepsilon}$ is chosen to be sufficiently small, we have that $t \ll 1$ is a small parameter.

To leading order in $0<t \ll 1$ and for $|\theta| \ll 1$, the intuition behind the shock development problem is as follows. First, from the Rankine-Hugoniot jump conditions one has that to leading order the speed of propagation of weak shock waves (relative to the fluid) is equal to the sound speed, which in the context of azimuthal symmetry means that

$$
\begin{aligned}
\dot{\mathfrak{s}} \approx b+c=w & \approx w_{0}+(\text { small error for } t \ll 1) \\
& \approx \kappa+(\text { small error for }|\theta| \ll 1)+(\text { small error for } t \ll 1)
\end{aligned}
$$

Thus, to leading order we may expect that $\mathfrak{s}(t) \approx \kappa t$.

Second，we note that although entropy $k$ and the subdominant Riemann variable $z$ are strictly positive for $t>0$ ，for short time they are expected to be small．As such，to leading order one may expect that the evolution of the dominant Riemann variable $w$（cf．（4．9a））may be approximated as

$$
\begin{aligned}
\partial_{t} w+(w+\text { small error }) \partial_{\theta} w & =\text { (small errors involving entropy gradients }) \\
w_{0} & =\kappa-\mathrm{b} \theta^{\frac{1}{3}}+(\text { small error near for }|\theta| \ll 1)
\end{aligned}
$$

Thus，we may hope to view the dominant Riemann variable $w$ as being a perturbation of an inviscid Burgers solution $w_{\mathrm{B}}$ with associated Lagrangian $\eta_{\mathrm{B}}$ ，namely

$$
\begin{equation*}
w_{\mathrm{B}}(\theta, t)=w_{0}\left(\eta_{\mathrm{B}}^{-1}(\theta, t)\right), \quad \eta_{\mathrm{B}}(x, t)=x+t w_{0}(x) . \tag{7.2}
\end{equation*}
$$

Here we denote Eulerian space variable by $\theta$ and the Lagrangian label by $x$ ．There is an important caveat in the standard－looking definition（7．2）．Since the initial data $w_{0}$ is a preshock（recall（7．1）），the map $\eta_{\mathrm{B}}{ }^{-1}(\theta, t)$ is not well defined for $\theta$ which is very close to $\mathfrak{s}(t)$ ；indeed，in this region the map is two－valued．This is natural since these characteris－ tics are expected to impinge upon the shock from either the left or the right，which ensures that the Lax entropy conditions（3．4）are satisfied．To overcome this，given any $t \in(0, \bar{\varepsilon}]$ ，and given a shock curve $\mathfrak{s}(t)$ ，we compute two Lagrangian labels $x_{ \pm}(t)=\eta_{\mathrm{B}}^{-1}\left(\mathfrak{s}(t)^{ \pm}, t\right)$ such that the associated particle trajectories $\eta_{\mathrm{B}}\left(x_{ \pm}(t), s\right)$ fall into the shock exactly at time $s=t$ ． This allows us to define $\eta_{\mathrm{B}}{ }^{-1}(\cdot, t): \mathbb{T} \backslash\{\mathfrak{s}(t)\} \rightarrow \mathbb{T} \backslash\left[x_{-}(t), x_{+}(t)\right]$ as a bijective map，giving a meaning to（7．2）．Note that to leading order one may compute $\eta_{\mathrm{B}}(x, t) \approx x+\kappa t-(\mathrm{b} t) x^{1 / 3}$ ， and since to leading order $\mathfrak{\Im}(t) \approx \kappa t$ ，we deduce that $x_{ \pm}(t) \approx(\mathrm{b} t)^{3 / 2}$ ．It follows that we may expect the jump of the dominant Riemann variable across the shock curve to be given， to leading order in $t$ ，by

$$
\begin{equation*}
\llbracket w \rrbracket(t) \approx \llbracket w_{\mathrm{B}} \rrbracket(t)=w_{0}\left(x_{-}(t)\right)-w_{0}\left(x_{+}(t)\right) \approx 2 \mathrm{~b}^{\frac{3}{2}} t^{\frac{1}{2}} \tag{7.3}
\end{equation*}
$$

Third，in analogy to how（3．5）was derived，we may show that in the weak shock regime $|\llbracket w \rrbracket| \ll 1$（justified in view of（7．3））the smallest root（in absolute value）of the system of equations（4．16a）－（4．16b）（which were derived from the azimuthal form of the Rankine－Hugoniot conditions）is given to leading order by

$$
\begin{equation*}
\llbracket z \rrbracket(t) \approx-\frac{9 \llbracket w \rrbracket(t)^{3}}{16 《 w 》(t)^{2}} \approx-\frac{9 \mathrm{~b}^{\frac{9}{2}}}{2 \kappa^{2}} t^{\frac{3}{2}} \quad \text { and } \quad \llbracket k \rrbracket(t) \approx \frac{4 \llbracket w \rrbracket(t)^{3}}{\left\langle w 》(t)^{3}\right.} \approx \frac{32 \mathrm{~b}^{\frac{9}{2}}}{\kappa^{3}} t^{\frac{3}{2}} . \tag{7.4}
\end{equation*}
$$

Just as（7．3），（7．4）may be shown to hold in a $C_{t}^{2}$ sense．The jump relations show that posi－ tive entropy and negative subdominant Riemann variable must be produced instantaneously along the shock in order for mass，momentum，and energy not to be lost．

Fourth，we need to carefully analyze the three characteristic families present in the azimuthal Euler equations（4．9）－（4．10）．These flows are defined naturally as

$$
\partial_{t} \eta=\lambda_{3} \circ \eta, \quad \partial_{t} \phi=\lambda_{2} \circ \phi, \quad \partial_{t} \psi=\lambda_{1} \circ \psi, \quad(\eta, \phi, \psi)(x, 0)=x .
$$

Our heuristics indicate that to leading order in $t \ll 1$ and $|x| \ll 1$ we have that

$$
\begin{equation*}
\eta(x, t) \approx \eta_{\mathrm{B}}(x, t) \approx x+\kappa t-(\mathrm{b} t) x^{\frac{1}{3}}, \quad \phi(x, t) \approx x+\frac{2 \kappa}{3} t, \quad \psi(x, t) \approx x+\frac{\kappa}{3} t \tag{7.5}
\end{equation*}
$$

which confirms our intuition that the $\lambda_{3}$ characteristic $\eta$ impinges on the shock curve $\mathfrak{s}(t) \approx$ $\kappa t$ only after we look at the next order term in $t$ and $x$, and also that the $\lambda_{2}$ and $\lambda_{1}$ characteristics $\phi$ and $\psi$ are transversal to the shock. Note that the two characteristic surfaces of weak singularities are nothing but the images under these slow flows of the point-shock

$$
\mathfrak{s}_{2}(t)=\phi(0, t) \approx \frac{2 \kappa}{3} t, \quad \mathfrak{s}_{1}(t)=\psi(0, t) \approx \frac{\kappa}{3} t .
$$

The transversality of characteristic families mentioned above plays a crucial role in our analysis: it may be combined with the fact that we stay away from the vacuum state in order to interchange a space derivative with a time derivative in terms which are composed with $\phi$ or $\psi$. For example, it allows us to heuristically replace the statements $\llbracket z \rrbracket \sim-t^{3 / 2}$ and $\llbracket k \rrbracket \sim t^{3 / 2}$ from (7.4), with asymptotic descriptions $z(\theta, t) \sim-\left(\theta-\mathfrak{s}_{1}(t)\right)^{3 / 2}$ and $k(\theta, t) \sim\left(\theta-\mathfrak{s}_{2}(t)\right)^{3 / 2}$ asymptotically as $\theta \rightarrow \mathfrak{s}_{1}(t)^{+}$and $\theta \rightarrow \mathfrak{s}_{2}(t)^{+}$, respectively. Thus, the jump relations (7.4) and transversality imply that the fields $z$ and $k$ form $C^{1,1 / 2}$ cusps at $\mathfrak{s}_{1}$ and $\mathfrak{F}_{2}$, when approaching from the right.

Besides determining the location of the weak singularities, the flows $\eta, \phi, \psi$ also paint a detailed picture as to how information is carried from the $\{t=0\}$ initial data surface, respectively how information about the jumps at the shock are propagated through the fluid in spacetime. A schematic description is provided by Figure 6 below.


## FIGURE 6

The three distinct wave families $\eta, \phi$, and $\psi$ are represented in red, blue, and respectively green, for various initial labels. The most interesting such labels are marked with black dots: these do not lie on the time-slice $\{t=0\}$, but instead they lie on the shock curve $\mathfrak{s}$ at various values of time; at these points the values of $k_{-}$and $z_{-}$are computed according to (7.4). To leading order, the entropy $k$ is propagated off the shock curve along the $\lambda_{2}$ characteristics $\phi$, while the subdominant Riemann variable $z$ is also propagated off the shock curve $\mathfrak{s}$, but along the $\lambda_{1}$ characteristics $\psi$. The $\lambda_{3}$ characteristics $\eta$ initiated at $\{t=0\}$, represented in red, impinge on the shock curve from the left side, determining $w$ in terms of $w_{0}$ on both sides of the shock.

Fifth, we note that according to (4.9d) and (4.12), the fluid velocity $\lambda_{2}$ and its associated characteristic $\phi$ are the natural ones for carrying information about the radial velocity $a$ and the specific entropy $\varpi$. In particular, since $\phi$ is transversal to $\mathfrak{s}$, we are able to use (4.12)
in order to show that the specific vorticity is continuous across the shock curve. As such, the relation (4.11) implies that it is $\partial_{\theta} a$ and not $a$ which has a jump discontinuity at $\mathfrak{s}$, and, moreover, to leading order we have

$$
\begin{equation*}
\llbracket \partial_{\theta} a \rrbracket(t) \approx \llbracket w \rrbracket(t) \approx 2 \mathrm{~b}^{\frac{3}{2}} t^{\frac{1}{2}} \tag{7.6}
\end{equation*}
$$

Sixth, concerning the characterization of the higher order singularities across the curves $\mathfrak{s}_{1}$ and $\mathfrak{s}_{2}$, the intuition regarding the precise regularity of the fields $(w, z, k, a)$ stems from the jump relations (7.3), (7.4), (7.6), a detailed description of the Lagrangian flows $\phi$ and $\psi$ similar to (7.5), and the structure of the forcing terms in (4.9) and (4.12). For instance, we have already mentioned in the paragraph below (7.5) that the transversality of $\phi$ and $\psi$ to $\mathfrak{s}$, along with the jump relations (7.4) allow us to precisely compute the regularity of $z$ and $k$ approaching $\mathfrak{s}$ from the left. This matter is, however, more subtle near $\mathfrak{s}_{1}$ and $\mathfrak{F}_{2}$. To see this, we may inspect Figure 6 and note that an Eulerian point $(\theta, t)$ with $0<\theta-s_{2}(t) \ll 1$ is traced backwards in time along the blue characteristics $\phi$ to a point which lies on the shock curve at some time $\mathcal{\tau}(\theta, t) \sim \theta-\mathfrak{s}_{2}(t) \ll 1$ (shock-intersection times are defined precisely in [1, Definitions 5.15 AND 5.16]). Thus, singular information about the derivatives of the jumps of $k$ at a time $\mathcal{\tau}(\theta, t) \ll t$ is carried via the $\phi$ characteristics to the point $(\theta, t)$, resulting in infinite terms as $\theta \rightarrow \mathfrak{s}_{2}(t)^{+}$.

An additional difficulty in analyzing the higher-order singularities is that, if we naively consider the evolution equations for $\partial_{\theta} w$ or $\partial_{\theta} z$, cf. (4.9a) and respectively (4.9b), we note the emergence of the forcing term $\frac{1}{24}(w-z)^{2} \partial_{\theta \theta} k$, resulting in what seems to be a derivative loss. In order to overcome this issue, we introduce the good unknowns

$$
q^{w}:=\partial_{\theta} w-\frac{1}{4} c \partial_{\theta} k, \quad q^{z}:=\partial_{\theta} z+\frac{1}{4} c \partial_{\theta} k,
$$

which satisfy the evolution equations

$$
\begin{align*}
\left(\partial_{t}+\lambda_{3} \partial_{\theta}\right) q^{w}+\left(\partial_{\theta} \lambda_{3}+\frac{8}{3} a\right) q^{w} & =-\frac{8}{3} \partial_{\theta} a w+\left(\frac{4}{3} a c+\frac{1}{6} c \partial_{\theta} \lambda_{2}\right) \partial_{\theta} k  \tag{7.7a}\\
\left(\partial_{t}+\lambda_{1} \partial_{\theta}\right) q^{z}+\left(\partial_{\theta} \lambda_{1}+\frac{8}{3} a\right) q^{z} & =-\frac{8}{3} \partial_{\theta} a z-\left(\frac{4}{3} a c+\frac{1}{6} c \partial_{\theta} \lambda_{2}\right) \partial_{\theta} k \tag{7.7b}
\end{align*}
$$

The remarkable feature of the system (7.7) is that the second derivatives of $k$ do not appear in the equations, allowing us to close estimates. The unknowns $q^{w}$ and $q^{z}$ are useful because they involve only the first derivative of the entropy, $\partial_{\theta} k$, and this term makes a $C^{\frac{1}{2}}$ cusp along the curve $\mathfrak{s}_{2}$. On the other hand, the natural flows in the system (7.7) are $\eta$ and $\psi$, respectively, which are transversal to the flow $\phi$ along which the singularities of $k$ are carried through the flow. This geometric structure of (7.7) and of the good unknowns $q^{w}$ and $q^{z}$ analytically result in a one-derivative regularization effect, which is not apparent if we were to inspect (4.9)-(4.12) directly. Another outcome of this derivative gain is that $q^{w}+q^{z}=$ $\partial_{\theta} z+\partial_{\theta} w=\frac{2}{3} \partial_{\theta} u_{\theta}$ is smoother than the naive expectation $C^{\frac{1}{2}}$ because the $\partial_{\theta} k$ terms cancel. This translates into at least $C^{2}$ regularity for the angular velocity $u_{\theta}$ along the curve $\mathfrak{s}_{2}$; in contrast, the entropy $S$, the density $\rho$ and the radial velocity $u_{r}$ are precisely $C^{1,1 / 2}$ across $\mathfrak{s}_{2}$, which justifies the name weak contact singularity.

In closing, we note that making the six-step heuristic outlined in this section rigorous requires a good functional framework and a number of analytical tricks for the analysis of Lagrangian flows. In broad terms, we proceed as follows. We build an iteration scheme in which we start with a $C^{2}$ smooth shock curve $\mathfrak{s}$ with $|\mathfrak{s}(t)-\kappa t| \lesssim t^{2}$, use it to construct a Burgers solution $w_{\mathrm{B}}$ adapted to this particular shock curve (as described in Step 2), and then use a contraction mapping principle to build a solution $(w, z, k, a)$ of the azimuthal Euler equations (4.9)-(4.12) which has jump discontinuities across $\mathfrak{s}$ that satisfy the algebraic system (4.16a)-(4.16b) resulting from the Rankine-Hugoniot jump conditions, and such that the regularity of the solution is consistent with the fact that the solution emanates from a $C^{1 / 3}$ preshock. More precisely, there exists a sufficiently small $\bar{\varepsilon}$ such that the solution lies in the functional space

$$
\begin{align*}
& X_{\bar{\varepsilon}}=\left\{(w, z, k, a) \in C_{\theta, t}^{1}\left(\mathscr{D}_{\bar{\varepsilon}}\right):\left.(w, z, k, a)\right|_{t=0}=\left(w_{0}, 0,0, a_{0}\right),\right. \\
&\left.\left\|\left(w-w_{\mathrm{B}}, z, k, a\right)\right\|_{\bar{\varepsilon}} \leq 1\right\} \tag{7.8}
\end{align*}
$$

where the norm $\|(v, z, k, a)\|_{\bar{\varepsilon}}$ is defined by

$$
\begin{aligned}
\|(v, z, k, a)\|_{\bar{\varepsilon}}= & \sup _{(\theta, t) \in \mathcal{D}_{\bar{\varepsilon}}} \max \left\{\mathrm{m}_{1} t^{-1}|v(\theta, t)|, \mathrm{m}_{2}\left(\mathrm{~b}^{3} t^{3}+(\theta-\varsigma(t))^{2}\right)^{\frac{1}{6}}\left|\partial_{\theta} v(\theta, t)\right|,\right. \\
& \mathrm{m}_{3} t^{-\frac{3}{2}}|z(\theta, t)|, \mathrm{m}_{3} t^{-\frac{1}{2}}\left|\partial_{\theta} z(\theta, t)\right|, \mathrm{m}_{4} t^{-\frac{3}{2}}|k(\theta, t)|, \\
& \left.\mathrm{m}_{4} t^{-\frac{1}{2}}\left|\partial_{\theta} k(\theta, t)\right|, \mathrm{m}_{5}|a(\theta, t)|, \mathrm{m}_{5}\left|\partial_{\theta} a(\theta, t)\right|\right\}
\end{aligned}
$$

where $\mathrm{m}_{i}$ are sufficiently large constants. In particular, we note that the space $\mathcal{X}_{\bar{\varepsilon}}$ encodes precisely how close $w$ is to the Burgers solution $w_{\mathrm{B}}$.

So far, we have thus defined a map $\mathfrak{s} \mapsto(w, z, k, a)$, but we are missing one key ingredient: the shock curve was just a given curve with $|\mathfrak{s}(t)-\kappa t| \lesssim t^{2}$, it did not satisfy the evolution equation (4.16c) imposed by the Rankine-Hugoniot jump conditions. This, however, gives us a natural way of updating the shock curve: we solve for $\mathfrak{\mathfrak { s }}$ the $\operatorname{ODE}$ (4.16c) with data $\tilde{\mathfrak{s}}(0)=0$ and fields $\left(w_{+}, w_{-}, z_{-}, k_{-}\right)$given by the restrictions of $(w, z, k, a)$ on the old curve $\mathfrak{s}$. Then, we prove that $\mathfrak{\mathfrak { s }}$ is $C^{2}$ smooth and satisfies $|\tilde{\mathfrak{s}}(t)-\kappa t| \lesssim t^{2}$. Lastly, we prove that above described iteration $\mathfrak{\mapsto} \mapsto \tilde{\mathfrak{s}}$ is in fact a contraction in $C^{2}$, resulting in a unique fixed point which is the desired shock curve. Associated to this curve, we also prove that there is a unique regular azimuthal shock solution $(w, z, k, a) \in \mathcal{X}_{\bar{\varepsilon}}$, as soon as $\bar{\varepsilon}>0$ is sufficiently small. This completes the proof of Theorem 5.1.
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#### Abstract

Mean field game theory was initiated a little more than 15 years ago with the aim of simplifying the search for Nash equilibria in games with a large number of weakly interacting players. Since then, a lot has been done. Numerous equilibrium existence results have been obtained, using different characterizations and in various contexts. The analysis of the master equation, which describes the evolution of the value of the game, has also seen significant progress, which has, for example, allowed establishing in certain cases the convergence of games with a finite number of players. However, mean field games remain of a complex nature. For instance, the typical lack of uniqueness of solutions raises selection issues that are still poorly understood. The objective of the note is to present some of the latest advances, as well as some avenues to address further challenging questions.
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The theory of mean field games (MFG) aims at providing an asymptotic description of differential games with a large number of interacting players. The number of applications of the theory is huge, ranging from macroeconomics to crowd motions, and from finance to power grid models. In all these models, each player controls his/her own dynamical state which evolves in time according to a deterministic or stochastic differential (or difference if the state space is at most countable) equation. The individual goal is to minimize some cost depending on his/her own control but also on the behavior of the whole population of agents, which is described through the empirical distribution of their states. In this setting, the central concept is the notion of Nash equilibria, which explains how agents play in an optimal way by taking into account the others' strategies. The MFG theory is precisely intended to simplify the search for these Nash equilibria. In this respect, the key idea is to postulate that, asymptotically, the single theoretical (and not empirical) statistical distribution of the states is sufficient to compute the individual goal of each player.

The MFG theory was introduced and largely developed by Lasry and Lions through a series of papers around 2005 and during the famous lectures of Lions at the Collège de France [85-88]. At about the same time, Caines, Malhamé, and Huang discussed similar models under the terminology of "Nash certainty equivalence principle" [73,74]. The MFG theory is also reminiscent of the so-called heterogenous agent models developed in economics at the end of the 1990s by Aiyagari [7] and by Krusell and Smith [79] or, more recently, by Lucas and Moll [91]. One of the main achievements of the MFG theory-though not discussed here-is a better formulation and understanding of these models (see, for instance, Achdou et al. [1]). After a decade and a half of research, the theory has answered-at least partially-several important questions and has developed a number of mathematical techniques and tools for this purpose. A large part of the material can be found in the monographs or in the surveys $[6,15,25,35,36,71]$.

From a mathematical perspective, the MFG theory lies at the intersection of probability and partial differential equations (PDEs). The connection between games with finitely many players and MFGs is addressed by means of statistical averaging arguments, which are made possible by the symmetric structure of the interactions. This approach is, of course, reminiscent of the very typical issues and techniques underpinning the standard mean field theory and the related propagation of chaos properties for large weakly interacting particle systems (see [76,92] for the earliest papers in the field and [101] for a review). However, unlike the standard mean field theory, in which the interacting particles obey a given dynamics, the dynamics of the agents is not given a priori in the MFG theory but rather is obtained after an optimization procedure. This seemingly innocuous difference dramatically increases the level of complexity of the problem, as it introduces several nonlinearities in the equations describing the mean field models. These nonlinearities manifest themselves in several ways, depending on the formulation used to characterize the equilibria and, implicitly, on the approach chosen to manage the optimization step in the definition of these equilibria. In this respect, let us say that both probabilistic and PDE arguments have been successfully developed. In short, the probabilistic approach aims at following the dynamics of a reference player in the population, while the PDE one aims at following the dynamics of the statistical
state of the whole population. The key feature is that both approaches lead to the study of a form of forward-backward system that couples either two stochastic differential equations or two PDEs: the probabilistic system is usually referred to as a forward-backward McKeanVlasov system and the PDE system is usually known as the "MFG system." Regardless of the system, the strong coupling between the forward and backward components therein raises many issues. Obviously, one knows in general how to pass from one approach to the other and, generally speaking, PDE tools are useful to obtain better regularity of the solutions. Very importantly, these two systems can be regarded as the characteristics of a common infinitedimensional PDE of hyperbolic type set on the space of probability measures. It is called the "master equation." This master equation has become a challenging object in the field and has attracted much attention in analysis, probability, and calculus of variation. At present, it is only well-understood in certain cases where the solutions are known to be regular. A theory allowing less regular solutions and thus covering a wider scope is totally lacking. Needless to say, this is a very exciting area of research.

In addition to the analysis of mean field games themselves, the study of the convergence problem, namely the convergence of games with a finite number of players to a mean field game, is another challenge, which has also required the development of appropriate arguments. As already mentioned, this asks for a nontrivial adaptation of the existing results on the convergence of weakly interacting particle systems. Among others, a key idea is to test classical solutions of the master equation onto the equilibria of the games with finitely many players. The main contributions in this direction are presented in the notes, but many questions remain open. To wit, solutions to mean field games are typically nonunique and identifying those that are selected by taking the limit in large games is a fascinating, but really difficult question.

Before presenting the rest of the contents of these notes in a more exhaustive way, we insist on the fact that the MFG theory provides a concept that has proven to be effective in the analysis of some typical examples of game theory. However, the same concept can be applied to many other cases. We give an overview of some of them at the very end of the notes. For example, mean field games with common noise is an extension of the original concept that has stimulated many recent works. In short, this corresponds to the case where the state of the population itself is random. Understanding the precise impact of noise on equilibria is another challenge in the field. To emphasize the importance of this research direction, we have therefore decided to write these notes by systematically including common noise in the models we present. We hope that this will help the reader to grasp the essence of it.

Contents. After a short presentation of the PDE formulation of MFGs in Section 1, we concentrate ourselves on the following three fundamental aspects of the theory:

1) The analysis of the convergence problem, which, as we have said, investigates how Nash equilibria in differential games with finitely many players converge to MFG equilibria. This point is essential to justify the MFG models and is one of the main mathematical achievement of the MFG theory. We provide an overview in Section 2, which includes a presentation of the master equation.
2) The long time behavior of the MFG equilibria. Since time-dependent models are difficult to handle and to approximate numerically, the analysis of "stationary models" and their robustness is essential in both theory and application. For instance, economists often concentrate on these stationary solutions. We present the main results in Section 3.
3) The regularizing aspect of the common noise in MFG. Since the MFG equilibria are in general not unique, it is crucial to understand the extent to which a common noise can force uniqueness. This question is addressed in Section 4.

We complete the notes by providing in the final Section 5 a general overview of other topics from MFG theory that are not discussed in the first four sections. We give some references that may be useful for the reader and we provide some open problems.

Notation. We denote by $\mathscr{P}_{2}\left(\mathbb{R}^{d}\right)$ the set of Borel probability measures on $\mathbb{R}^{d}$ with a finite second order moment, endowed with the Wasserstein distance (see, for instance, [9]). If $x \in \mathbb{R}^{d}$, we denote by $\delta_{x}$ the Dirac mass at $x$. For $X$ a random variable, we denote by $\mathscr{L}(X)$ the law of $X$.

## 1. THE MFG EOUILIBRIA

In this section we introduce the main problems of the MFG theory. The simplest for this is to start with a game with a large number of players and then to pass (at least formally) to the limit as the number of players tends to infinity.

### 1.1. The $N$-player problem

The $N$-player game. Let $N \in \mathbb{N}$, with $N \geq 1$ being the (large) number of players. Player $i$ (where $i \in\{1, \ldots, N\}$ ) controls her own state $X_{t}^{i}$, which is an element of $\mathbb{R}^{d}$ and evolves in time according to the stochastic differential equation (SDE)

$$
d X_{t}^{i}=\alpha_{t}^{i}+\sqrt{2} d B_{t}^{i}+\sqrt{2 \epsilon} d W_{t}
$$

for prescribed initial conditions $\left(X_{0}^{i}\right)_{i=1, \ldots, N}$. Here the processes $\left(\left(B_{t}^{i}\right)_{t \geq 0}\right)_{i=1, \ldots, N}$ and $\left(W_{t}\right)_{t \geq 0}$ are independent $d$-dimensional Brownian motions. The noise $\left(B_{t}^{i}\right)_{t}$, which affects only the dynamics of player $i$, is called the idiosyncratic (or the individual) noise. The Brownian motion $\left(W_{t}\right)_{t}$, on the contrary, impacts all the dynamics and is called the common noise; the nonnegative real $\epsilon$ denotes (up to the square root) the intensity of the effective common noise that is felt by all the players. The initial conditions $\left(X_{0}^{i}\right)_{i \geq 1}$ are independent and identically distributed (i.i.d.) random variables with common distribution $\tilde{m}_{0} \in \mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$. We assume that the random variables $\left(X_{0}^{i}\right)_{i=1, \ldots, N}$ and the Brownian motions $\left(\left(B_{t}^{i}\right)_{t}\right)_{i=1, \ldots, N}$ and $W$ are independent. Player $i$ chooses a bounded control $\left(\alpha_{t}^{i}\right)_{t}$ that takes values in $\mathbb{R}^{d}$ and that is adapted to the filtration $\left(\mathbb{F}_{t}=\sigma\left\{X_{0}^{j}, B_{s}^{j}, W_{s}, s \leq t, j=1, \ldots, N\right\}\right)$.

The cost of player $i$ is given by

$$
\mathscr{g}_{i}^{N}\left(\alpha^{i},\left(\alpha^{j}\right)_{j \neq i}\right)=\mathbb{E}\left[\int_{0}^{T}\left(\frac{1}{2}\left|\alpha_{t}^{i}\right|^{2}+F\left(X_{t}^{i}, m_{\boldsymbol{X}_{t}}^{N, i}\right)\right) d t+G\left(X_{T}^{i}, m_{\boldsymbol{X}_{T}}^{N, i}\right)\right]
$$

where $\boldsymbol{X}_{t}=\left(X_{t}^{1}, \ldots, X_{t}^{N}\right)$ and $m_{\boldsymbol{X}_{t}}^{N, i}=\frac{1}{N-1} \sum_{j=1, \ldots, N, j \neq i} \delta_{X_{t}^{j}}$. To fix the ideas, we work here with a finite-horizon problem (where $T>0$ is the horizon) and we assume the maps $F: \mathbb{R}^{d} \times \mathcal{P}_{2}\left(\mathbb{R}^{d}\right) \rightarrow \mathbb{R}$ and $G: \mathbb{R}^{d} \times \mathcal{P}_{2}\left(\mathbb{R}^{d}\right) \rightarrow \mathbb{R}$ to be continuous and bounded. Here we make the assumption that the running cost of player $i$ depends only on her own control, her own position, and on the distribution of the other players' positions, while the terminal cost depends only on her position and on the distribution of the other players' positions at terminal time. The important point is the symmetry of the problem: for a player, the other players play exactly the same role. The specific form of the cost and dynamics is made here for simplicity.

Nash equilibria. In that setting, a natural notion of equilibrium is the the notion of Nash equilibrium. We say that a family $\left(\bar{\alpha}^{1}, \ldots, \bar{\alpha}^{N}\right)$ of (time-dependent stochastic) controls is a Nash equilibrium of the $N$-player game if, for any $i \in\{1, \ldots, N\}$ and any control $\alpha^{i}$,

$$
\mathcal{I}_{i}^{N}\left(\bar{\alpha}^{i},\left(\bar{\alpha}^{j}\right)_{j \neq i}\right) \leq \mathcal{H}_{i}^{N}\left(\alpha^{i},\left(\bar{\alpha}^{j}\right)_{j \neq i}\right) .
$$

We are intentionally fuzzy in the definition of what a control is. There are actually many possibilities and we feel better to restrict ourselves to two of them. The controls can be either (i) open-loop, which means that they are regarded as adapted functions of the initial conditions $\left(X_{0}^{i}\right)_{i}$ and of the noises $\left(\left(B_{t}^{i}\right)_{t}\right)_{i}$ and $W$, or (ii) closed-loop controls, in which case they are considered as adapted functions of the trajectories $\left(\left(X^{i}\right)_{t}\right)_{i}$ (when the closed-loop structure is Markov, the dependence just occurs through the current states of the players). The main difference between the two notions is as follows: when one player deviates, the function underpinning the definition is kept fixed. As such, the controls played by the other players remain the same in the open-loop case while they change in the closed-loop case. In the rest of the note, we always mean Markov closed-loop control when speaking about a closed-loop control.

The Nash system. A key fact with games involving closed-loop controls is that they have a PDE interpretation, in the form of a system of equations for the equilibrium value of the game. In our setting, one can show that if $v^{N}:[0, T] \times\left(\mathbb{R}^{d}\right)^{N} \rightarrow \mathbb{R}^{N}$ is the classical solution to the following backward parabolic system (called here the Nash system)

$$
\begin{cases}-\partial_{t} v_{t}^{N, i}-\sum_{j=1}^{N} \Delta_{x_{j}} v_{t}^{N, i}-\epsilon \sum_{j, k=1}^{N} \operatorname{Tr}\left(D_{x_{j} x_{k}}^{2} v_{t}^{N, i}\right)+\frac{1}{2}\left|D_{x_{i}} v_{t}^{N, i}\right|^{2}  \tag{1.1}\\ +\sum_{j \neq i} D_{x_{i}} v_{t}^{N, i} \cdot D_{x_{j}} v_{t}^{N, j}=F\left(x_{i}, m_{\boldsymbol{x}}^{N, i}\right) & \text { in }(0, T) \times\left(\mathbb{R}^{d}\right)^{N}, \quad i \in\{1, \ldots, N\}, \\ v_{T}^{N, i}(\boldsymbol{x})=G\left(x_{i}, m_{\boldsymbol{x}}^{N, i}\right) & \text { in }\left(\mathbb{R}^{d}\right)^{N}, \quad i \in\{1, \ldots, N\},\end{cases}
$$

then $\left(\bar{\alpha}^{i}(t, \boldsymbol{x}):=-D_{x_{i}} v_{t}^{N, i}(\boldsymbol{x})\right)_{i=1, \ldots, N}$ is a Nash equilibrium of the $N$-player game in closed-loop form. Here, the notation $\boldsymbol{x}$ stands for an $N$-tuple ( $x_{1}, \ldots, x_{N}$ ), in which case $x_{i}$ is the entry number $i$ in $\boldsymbol{x}$. The existence and uniqueness of the solution to the above system, called the Nash system, is classical under suitable assumptions on $F$ and $G$ and discussed, for instance, in [84]. Under similar assumptions on $F$ and $G$, this equilibrium can be shown to be unique (within the class of bounded Markov closed-loop controls); see, for instance, [36, ChAPTER 6].

The main question raised by MFG theory is the characterization of the limit, as $N$ tends to infinity, of the Nash equilibria of the game (or of the Nash system) and the analysis of the resulting limit.

### 1.2. The MFG equilibria

In this part we derive from the $N$-player problem several (equivalent) formulations of an MFG equilibrium. The derivation is formal at this stage, but will be justified more rigorously in Section 2.

MFG equilibria without common noise $(\boldsymbol{\epsilon}=\mathbf{0})$. The are several ways to guess and write the limit of the Nash equilibrium or of the Nash system as $N$ tends to infinity. We start with the problem without common noise, which is easier to grasp. As players are symmetric, one can expect, using classical ideas of mean field theory [101], that the in-equilibrium trajectories $\left(\left(\bar{X}_{t}^{N, i}\right)_{t}\right)_{i}$ associated with the Nash equilibrium identified right above become more and more decorrelated as $N$ increases and eventually become asymptotically independent. In this case the empirical measure $m_{\overline{\boldsymbol{X}}_{t}^{N}}^{N, i}$ should become asymptotically deterministic and, as $N$ gets larger and larger, the impact of the deviation of a player over $m_{\overline{\boldsymbol{X}}_{t}^{N}}^{N, i}$ should be negligible. Therefore players can solve their own optimization problem as if $m_{\overline{\boldsymbol{X}}_{t}^{N}}^{N, i}$ were given and independent of $i$. Implementing this idea, one finds the notion of MFG equilibrium in its probabilistic formulation:

Probabilistic formulation of the MFG equilibrium $(\boldsymbol{\epsilon}=\mathbf{0})$. One searches for a pair $(m, \alpha)$, where $m=\left(m_{t}\right)_{t} \in C^{0}\left([0, T], \mathscr{P}_{2}\left(\mathbb{R}^{d}\right)\right)$, and $\alpha=\left(\alpha_{t}\right)_{t}$ is a control such that
(i) $\alpha$ is optimal for the control problem

$$
\begin{equation*}
\inf _{\beta} \mathbb{E}\left[\int_{0}^{T}\left(\frac{1}{2}\left|\beta_{t}\right|^{2}+F\left(X_{t}^{\beta}, m_{t}\right)\right) d t+G\left(X_{T}^{\beta}, m_{T}\right)\right] \tag{1.2}
\end{equation*}
$$

where the infimum is taken over the controls $\beta=\left(\beta_{t}\right)_{t}$ (that are $\left(X_{0}^{1},\left(B_{t}^{1}\right)_{t}\right)$ progressively measurable) and where $X^{\beta}$ is the solution to

$$
\begin{equation*}
d X_{t}^{\beta}=\beta_{t} d t+\sqrt{2} d B_{t}^{1}, \quad X_{0}^{\beta}=X_{0}^{1} . \tag{1.3}
\end{equation*}
$$

(ii) For any $t \in[0, T]$, the law of $X_{t}^{\alpha}$ is $m_{t}$.

Other probabilistic formulations of MFG equilibria are possible: Carmona and Delarue discuss in [34] a formulation involving the stochastic maximum principle. Mainly,
the optimizers in item (i) are described by means of a forward-backward stochastic differential equation depending on the input $\left(m_{t}\right)_{t}$. Under the fixed point condition (ii), this input is identified with the marginal law of the solution of the forward equation, which gives rise to a so-called forward-backward system of McKean-Vlasov type. While Pontryagin's principle provides the dynamics of an equilibrium feedback along a corresponding equilibrium trajectory, an alternative approach is to provide a representation of the equilibrium value. This approach is usually known as the weak formulation as it may rely on a convenient change of noise in the dynamics. In short, it provides another form of the forward-backward system of McKean-Vlasov type, see Carmona and Lacker [39] and [35, chapter 3]. The latter is useful for proving existence results. In comparison, the stochastic Pontryagin principle provides, in general, only sufficient conditions satisfied by an arbitrary equilibrium.

PDE formulation of the MFG equilibria: the MFG system $(\boldsymbol{\epsilon}=\mathbf{0})$. Another characterization of the MFG equilibria goes through a forward-backward system of PDEs known as the MFG system: the unknown are $(u, m)$ where $u$ corresponds to the value function associated with the optimal control problem described in the probabilistic formulation while $m$ solves the Kolmogorov equation satisfied by the marginal law of the equilibrium. It reads therefore

$$
\begin{cases}-\partial_{t} u_{t}(x)-\Delta u_{t}(x)+\frac{1}{2}\left|D u_{t}(x)\right|^{2}=F\left(x, m_{t}\right) & \text { in }(0, T) \times \mathbb{R}^{d}  \tag{1.4}\\ \partial_{t} m_{t}(x)-\Delta m_{t}(x)-\operatorname{div}\left(m_{t}(x) D u_{t}(x)\right)=0 & \text { in }(0, T) \times \mathbb{R}^{d} \\ m_{0}(x)=\tilde{m}_{0}, \quad u_{T}(x)=G\left(x, m_{T}\right) & \text { in } \mathbb{R}^{d}\end{cases}
$$

This system is unusual: the first equation (a Hamilton-Jacobi equation) is backward in time, while the Kolmogorov equation is forward in time. The main issue is that both equations are strongly coupled, in the sense that each of the two unknowns shows up in the other equation. Since the two equations are set in opposite time directions, this creates a conflict which makes the spice of the analysis. The existence of a solution has been proved by Lasry and Lions [85-87] under suitable assumptions on the coupling functions $F$ and $G$ (regularity and growth conditions). In general, there is no uniqueness: this is a typical feature of equilibria in game theory (in contrast, uniqueness holds in the finite game because of the smoothing effect of the Laplacians in the related Nash system (1.1); we will come back to this observation in Section 4). However, the solution of (1.4) is unique if the following monotonicity condition, introduced in [85-87], is satisfied:

$$
\begin{align*}
& \int_{\mathbb{R}^{d}}\left(F(x, m)-F\left(x, m^{\prime}\right)\right)\left(m-m^{\prime}\right)(d x) \geq 0, \\
& \int_{\mathbb{R}^{d}}\left(G(x, m)-G\left(x, m^{\prime}\right)\right)\left(m-m^{\prime}\right)(d x) \geq 0 . \tag{1.5}
\end{align*}
$$

There is by now a huge literature on the MFG system, including different types of coupling functions, different types of boundary conditions, etc. We briefly present some aspects of this literature in Section 5.1.

The MFG equilibria with common noise ( $\boldsymbol{\epsilon}>\mathbf{0}$ ). In the presence of common noise, the heuristic analysis of the limit problem is more subtle. Indeed, even if the players do not take into account the idiosyncratic noises of the other players, their dynamics are perturbed by the common noise $\left(W_{t}\right)_{t}$. Therefore, the limit $\left(m_{t}\right)_{t}$ (if it exists) of the marginal empirical measure $\left(m_{\overline{\boldsymbol{X}}_{t}^{N}}^{N, i}\right)_{t}$ associated with the equilibrium trajectories $\left(\left(\bar{X}_{t}^{N, j}\right)_{t}\right)_{j \neq i}$ becomes random and is typically expected to be adapted to the Brownian motion $\left(W_{t}\right)_{t}$ (very much as before, this limit is expected to be independent of $i$ ).

Probabilistic formulation of the MFG equilibrium with common noise ( $\boldsymbol{\epsilon} \boldsymbol{>} \mathbf{0}$ ). One searches for a pair $(m, \alpha)$, where the stochastic process $\left(m_{t}\right)_{t}$ is adapted to $\left(W_{t}\right)_{t}$ and takes values in $C^{0}\left([0, T], \mathscr{P}_{2}\left(\mathbb{R}^{d}\right)\right)$ and $\alpha=\left(\alpha_{t}\right)_{t}$ is a control such that
(i) $\alpha$ is optimal for the control problem

$$
\begin{equation*}
\inf _{\beta} \mathbb{E}\left[\int_{0}^{T}\left(\frac{1}{2}\left|\beta_{t}\right|^{2}+F\left(X_{t}^{\beta}, m_{t}\right)\right) d t+G\left(X_{T}^{\beta}, m_{T}\right)\right], \tag{1.6}
\end{equation*}
$$

where the infimum is taken over the controls $\beta=\left(\beta_{t}\right)_{t}$ (that are $\left(X_{0}^{1}\right.$, $\left.\left(B_{t}^{1}, W_{t}\right)_{t}\right)$-progressively measurable) and where $X^{\beta}$ is the solution to

$$
\begin{equation*}
d X_{t}^{\beta}=\beta_{t} d t+\sqrt{2} d B_{t}^{1}+\sqrt{2 \epsilon} W_{t}, \quad X_{0}^{\beta}=X_{0}^{1} \tag{1.7}
\end{equation*}
$$

(ii) For any $t \in[0, T]$, the (conditional) law of $X_{t}^{\alpha}$ given $\left(W_{s}\right)_{s}$ is $m_{t}$.

In general, it is difficult to prove the existence of MFG equilibria because the fixedpoint condition (ii) is defined, in the presence of common noise, on a very wide space. To overcome this issue, a possible path is to discretize the common noise into a noise with finitely many outcomes (see [38]). In that case, it is much easier to adapt the arguments used when $\epsilon=0$. However, much may be lost when passing to the limit over the discretization of the common noise. Very similar to weak solutions to stochastic differential equations, equilibria that are obtained in this way may no longer be adapted with respect to the original common noise $\left(W_{t}\right)_{t}$. This requires a relevant notion of weak MFG equilibria, in which the flow of measures $\left(m_{t}\right)_{t}$ is adapted to a larger filtration than that generated by $\left(W_{t}\right)_{t}$. When the monotonicity property (1.5) is in force, it can be proved that these weak solutions are in fact strong, i.e., they are adapted with respect to $\left(W_{t}\right)_{t}$.

PDE formulation of the MFG equilibria with common noise: the stochastic MFG system $(\boldsymbol{\epsilon}>\mathbf{0})$. In the probabilistic formulation of the MFG equilibria with a common noise, the optimal control problem (1.6)-(1.7) (which is solved by a reference player in the population) is driven by random coefficients (because $\left(m_{t}\right)_{t}$ is random). The associated value function is no longer deterministic. Following Peng [96], it should be regarded as the solution of a backward stochastic Hamilton-Jacobi equation. Moreover, the Kolmogorov equation satisfied by the random flow $\left(m_{t}\right)_{t}$ is stochastic. The resulting MFG system there-
fore reads:

$$
\left\{\begin{array}{rlr}
d u_{t}=\left[-(1+\epsilon) \Delta u_{t}+\frac{1}{2}\left|D u_{t}\right|^{2}-F\left(x, m_{t}\right)-2 \epsilon \operatorname{div}\left(v_{t}\right)\right] d t  \tag{1.8}\\
& +v_{t} \cdot \sqrt{2 \epsilon} d W_{t} & \\
d m_{t}=\left[(1+\epsilon) \Delta m_{t}+\operatorname{div}\left(m_{t} D u_{t}\right)\right] d t-\operatorname{div}\left(m_{t} \sqrt{2 \epsilon} d W_{t}\right) \times \mathbb{R}^{d} \\
& & \text { in }(0, T) \times \mathbb{R}^{d} \\
m_{0}(x)=\tilde{m}_{0}, \quad u_{T}(x)=G\left(x, m_{T}\right) & & \text { in } \mathbb{R}^{d}
\end{array}\right.
$$

Note that now the unknown is the triplet $(u, v, m)$. As explained in Peng [96], the role of the random field $v$ is to ensure the solution $u$ to the backward Hamilton-Jacobi equation to be adapted to the common noise $\left(W_{t}\right)_{t}$. The existence of a solution for (1.8) is subtle and has been achieved, under suitable conditions on $F$ and $G$ including monotonicity, in [25] (see also [36]).

## 2. THE MASTER EQUATION AND THE CONVERGENCE OF THE NASH SYSTEM

In this part we address the rigorous derivation of the MFG equilibria and the convergence of the Nash system. This analysis requires the introduction of a new equation, the master equation, which is a nonlinear equation stated on the infinite-dimensional space $\mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$. In order to restrict the technicality of the exposition, we will often be fuzzy in the assumption and in the statement of the results and refer to [25,36], that we follow closely, for details.

### 2.1. Derivatives of maps defined on the space of probability measures

There are several notions of derivatives for a map $U: \mathcal{P}_{2}\left(\mathbb{R}^{d}\right) \rightarrow \mathbb{R}$ : we refer, for instance, to $[8,9,25,35]$ and the references therein for several possible notions together with an overview of the connections between all of them. Here we mostly discuss an idea of Lions which consists in lifting the map $U$ to a suitable space of random variables.

Let us consider the space $L^{2}:=L^{2}\left((\Omega, \mathbb{F}, \mathbb{P}), \mathbb{R}^{d}\right)$ of square-integrable random variables on $\mathbb{R}^{d}$, with $\Omega$ being a Polish space, $\mathbb{F}$ its Borel $\sigma$-algebra, and $\mathbb{P}$ an atomless probability measure. The space $L^{2}$ is endowed with the usual Hilbert scalar product. It is known that, for any $m \in \mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$, there exists a random variable $X$ with law $m$.

Given a map $U: \mathscr{P}_{2}\left(\mathbb{R}^{d}\right) \rightarrow \mathbb{R}$, we lift $U$ to $L^{2}$ by setting

$$
\tilde{U}(X)=U(\mathscr{L}(X)) \quad \forall X \in L^{2} .
$$

Definition 2.1 (The L-derivative). We say that $U$ is L-differentiable at $m \in \mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$ if there exists a random variable $X \in L^{2}$ with law $m$ such that $\tilde{U}$ is Fréchet differentiable at $X$ (we denote by $\nabla \tilde{U}(X)$ its gradient).

Theorem 2.1 (Structure of the L-derivative). Assume that $U$ is L-differentiable at $m \in \mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$. Then there exists a map $D_{m} U(m, \cdot): \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ which is Borel measurable
and such that

$$
\nabla \tilde{U}(X)=D_{m} U(m, X)
$$

for any random variable $X$ with $\mathscr{L}(X)=m$. We call the map $D_{m} U(m, \cdot)$ the L-derivative of $U$ at $m$.

The first version of this result goes back to Lions [88]. The version given here is due to Gangbo and Tudorascu [65], who also explain the connection with the notion of subdifferential introduced in [9].

Finite dimensional projection. A key principle to establish the link between the Nash system and the master equation is to associate with any function defined on $\mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$ a finite dimensional projection, whose definition is as follows.

Given a continuous map $U: \mathscr{P}_{2}\left(\mathbb{R}^{d}\right) \rightarrow \mathbb{R}$ and a nonzero integer $N$, we define the projection $U^{N}$ of $U$ as the map $U^{N}:\left(\mathbb{R}^{d}\right)^{N} \rightarrow \mathbb{R}$ defined by

$$
U^{N}\left(x_{1}, \ldots, x_{N}\right)=U\left(m_{\boldsymbol{x}}^{N}\right), \quad \text { where } m_{\boldsymbol{x}}^{N}:=\frac{1}{N} \sum_{i=1}^{N} \delta_{x_{i}}, \boldsymbol{x}=\left(x_{1}, \ldots, x_{N}\right) \in\left(\mathbb{R}^{d}\right)^{N}
$$

The following statement clarifies the meaning of the derivative $D_{m}$ :
Proposition 2.2. Assume that $U$ is L-differentiable with a Lipschitz-continuous derivative. Then $U^{N}$ is of class $C^{1}$ and

$$
D_{x_{i}} U^{N}\left(x_{1}, \ldots, x_{N}\right)=\frac{1}{N} D_{m} U\left(m_{\boldsymbol{x}}^{N}, x_{i}\right),
$$

for $\left(x_{1}, \ldots, x_{N}\right) \in\left(\mathbb{R}^{d}\right)^{N}$.
One can, of course, introduce higher-order derivatives of a map $U: \mathscr{P}_{2}\left(\mathbb{R}^{d}\right) \rightarrow \mathbb{R}$ in a similar way and extend Proposition 2.2 to higher-order derivatives, see [35, CHAPTER 5].

Itô's formula along a flow of conditional measures. The following Itô's formula, needed in the proofs below and of independent interest, is a generalization of Itô rule for flows of measures and functions defined on the space of measures. Let $\left(X_{t}\right)_{t \geq 0}$ be an Itô process of the form

$$
\begin{equation*}
d X_{t}=b_{t} d t+\sigma_{t} d B_{t}+\sigma_{t}^{0} d W_{t}, \quad t \geq 0 \tag{2.1}
\end{equation*}
$$

with a given (possibly random) initial condition $X_{0}$, where $\left(B_{t}\right)_{t}$ and $\left(W_{t}\right)_{t}$ are two $d$-dimensional Brownian motions, $X_{0},\left(B_{t}\right)_{t}$, and $\left(W_{t}\right)_{t}$ being independent. Above, $\left(b_{t}\right)_{t}$, $\left(\sigma_{t}\right)_{t}$, and $\left(\sigma_{t}^{0}\right)_{t}$ are progressively-measurable processes with respect to the filtration generated by $X_{0},\left(B_{t}\right)_{t}$, and $\left(W_{t}\right)_{t}$, with values in (respectively) $\mathbb{R}^{d}, \mathbb{R}^{d \times d}$, and $\mathbb{R}^{d \times d}$. For simplicity, we assume that that the probability space is given in a product form $\left(\Omega_{0} \times \Omega_{1}, \mathbb{F}_{0} \otimes \mathbb{F}_{1}, \mathbb{P}_{0} \otimes \mathbb{P}_{1}\right)$, where $\left(\Omega_{0}, \mathbb{F}_{0}, \mathbb{P}_{0}\right)$ supports $W$, while $\left(\Omega_{1}, \mathbb{F}_{1}, \mathbb{P}_{1}\right)$ supports $\left(X_{0}, B\right)$. We denote by $\mathbb{E}^{0}$ the expectation with respect to $\mathbb{P}^{0}$ and by $\mathbb{E}^{1}$ the expectation with respect to $\mathbb{P}^{1}$. We assume that

$$
\mathbb{E}\left[\left|X_{0}\right|^{2}+\int_{0}^{T}\left(\left|b_{t}\right|^{2}+\left|\sigma_{t}\right|^{4}+\left|\sigma_{t}^{0}\right|^{4}\right) d t\right]<+\infty
$$

where $\mathbb{E}=\mathbb{E}^{0} \mathbb{E}^{1}$.

The following result is taken from [36] (see also [20,45]).
Theorem 2.3. Let $\left(X_{t}\right)_{t}$ be as in (2.1) and, for any $t \geq 0$, let $m_{t}$ be the conditional law of $X_{t}$ given $\left(W_{s}\right)_{s}$. Then, for $U: \mathscr{P}_{2}\left(\mathbb{R}^{d}\right) \rightarrow \mathbb{R}$ a sufficiently smooth mapping on $\mathscr{P}_{2}\left(\mathbb{R}^{d}\right)$,

$$
\begin{aligned}
U\left(m_{t}\right)= & U\left(m_{0}\right)+\int_{0}^{t} \mathbb{E}^{1}\left[D_{m} U\left(m_{s}, X_{s}\right) \cdot b_{s} d s\right]+\int_{0}^{t} \mathbb{E}^{1}\left[\left(\sigma^{0}\right)^{*} D_{m} U\left(m_{s}, X_{s}\right)\right] \cdot d W_{s} \\
& +\frac{1}{2} \int_{0}^{t} \mathbb{E}^{1}\left[\operatorname{Tr}\left(D_{y} D_{m} U\left(m_{s}, X_{s}\right)\left(\sigma_{s} \sigma_{s}^{*}+\sigma_{s}^{0}\left(\sigma_{s}^{0}\right)^{*}\right)\right] d s\right. \\
& +\frac{1}{2} \int_{0}^{t} \mathbb{E}^{1} \tilde{\mathbb{E}}^{1}\left[\operatorname{Tr}\left(D_{m}^{2} U\left(m_{s}, X_{s}, \tilde{X}_{s}\right) \sigma_{s}^{0}\left(\tilde{\sigma}_{s}^{0}\right)^{*}\right)\right] d s,
\end{aligned}
$$

where $\tilde{X}_{s}$ and $\tilde{\sigma}_{s}^{0}$ are independent copies of $X_{s}$ and $\sigma_{s}^{0}$ defined on $\Omega_{0} \times \tilde{\Omega}_{1}$, for a copy $\tilde{\Omega}_{1}$ of $\Omega_{1}$ equipped with the expectation $\tilde{\mathbb{E}}^{1}$.

Briefly, $D_{y} D_{m} U$ is the $y$-derivative of the function $y \mapsto D_{m} U(m, y)$ for a fixed $m$. Similarly, $D_{m}^{2}$ is the $m$-derivative of the function $m \mapsto D_{m} U(m, y)$ for a fixed $y$, which implies that $D_{m}^{2} U$ can be written in the form $\left(m, y, y^{\prime}\right) \mapsto D_{m}^{2} U\left(m, y, y^{\prime}\right)$. Under the regularity assumptions mentioned in the statement, all these derivatives exist implicitly and are jointly continuous. They also satisfy appropriate growth conditions that permit giving a meaning to the various expectations appearing in the expansion. The symbol Tr is for the trace.

Potential games. We feel it useful to provide another application of the derivative $D_{m}$. There is indeed one special class of mean field games, for which the corresponding MFG system coincides with the first-order condition (or equivalently, with the Pontryagin system) of a control problem. Such games are called potential games, and the control problem lying above a potential game is usually called a mean field control problem. The connection between both can be thus formulated in this way: The minimizers to the mean field control problem are equilibria of the corresponding potential game. This was noted in the earlier articles by Lasry and Lions [85-87], see also [88].

The potential structure turns out to be very useful in practice for the simple reason that it might be easier to work with minimizers than with Nash equilibria. We provide a longer discussion in Section 4 about possible applications to the selection of equilibria when there is no uniqueness.

In the simple framework of (1.2)-(1.4), the potential game typically requires that the cost coefficients $F$ and $G$ derive from a potential, namely

$$
\begin{equation*}
\partial_{x} F(x, m)=D_{m} \mathcal{F}(m, x), \quad \partial_{x} G(x, m)=D_{m} \mathscr{E}(m, x), \tag{2.2}
\end{equation*}
$$

for two smooth functionals $\mathcal{F}$ and $\mathscr{\mathcal { E }}$ on $\mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$. With the trajectory $\left(X_{t}^{\beta}\right)_{t}$ as in (1.3), we can associate the cost

$$
\mathscr{L}\left(\left(\beta_{t}\right)_{0 \leq t \leq T}\right)=\int_{0}^{T}\left(\mathscr{F}\left(\mathscr{L}\left(X_{t}\right)\right)+\frac{1}{2} \mathbb{E}\left[\left|\beta_{t}\right|^{2}\right]\right) d t+\mathscr{E}\left(\mathscr{L}\left(X_{T}\right)\right) .
$$

The following statement may be found under more precise assumptions in [35, CHAPTER 6]:

Proposition 2.4. Under suitable regularity properties on $\mathcal{F}$ and $\mathscr{\mathcal { G }}$, and for given initial distribution $\tilde{m}_{0} \in \mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$ for $X_{0}$ in (1.3), the optimal trajectories of $\mathcal{G}$ with respect to $\left(X_{0},\left(B_{t}\right)_{t}\right)$-progressively measurable controls $\left(\beta_{t}\right)_{t}$ are solutions of the mean field game (1.2)-(1.3).

When $\left(\beta_{t}\right)_{t}$ is identified with a feedback function $\beta:[0, T] \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$, equation (1.3) becomes a stochastic differential equation whose marginal law solves the Kolmogorov equation

$$
\partial_{t} m_{t}-\Delta m_{t}+\operatorname{div}\left(\beta_{t} m_{t}\right)=0
$$

with $m_{0}=\tilde{m}_{0}$. It is then possible to write $\mathcal{G}$ as

$$
\mathcal{L}\left(\left(\beta_{t}\right)_{0 \leq t \leq T}\right)=\int_{0}^{T}\left(\mathscr{F}\left(m_{t}\right)+\frac{1}{2} \int_{\mathbb{R}^{d}}\left|\beta_{t}(x)\right|^{2} m_{t}(d x)\right) d t+\mathcal{E}\left(m_{T}\right),
$$

which is more in line with the formulation (1.4) of the mean field game. Although the resulting class of controls is obviously smaller when restricted to feedback controls, the infimum of $\mathscr{A}$ is the same, see Lacker [82].

### 2.2. The master equation

The master equation was first derived by Lions in [88] as the formal limit of the Nash system (1.1). It is a PDE with unknown $U:[0, T] \times \mathbb{R}^{d} \times \mathcal{P}_{2}\left(\mathbb{R}^{d}\right) \rightarrow \mathbb{R}$ (with $U$ writing $(t, x, m) \mapsto U(t, x, m))$ and reads

$$
\begin{align*}
& \text { (i) } \quad-\partial_{t} U_{t}-(1+\epsilon) \Delta_{x} U_{t} \\
& \quad+\frac{1}{2}\left|D_{x} U_{t}\right|^{2}+\int_{\mathbb{R}^{d}} D_{m} U_{t}(t, x, m, y) \cdot D_{x} U_{t}(t, y, m) m(d y) \\
& -(1+\epsilon) \int_{\mathbb{R}^{d}} \operatorname{div}_{y}\left(D_{m} U_{t}(t, x, m, y)\right) m(d y) \\
& -2 \epsilon \int_{\mathbb{R}^{d}} \operatorname{div}_{x}\left(D_{m} U_{t}(t, x, m, y)\right) m(d y)  \tag{2.3}\\
& -\epsilon \int_{\mathbb{R}^{d} \times \mathbb{R}^{d}} \operatorname{Tr}_{y}\left(D_{m m}^{2} U_{t}\left(t, x, m, y, y^{\prime}\right)\right) m(d y) m\left(d y^{\prime}\right)=F(x, m) \\
& \quad \operatorname{in}(0, T) \times \mathbb{R}^{d} \times \mathcal{P}_{2}\left(\mathbb{R}^{d}\right),
\end{align*}
$$

This is a kind of hyperbolic equation stated on the infinite-dimensional space $\mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$. Indeed, when $F$ and $G$ are monotone (recall (1.5)), the solution can be (at least formally) built by the method of characteristics. To ease the presentation, let us explain this when there is no common noise $(\epsilon=0)$. Let $\left(t_{0}, m_{0}\right) \in[0, T) \times \mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$ and $\left(u_{t}, m_{t}\right)_{t}$ be the unique solution of the MFG system (1.4) stated on $\left(t_{0}, T\right) \times \mathbb{R}^{d}$ with initial condition $m_{t_{0}}=\tilde{m}_{0}$. Let us set $U_{t_{0}}\left(x, m_{0}\right)=u_{t_{0}}(x)$. Assuming that $U$ is sufficiently smooth, one can easily check that $U$ solves (2.3) by expanding it along the path $\left(m_{t}\right)_{t}$ (see [25]). The main issue is to
prove that $U$ is indeed smooth. When there is a common noise ( $\epsilon>0$ ), similar ideas can be implemented, using the stochastic MFG system (1.8) instead of the deterministic one.

Let us loosely summarize the main result concerning (2.3) (see $[25,36]$ ).
Theorem 2.5. Assume that $F$ and $G$ are smooth enough and are monotone in the sense of (1.5). Then there exists a unique classical solution to (2.3).

By "a classical solution," we mean a map $U$ for which all the derivatives in (2.3) exist, are bounded and globally Lipschitz continuous. This strong notion of solution is needed below for the convergence results.

It is known that, if one removes the monotonicity condition, then the solution of (2.3) exists on a short time interval but may develop a discontinuity after a while. Most formal properties of the master equation have been introduced and discussed by Lions in [88], who also introduced the so-called Hilbertian approach (lifting the equation to the space of random variables). The actual proof of the existence of a solution of the master equation is a tedious verification that the map $U$, as defined above from the MFG system, actually gives rise to a classical solution. This required several steps in the literature before the proof was completed: The first paper in this direction is [20], where the classical solutions to the linear Kolmogorov equation associated with a standard Fokker-Planck equation are studied; Gangbo and Swiech [64] address the master equation in short time and without any diffusion term; Chassagneux et al. [45] obtain the existence and uniqueness for the master equation without common noise; Cardaliaguet et al. [25] establish the existence and uniqueness of solutions for the master equation with common noise under the monotonicity condition (see also [36]). Since then, there have been many works on the subject. We provide some references in Section 5.1.

### 2.3. Convergence of the Nash system

One key feature of the master equation is that it allows building approximate solutions of the Nash system (1.1) whose regularity is independent of the number of players.

Proposition 2.6. Assume that $U$ is a classical solution of (2.3) and let $\left(u^{N, i}\right)_{i \in\{1, \ldots, N\}}$ be its finite-dimensional projections:

$$
u_{t}^{N, i}\left(x_{1}, \ldots, x_{N}\right)=U_{t}\left(x_{i}, m_{\boldsymbol{x}}^{N, i}\right), \quad \text { where } m_{\boldsymbol{x}}^{N, i}:=\frac{1}{N-1} \sum_{j=1, \ldots, N: j \neq i} \delta_{x_{j}}
$$

Then $u^{N}$ almost solves the Nash system (1.1):

$$
\left\{\begin{aligned}
&-\partial_{t} u_{t}^{N, i}-\sum_{j=1}^{N} \Delta_{x_{j}} u_{t}^{N, i}-\epsilon \sum_{j, k=1}^{N} \operatorname{Tr}\left(D_{x_{j} x_{k}}^{2} u_{t}^{N, i}\right)+\frac{1}{2}\left|D_{x_{i}} u_{t}^{N, i}\right|^{2} \\
&+\sum_{j \neq i} D_{x_{i}} u_{t}^{N, i} \cdot D_{x_{j}} u_{t}^{N, j}=F\left(x_{i}, m_{\boldsymbol{x}}^{N, i}\right)+r_{t}^{N, i}(\boldsymbol{x}) \\
& \text { in }(0, T) \times\left(\mathbb{R}^{d}\right)^{N}, \quad i \in\{1, \ldots, N\}, \\
& u_{T}^{N, i}(\boldsymbol{x})=G\left(x_{i}, m_{\boldsymbol{x}}^{N, i}\right) \quad \text { in }\left(\mathbb{R}^{d}\right)^{N}, \quad i \in\{1, \ldots, N\},
\end{aligned}\right.
$$

where

$$
\left|r_{t}^{N, i}(\boldsymbol{x})\right| \leq \frac{1}{N}\left(1+\frac{1}{N} \sum_{i=1}^{N}\left|x_{i}-x_{j}\right|\right)
$$

The proof relies on Proposition 2.2 and on its extension to higher-order derivatives. Note, however, that the result does not show directly that $u^{N}$ is close to the solution $v^{N}$ of (1.1) because each $u^{N, i}$ solves (1.1) only up to an error term of size $1 / N$ while the system counts exactly $N$ equations.

The main convergence result of [25] and [36] is the following:
Theorem 2.7. Let $v^{N}$ be the solution of the Nash system and assume that $U$ is a classical solution of (2.3) with bounded derivatives. Then there exists a constant $C>0$ such that, for all $i \in\{1, \ldots, N\}$ and all $(t, \boldsymbol{x}) \in[0, T] \times\left(\mathbb{R}^{d}\right)^{N}$,

$$
\left|U_{t}\left(x_{i}, m_{\boldsymbol{x}}^{N, i}\right)-v_{t}^{N, i}(\boldsymbol{x})\right| \leq \frac{C}{N}\left(1+\left|x_{i}\right|^{2}+\frac{1}{N} \sum_{j=1}^{N}\left|x_{j}\right|^{2}\right)^{1 / 2}
$$

Theorem 2.7 provides an obvious comparison between the equilibrium values of the finite game and of the mean field game. Even though it is not obvious at first sight, the statement is in fact reminiscent of earlier results on the convergence of classical mean field particle systems to Fokker-Planck equations. An alternative strategy to the standard coupling argument for proving propagation of chaos (see [101]) consists indeed in studying the action of the semigroup generated by the McKean-Vlasov equation onto the marginal empirical measure of the particle system (see Kolokoltsov [78] and the works of Mouhot, Mischler, and Wennberg [94]). In comparison, the game setting involves an additional optimization step, which makes the analysis really difficult. In order to account for this optimization step, we work instead with forward-backward McKean-Vlasov equations, following the approach developed in $[34,36]$. We describe the main lines below.

Sketch of the proof of Theorem 2.7. The first step is to provide a probabilistic representation of the solution $v^{N}$ of the Nash system. This goes through the representation of the equilibrium paths. To this end, we recall that $\left(\bar{\alpha}^{i}(t, \boldsymbol{x}):=-D_{x_{i}} v^{N, i}(t, \boldsymbol{x})\right)_{i=1, \ldots, N}$ is the Nash equilibrium of the $N$-player game in closed-loop form. For a given starting point $\boldsymbol{x}=\left(x_{1}, \ldots, x_{N}\right) \in\left(\mathbb{R}^{d}\right)^{N}$, the equilibrium trajectories $\boldsymbol{X}^{* N}=\left(X^{* N, i}\right)_{i \in\{1, \ldots, N\}}$ associated to the Nash equilibrium are the solutions to the system

$$
\left\{\begin{array}{l}
d X_{t}^{* N, i}=-D_{x_{i}} v_{t}^{N, i}\left(X_{t}^{* N}\right) d t+\sqrt{2} d B_{t}^{i}+\sqrt{2 \epsilon} d W_{t},  \tag{2.4}\\
X_{0}^{* N, i}=x_{i} .
\end{array}\right.
$$

Adopting a Lagrangian point of view, we may then follow the evolution of the cost and of the control along the system, which prompts us to let

$$
Y_{t}^{* N, i}=v_{t}^{N, i}\left(X_{t}^{* N}\right), \quad Z_{t}^{* N, i, j}=D_{x_{j}} v_{t}^{N, i}\left(X_{t}^{* N}\right)
$$

Classical Itô's formula, combined with the form of the Nash system, leads to the following expansion:

$$
\begin{equation*}
d Y_{t}^{* N, i}=-\left(\frac{1}{2}\left|Z_{t}^{* N, i, i}\right|^{2}+F\left(X_{t}^{* N, i}, m_{X_{t}^{* N}}^{N, i}\right)\right) d t+\sqrt{2} \sum_{j=1}^{N} Z_{t}^{* N, i, j} \cdot\left(d B_{t}^{j}+\sqrt{\epsilon} d W_{t}\right) \tag{2.5}
\end{equation*}
$$

In order to test, as suggested before, the action of the solution $U$ to the master equation (which is somehow the analogue of the semigroup generated by a McKean-Vlasov equation but in the nonlinear setting induced by the game structure) on the Nash equilibrium of the $N$-player game, we need to perform a similar computation, but for the processes

$$
y_{t}^{* N, i}=u^{N, i}\left(t, X_{t}^{* N}\right), \quad Z_{t}^{* N, i, j}=D_{x_{j}} u_{t}^{N, i}\left(X_{t}^{* N}\right), \quad t \in[0, T],
$$

with $\left(u^{N, i}\right)_{i}$ being as in Proposition 2.6. In fact, Proposition 2.6 now permits expanding $\left(y_{t}^{* N, i}\right)_{t}$. We get

$$
\begin{aligned}
d \mathcal{Y}_{t}^{* N, i}= & -\left(\frac{1}{2}\left|\mathcal{Z}_{t}^{* N, i, i}\right|^{2}+F\left(X_{t}^{* N, i}, m_{X_{t}^{* N}}^{N, i}\right)+r_{t}^{N, i}\left(X_{t}^{* N, i}\right)\right) d t \\
& +\sum_{j=1}^{N} Z_{t}^{* N, i, j} \cdot\left(\mathcal{Z}_{t}^{* N, j, j}-Z_{t}^{* N, j, j}\right) d t+\sqrt{2} \sum_{j=1}^{N} \mathcal{Z}_{t}^{* N, i, j} \cdot\left(d B_{t}^{j}+\sqrt{\epsilon} d W_{t}\right) .
\end{aligned}
$$

Importantly, the two processes $\left(Y_{t}^{* N, i}\right)_{t}$ and $\left(y_{t}^{* N, i}\right)_{t}$ satisfy the same boundary conditions at time $T$, namely $Y_{T}^{* N, i}=y_{T}^{* N, i}=g\left(X_{T}^{* N, i}, m_{\boldsymbol{X}_{T}^{* N}}^{N, i}\right)$, which prompts us to address the difference process $\left(Y_{t}^{* N, i}-y_{t}^{* N, i}\right)_{0 \leq t \leq T}$. We get

$$
\begin{align*}
d\left(y_{t}^{* N, i}-Y_{t}^{* N, i}\right)= & -\left(\frac{1}{2}\left|Z_{t}^{* N, i, i}\right|^{2}-\frac{1}{2}\left|Z_{t}^{* N, i, i}\right|^{2}+r_{t}^{N, i}\left(\boldsymbol{X}_{t}^{* N, i}\right)\right) d t \\
& +\sum_{j=1}^{N} Z_{t}^{* N, i, j} \cdot\left(Z_{t}^{* N, j, j}-Z_{t}^{* N, j, j}\right) d t \\
& +\sqrt{2} \sum_{j=1}^{N}\left(Z_{t}^{* N, i, j}-Z_{t}^{* N, i, j}\right) \cdot\left(d B_{t}^{j}+\sqrt{\epsilon} d W_{t}\right) \tag{2.6}
\end{align*}
$$

The last term yields a stochastic integral. If there were no $d t$-term in the right-hand side, then the simple fact that the terminal condition is equal to 0 would say that the stochastic integral is also null. In turn, this would say that $Z_{t}^{* N, i, j}-Z_{t}^{* N, i, j}=0$ for any $t$. In other words, the noise provides a strong form of stability in the above equation. This is consistent with the fact that, in the Nash system, the Laplace operator dissipates the energy when time runs backwards. The sum on the second line is also challenging, at least at first sight. However, Proposition 2.2 says that, except when $j=i$, all the terms are of order $1 / N$, which guarantees that the whole sum is of order 1 . On the first line of the right-hand side, the remainder $r_{t}^{N, i}$ is also known to be of order $1 / N$ on compact sets. In the end, we are thus left with a
backward stochastic differential inequation of the form

$$
\begin{aligned}
d\left(y_{t}^{* N, i}-Y_{t}^{* N, i}\right)= & -\left[\frac{1}{2}\left|Z_{t}^{* N, i, i}\right|^{2}-\frac{1}{2}\left|Z_{t}^{* N, i, i}\right|^{2}\right. \\
& \left.+O\left(\frac{1}{N}+\frac{1}{N^{2}} \sum_{i, j=1}^{N}\left|X_{t}^{* i, N}-X_{t}^{* j, N}\right|\right)\right] d t \\
& +O\left(\frac{1}{N} \sum_{j=1}^{N}\left|Z_{t}^{* N, j, j}-Z_{t}^{* N, j, j}\right|+\left|Z_{t}^{* N, i, i}-Z_{t}^{* N, i, i}\right|\right) d t \\
& +\sqrt{2} \sum_{j=1}^{N}\left(Z_{t}^{* N, i, j}-Z_{t}^{* N, i, j}\right) \cdot\left(d B_{t}^{j}+\sqrt{\epsilon} d W_{t}\right)
\end{aligned}
$$

Above, the symbol $O(\cdot)$ is used for the Landau notation, the underlying constant being (in our setting) deterministic and independent of $N$ and $t$. Obviously, the goal is to provide a stability analysis of this equation. Needless to say, the main difficulty in this regard is the difference of the two quadratic terms on the first line of the right-hand side. Invoking Proposition 2.2 once again and using the fact that the solution to the master equation is assumed to have bounded derivatives, it is pretty easy to get $L^{\infty}$-bounds on the process $\left(\mathcal{Z}_{t}^{* N, i, i,}\right)_{t}$, independently of $i$ and $N$. However, there are no similar inequalities for the process $\left(Z_{t}^{* N, i, i,}\right)_{t}$. This is in fact the main challenge in this proof: Known estimates on the regularity of $v^{N, i}$, and in particular on its gradient, depend on $N$. Accordingly, most of the analysis relies on the sole properties of the solution $U$ to the master equation. In words, there is no easy way here to linearize the difference of the two quadratic terms in the backward equation. The idea is then to adapt some of the tricks that have been developed in the literature on backward stochastic differential equations with a quadratic dependence on the martingale representation term (here denoted by $\left(\mathcal{Z}_{t}^{* N, i, j}-Z_{t}^{* N, i, j}\right)_{t}$ ). In the analysis of the well-posedness of a backward stochastic differential equation, quadratic growth (with respect to the same martingale representation term) is indeed known to be a threshold. This is consistent with the results on nonlinear parabolic PDEs: quadratic growth in the gradient of the solution is also known to be a threshold. Noticeably, the unknown in the backward equation should be in fact regarded as being multidimensional since it comprises all the coordinates $\left(y_{t}^{* N, i}-Y_{t}^{* N, i}\right)_{i=1, \ldots, N}$. In general, this is known to render the analysis in the quadratic case even more challenging. Anyway, the symmetric structure of the equation here is very helpful and somehow permits thinking as if the equation were set in dimension 1. In the end, a suitable form of exponential transform (very much inspired from the Cole-Hopf transform in the analysis of Hamilton-Jacobi-Bellman equations, see [36, CHAPTER 6] for the details) allows transforming the quadratic equation into a linear one, and then concluding by using standard stability arguments from the theory of backward stochastic differential equations. Essentially, the size of the difference terms $\left(\left(y_{t}^{* N, i}-Y_{t}^{* N, i}\right)_{t}\right)_{i=1, \ldots, N}$ is dictated by the remainder in the equation and is thus of order $1 / N$. It then remains to observe that that, at time $t=0$,

$$
y_{0}^{* N, i}-Y_{0}^{* N, i}=u_{0}^{N, i}(\boldsymbol{x})-v_{0}^{N, i}(\boldsymbol{x})=U_{0}\left(x_{i}, m_{\boldsymbol{x}}^{N, i}\right)-v_{0}^{N, i}(\boldsymbol{x}) .
$$

Our sketch of proof hence shows that the left-hand side is of order $1 / N$. In fact, a careful inspection would permit tracking the dependence on the initial conditions and recovering the same rate as in the statement.

### 2.4. Propagation of chaos for the $N$-player game

In fact, the proof of Theorem 2.7 kills two birds with one stone. Indeed, it also permits addressing the large- $N$ behavior of the equilibrium trajectories of the $N$-player game. Recall indeed from (2.4) that these equilibrium trajectories solve the system of stochastic differential equations

$$
\begin{equation*}
d X_{t}^{* N, i}=-D_{x_{i}} v_{t}^{N, i}\left(X_{t}^{* N}\right) d t+\sqrt{2} d B_{t}^{i}+\sqrt{2 \epsilon} d W_{t} \tag{2.7}
\end{equation*}
$$

for a given choice of initial conditions. In order to state propagation of chaos in a proper manner, we assume, as in our preliminary description of a mean field game in Section 2, that these initial conditions are given as independent samples $X_{0}^{1}, \ldots, X_{0}^{N}$ from a common distribution $\tilde{m}_{0} \in \mathscr{P}_{2}\left(\mathbb{R}^{d}\right)$.

Noticeably, the drift in (2.7) may be rewritten in terms of the notations introduced in the proof of Theorem 2.7. Indeed, this drift is nothing but $\left(-Z_{t}^{* N, i, i}\right)_{0 \leq t \leq T}$, which is a key quantity in the proof of Theorem 2.7. It is then worth emphasizing that stability arguments for backward stochastic differential equations like those we used in this proof provide more than what is eventually contained in the result. They also provide a similar bound on the quadratic variation (or, equivalently, on the energy) of the martingale representation term in (2.6). Using the fact that $\tilde{m}_{0}$ is square-integrable, we end up with the fact that

$$
\mathbb{E} \int_{0}^{T}\left|Z_{t}^{* N, i, i}-Z_{t}^{* N, i, i}\right|^{2} d t \leq \frac{C}{N^{2}}
$$

for a constant $C$ that is independent of $N$. Implicitly, the constant $C$ depends on $\tilde{m}_{0}$ through its second-order moment. Moreover, it is worth recalling that, on the left-hand side, $\mathbb{Z}_{t}^{* N, i, i}=$ $-D_{x} U_{t}\left(X_{t}^{* N, i}, m_{X^{* N}}^{N, i}\right)$. In turn, this says that, up to an error of order $1 / N$, we can replace the drift in (2.7) by $-D_{x} U_{t}\left(X_{t}^{* N, i}, m_{X^{* N}}^{N, i}\right)$. Equivalently, by using the regularity properties of $D_{x} U$, we have

$$
\begin{equation*}
\sup _{i=1, \ldots, N} \mathbb{E}\left[\sup _{0 \leq t \leq T}\left|X_{t}^{* N, i}-X_{t}^{* N, i}\right|^{2}\right] \leq \frac{C}{N^{2}} \tag{2.8}
\end{equation*}
$$

where

$$
\left\{\begin{array}{l}
d X_{t}^{* N, i}=-D_{x} U_{t}\left(X_{t}^{* N, i}, m_{X_{t}^{* N}}^{N, i}\right) d t+\sqrt{2} d B_{t}^{i}+\sqrt{2 \epsilon} d W_{t},  \tag{2.9}\\
X_{0}^{i}=X_{0}^{i}
\end{array}\right.
$$

Very differently from (2.7), whose structure is made intricate by the presence of $v^{N},(2.9)$ is a standard weakly interacting particle system. As such, it is known to converge to the solution of the conditional McKean-Vlasov equation

$$
\left\{\begin{array}{l}
d X_{t}^{i}=-D_{x} U_{t}\left(X_{t}^{i}, \mathscr{L}\left(X_{t}^{i} \mid W\right)\right) d t+\sqrt{2} d B_{t}^{i}+\sqrt{2 \epsilon} d W_{t} \\
X_{0}^{i}=X_{0}^{i}
\end{array}\right.
$$

The analysis of the above equation is standard. Under our standing assumptions on $U$, it follows from a classical contraction argument. In particular, uniqueness for the above equation implies that the conditional law $\mathscr{L}\left(\mathcal{X}_{t}^{i} \mid W\right)$ that appears in the dynamics is in fact independent of $i$. Sznitman's coupling argument [101] then allows estimating the distance between the solution of (2.9) and the solution of the above conditional McKean-Vlasov equation. We get

Theorem 2.8. For any $\eta>0$, there exists a constant $C_{\eta}>0$ such that, for all $N \geq 1$ and for all $i \in\{1, \ldots, N\}$,

$$
\mathbb{E}\left[\sup _{t \in[0, T]}\left|X^{* N, i}-X_{t}^{i}\right|\right] \leq C_{\eta} N^{-1 / \max \{d, 2+\eta\}}
$$

When $d \geq 3$, we can choose $\eta=0$.
Noticeably, the rate in Theorem 2.8 is much weaker than the rate in (2.8). In fact, the bound in Theorem 2.8 is the same as the bound for the mean 1-Wasserstein distance between a probability distribution in $\mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$ and the empirical law of an independent sample of it. We refer to Fournier and Guillin's idea [62] for a complete review of the subject.

Some bibliographical comments on the propagation of chaos in Nash equilibria are now in order. The first results concerning this question are due to Fischer [61] and Lacker [81] for open-loop controls (in which players observe only the initial states and the Brownian motions) in problems without common noise: Lacker [81], in particular, identified completely the possible limits, which are always MFG equilibria (in a weak form, with a notion of weak solution similar to [38]). The question of convergence of closed-loop equilibria is more subtle. As shown in a counterexample in [36, I.7.2.5] (inspired from [56]), this convergence does not hold in full generality. At present, the minimal conditions to obtain it are still not clear. Theorem 2.8, proved first in the periodic setting in [25] and then extended to the Euclidean framework in [35], shows that the convergence holds if there exists a classical solution (with bounded derivatives) to the master equation (which implies that equilibria are unique) and if the idiosyncratic noise is nondegenerate (which implies that it is not null). In the same framework (and with $\mathbb{R}^{d}$ as state space), Delarue et al. [51] and [50] established a central limit theorem and a large deviation principle, using the same idea as in the proof of Theorem 2.8: the main point is to show that the fluctuations and the deviations in the convergence of the $N$-player game equilibria are mainly due to the fluctuations and the deviations in the convergence of the standard particle system (2.9). In a beautiful work, Lacker [83] extended the result by establishing convergence without assuming the existence of the master equation or any monotonicity property (but keeping the assumption that the idiosyncratic noise is nondegenerate): the limit points are weak MFG equilibria. The main difference with Theorem 2.8 is that [83] is based on a compactness argument (obtained by using the theory of relaxed controls, in which controls are regarded as being measure-valued) and provides no convergence rate. The result relies on the fact that, in some average sense, the deviation of a player barely affects the distribution of the players when $N$ is large. Heuristically, this is due to the presence of the noise, which prevents the players to guess if another has deviated or not. However, in Lacker's approach, there might be a lot of (weak) MFG equilibria, apart from the monotone case where they are unique. This raises subtle questions of selection since
only some of these equilibria may be selected when passing to limit: this is what happens in the examples discussed in Bayraktar and Zhang [14], Cecchin, Dai Pra, Fischer, and Pelino, [44], and Delarue and Foguen [52]. We provide more details in Section 4. Let us underline another limitation: The result presented above, as well as Lacker's approach, rely in a crucial way on the presence of a nondegenerate idiosyncratic noise and, to date, nothing is known outside this framework.

Finally, it is important to note that, historically, another approach was first implemented to relate the $N$-player and mean field games. In short, any solution to the mean field game gives rise to an approximate Nash equilibrium to the $N$-player game, with an accuracy that gets better and better as $N$ increases. This idea dates back to the earliest papers in the field [73,75]. We refer to [36, chapter 6] for a complete review.

## 3. THE LONG-TIME BEHAVIOR

In this section we discuss the behavior of MFG equilibria (without common noise) as the time horizon $T$ tends to infinity. This is an interesting question both in terms of theory and applications: for instance, in economics, it is related to the existence of stationary equilibria or business cycles. On the other hand, the answer is not obvious because the MFG system has two boundary conditions, one at the initial time and one at the terminal time. One can therefore expect that convergence holds only far from the initial and terminal times. In order to perform this analysis, it is necessary to require that the solution of the stochastic control problem remains confined in an appropriate sense: the simplest setting in which this is possible is the spatially periodic one. We make this assumption here: we set $\mathbb{T}^{d}:=\mathbb{R}^{d} / \mathbb{Z}^{d}$ and denote by $\mathcal{P}\left(\mathbb{T}^{d}\right)$ the set of Borel probability measures on $\mathbb{T}^{d}$ endowed with the corresponding 2-Wasserstein distance. We consider the solution $\left(u^{T}, m^{T}\right)=\left(u_{t}^{T}, m_{t}^{T}\right)_{0 \leq t \leq T}$ of the MFG system (1.4), now stated on $(0, T) \times \mathbb{T}^{d}$, in which $F, G: \mathbb{T}^{d} \times \mathcal{P}\left(\mathbb{T}^{d}\right) \rightarrow \mathbb{T}$ are "smooth."

### 3.1. The ergodic MFG system

As explained by Lions in [88], the limit of the MFG system (1.4), as the time horizon $T$ tends to infinity, is expected to be given by the ergodic MFG system

$$
\begin{cases}\bar{\lambda}-\Delta \bar{u}+\frac{1}{2}|D \bar{u}|^{2}=F(x, \bar{m}) & \text { in } \mathbb{T}^{d}  \tag{3.1}\\ -\Delta \bar{m}-\operatorname{div}(\bar{m} D \bar{u})=0 & \text { in } \mathbb{T}^{d} \\ \int_{\mathbb{T}^{d}} \bar{m}=1, \quad \int_{\mathbb{T}^{d}} \bar{u}=0 . & \end{cases}
$$

Here the unknowns are $(\bar{\lambda}, \bar{u}, \bar{m})$, where $\bar{\lambda} \in \mathbb{R}$ is the so-called ergodic constant. The interpretation of the system is the following: each player wants to minimize her ergodic cost

$$
J(x, \alpha):=\inf _{\alpha} \limsup _{T \rightarrow+\infty} \mathbb{E}\left[\frac{1}{T} \int_{0}^{T}\left\{\frac{1}{2}\left|\alpha_{t}\right|^{2}+F\left(X_{t}, \bar{m}\right)\right\} d t\right]
$$

where $\left(X_{t}\right)_{t \geq 0}$ is the solution to

$$
\left\{\begin{array}{l}
d X_{t}=\alpha_{t} d t+\sqrt{2} d B_{t} \\
X_{0}=x
\end{array}\right.
$$

The measure $\bar{m}$ in (3.1) is then understood as the invariant ergodic measure associated to the optimal trajectory (the existence of which is much easier to prove in the periodic setting). The solution to (3.1) is known to exist under fairly general assumptions on $F$ and to be unique when the coupling function $F$ is monotone (i.e., satisfies (1.5)); see [85, 87].

### 3.2. The convergence in the monotone setting

In this part we assume that $F$ is smooth and monotone. Under this monotonicity assumption, one can show that the "long-time stability" takes the form of a turnpike pattern; namely, the solution $\left(u^{T}, m^{T}\right)$ of (1.4) becomes nearly stationary for most of the time. The strongest way to formulate this type of behavior is the following exponential estimate:

Theorem 3.1. There exist $K, \omega>0$ such that for $\left(u^{T}, m^{T}\right)$ and $(\bar{u}, \bar{m})$ solving respectively (1.4) and (3.1),

$$
\begin{equation*}
\left\|m^{T}(t)-\bar{m}\right\|_{\infty}+\left\|D u^{T}(t)-D \bar{u}\right\|_{\infty} \leq K\left(e^{-\omega t}+e^{-\omega(T-t)}\right), \quad \forall t \in(0, T) . \tag{3.2}
\end{equation*}
$$

The reader may notice that the initial condition $\tilde{m}_{0}$ for $m^{T}$ and the terminal condition $G$ for $u^{T}$ are lost at the limit (as $(\bar{\lambda}, \bar{u}, \bar{m})$ does not depend on $\tilde{m}_{0}$ or $G$ ). This result was first stated in Cardaliaguet, Lasry, Lions, and Porretta [29] when the coupling $F$ is monotone and local and in [30] when this coupling is monotone and regularizing. The proof is based in a crucial way on uniform (in $t$ and $T$ ) semiconcavity estimates for $u^{T}$ and on the energy identity established by Lasry and Lions [87]:

$$
\begin{aligned}
\int_{0}^{T} & \int_{\mathbb{T}^{d}} \\
\quad & \frac{1}{2}\left(m_{t}^{T}+\bar{m}\right)(x)\left|D u_{t}^{T}(x)-D \bar{u}(x)\right|^{2} d t d x \\
\quad= & -\int_{0}^{T} \int_{\mathbb{T}^{d}}\left(F\left(x, m_{t}^{T}\right)-F(x, \bar{m})\right)\left(m_{t}^{T}-\bar{m}\right)(x) d t d x \\
& \quad-\int_{\mathbb{T}^{d}}\left(G\left(x, m_{T}^{T}\right)-\bar{u}(x)\right)\left(m_{T}^{T}-\bar{m}\right)(x) d x+\int_{\mathbb{T}^{d}}\left(u_{0}^{T}-\bar{u}\right)(x)\left(m_{0}^{T}-\bar{m}\right)(x) d x .
\end{aligned}
$$

This energy identity shows the role of the monotonicity property (1.5) in the analysis.
A consequence of the exponential estimate (3.2) is the existence of a constant $C$ such that

$$
\left|u^{T}(t, x)-\bar{u}(x)-\bar{\lambda}(T-t)\right| \leq C .
$$

Following ideas of weak KAM theory (see, for instance, the ICM proceeding by Fathi [60] in the calculus of variation framework), one could expect the existence of a limit for $u^{T}(t, x)-\bar{\lambda}(T-t)$ as $T$ tends to $\infty$; moreover, this limit should be given (up to an additive constant) by $\bar{u}$. However, this heuristic is not completely correct and the description of the asymptotic behavior of $u^{T}$ (eventually established in the paper by Cardaliaguet and Porretta [33]) happens to be more subtle.

To overcome the difficulty that the MFG system is forward-backward, a possible path (towards a long-time expansion of $u^{T}$ ) is to use the master equation (2.3), which is just backward in time. One of the main results of [33] states that the solution of the master equation converges to the solution of the following ergodic master equation:

$$
\begin{align*}
\lambda & -\Delta_{x} \chi(x, m)+\frac{1}{2}\left|D_{x} \chi(x, m)\right|^{2}-\int_{\mathbb{T}^{d}} \operatorname{div}_{y}\left(D_{m} \chi(x, m, y)\right) d m(y) \\
& +\int_{\mathbb{T}^{d}} D_{m} \chi(x, m, y) \cdot D_{x} \chi(y, m) d m(y)=F(x, m) \quad \text { in } \mathbb{T}^{d} \times \mathcal{P}\left(\mathbb{T}^{d}\right) . \tag{3.3}
\end{align*}
$$

Concerning the existence of (3.3), the following result holds:
Theorem 3.2. There is a unique constant $\lambda \in \mathbb{R}$ for which the master cell problem (3.3) has a (weak) solution. The constant $\lambda$ coincides with the unique constant $\bar{\lambda}$ for which the ergodic MFG problem (3.1) has a solution. Besides, if $\chi$ is a solution to (3.3), then $\chi(\cdot, m)$ is of class $C^{2}$ (in space) for any $m \in \mathcal{P}\left(\mathbb{T}^{d}\right)$ and

$$
D_{x} \chi(x, \bar{m})=D \bar{u}(x) \quad \forall x \in \mathbb{T}^{d},
$$

where $(\bar{u}, \bar{m})$ is the solution to (3.1).
As in many constructions of a solution to an ergodic problem, the first step consists in building solutions to approximating compact problems and then in proving uniform estimates on these solutions. Here, the compact problems are discounted master equations which can be solved by a method of (infinite-dimensional) characteristics (as for (2.3)). The main issue is to prove estimates on these solutions, independently of the discount rate. In contrast with standard constructions in this area (see Lions-Papanicolau-Varadhan [90] or [60], which analyze the ergodic behavior of (pure) Hamilton-Jacobi equations with a coercive Hamiltonian), the proof of these estimates cannot rely on the coercivity properties of the equation, but must use in a very strong way the bound (3.2), which describes the long-time behavior of the characteristics.

We are now ready to discuss the convergence, as $t \rightarrow-\infty$, of the solution $U$ of the master equation (2.3) (now defined in the time interval $(-\infty, 0]$ with terminal condition $U(0, x, m)=G(x, m))$.

Theorem 3.3. Let $\chi$ be a weak solution to the master cell problem (3.3). Then, there exists a constant $c \in \mathbb{R}$ such that

$$
\lim _{t \rightarrow-\infty} U(t, x, m)+\bar{\lambda} t=\chi(x, m)+c,
$$

uniformly with respect to $(x, m) \in \mathbb{T}^{d} \times \mathcal{P}\left(\mathbb{T}^{d}\right)$.
Moreover, we also have that $D_{x} U(t, x, m) \rightarrow D_{x} \chi(x, m)$ as $t \rightarrow-\infty$, uniformly with respect to $(x, m)$.

This result looks like an extension of the famous Fathi's result on the convergence of the Lax-Oleinik semigroup in weak-KAM theory [60]. This parallel is not completely correct since the master equation is not a Hamilton-Jacobi equation in an infinite-dimensional
setting: the comparison principle does not hold, for instance. One has to rely instead on the energy identity described above.

From Theorem 3.3 one can derive the full convergence of the solution $\left(u^{T}, m^{T}\right)$ of the MFG system:

Corollary 3.4. Let $c$ be the constant given in Theorem 3.3. For $T>0$ and $\tilde{m}_{0} \in \mathscr{P}\left(\mathbb{T}^{d}\right)$, let $\left(u^{T}, m^{T}\right)$ be the solution to (1.4). Then, for any $t \geq 0$,

$$
\lim _{T \rightarrow+\infty}\left(u^{T}(t, x)-\bar{\lambda}(T-t)\right)=\chi(x, m(t))+c
$$

where the convergence is uniform in $x$ and $m$ solves

$$
\partial_{t} m-\Delta m-\operatorname{div}\left(m D_{x} \chi(x, m)\right)=0, \quad m(0)=\tilde{m}_{0}
$$

In the recent paper [47], Cirant and Porretta managed to show the above corollary without relying on the master equation.

Among many open problems in this area, let us point out the following ones: we have explained in Section 2 that the master equation can be obtained as the limit of the Nash system (1.1). Now that we understand the behavior of the master equation on long time intervals, it would be interesting to see if this convergence holds uniformly in time. Similar results have been obtained, for instance, by Mischler and Mouhot [93] in the framework of kinetic theory. Another very intriguing issue is the long-time behavior of the MFG system in the presence of a common noise: the existence of stationary measures is a completely open problem.

### 3.3. The long-time behavior without monotonicity

The long-time behavior of the MFG equilibria when the coupling is not monotone is poorly understood and only partial results are known.

The potential case. When the MFG is potential (see (2.2)), then one can extend weak-KAM theory to the infinite-dimensional setup and describe the possible $\omega$-limit sets of the solution of the time-dependent MFG system minimizing a natural energy in terms of a "Mather set." The main point is that this set may not contain an ergodic MFG equilibrium (i.e., an $\bar{m} \in$ $\mathcal{P}\left(\mathbb{T}^{d}\right)$ for which there exists $(\bar{\lambda}, \bar{u})$ such that $(\bar{\lambda}, \bar{u}, \bar{m})$ solves (3.1)): this shows that the $\omega$ limit set of the solutions of the time-dependent MFG system (1.4) that additionally minimize the natural energy may not contain an MFG ergodic equilibrium. In other words, the ergodic MFG system (3.1) may not describe the long-time behavior of these trajectories.

Periodic solutions. The existence of a periodic solution to the MFG system is a fascinating topic on which little is known. The main result in that direction is the analysis by Cirant [46] of a class of examples. It relies on local and global bifurcation methods based on the analysis of eigenfunction expansions of solutions to a suitable linearized problem. Note, however, that the stability of these solutions is not known.

Traveling waves. Intimately related to the notion of equilibria and to periodic solutions, the question of traveling waves has been discussed in the framework of an MFG problem
of knowledge growth, first introduced in economics by Lucas and Moll [91]. In this setting the construction of a traveling wave solution is crucial (it is called a balanced-growth path solution in economics) and has been documented by Papanicolaou, Ryzhik and Velcheva [95] and by Porretta and Rossi [98]. The convergence of the solution of the time-dependent problem to this solution remains an open problem.

## 4. SMOOTHING EFFECT OF THE COMMON NOISE

A natural question is to address the impact of the common noise on the wellposedness of a mean field game. It is indeed useful to observe that, most often, standard mean field games (without common noise) have multiple solutions. In this respect, condition (1.5) is rather restrictive. Just as an additive Brownian motion can restore uniqueness of differential equations driven by nonsmooth vector fields, we can then wonder whether a form of common noise could force equilibria to be unique in a fairly large class of mean field games.

### 4.1. The linear-quadratic case as a warm-up

It is pretty clear that the form of common noise that is inserted into (1.8) is certainly not sufficient to reach such an aim in full generality. Indeed, the noise is just finitedimensional whereas the model is infinite-dimensional because of the mean field structure. For sure, we could think of some hypoelliptic structure that could allow the finitedimensional noise to be transmitted to all the components of the space of probability measures, but this looks a very challenging question. A much easier (but much less ambitious) alternative is to restrict oneself to mean field games whose equilibria are a priori known to live in a finite-dimensional subset or, using a standard concept from statistics, to belong to a parametric model of statistical distributions. The typical example in this direction is the class of linear-quadratic mean field games, which has been studied with a lot of attention (see Bardi [10], Bensoussan, Sung, Yam and Yung [16], Carmona, Delarue, and Lachapelle [37], and the works [73,75] by Caines, Huang, and Malhamé for a tiny example). In short, it corresponds to the case when $F$ and $G$ in (1.8) have the form

$$
\begin{equation*}
F(x, m)=\frac{1}{2}|Q x+f(\bar{m})|^{2}, \quad G(x, m)=\frac{1}{2}|R x+g(\bar{m})|^{2}, \tag{4.1}
\end{equation*}
$$

where $Q$ and $R$ are matrices of size $d \times e$ (with $e$ being another integer), $f, g$ are Borel functions from $\mathbb{R}^{d}$ to $\mathbb{R}^{e}$ and $\bar{m}$ is the mean of $m$, i.e., $\bar{m}=\int_{\mathbb{R}^{d}} x d m(x)$ (which implicitly requires $m$ to have a finite first moment). Referring back to Section 1.2, we see that the control problem (1.2)-(1.3) ((1.6)-(1.7) in the presence of common noise) becomes a stochastic control problem with linear-quadratic coefficients depending on the (possibly random) path $\left(m_{t}\right)_{t} \in C^{0}\left([0, T], \mathscr{P}_{2}\left(\mathbb{R}^{d}\right)\right)$ injected into the coefficients. The key point is that this stochastic control problem has a unique solution (depending on $\left(m_{t}\right)_{t}$ ), with the optimal feedback being affine (regardless of the value of the intensity of the noises). In turn, this implies that the equilibrium trajectories must be Gaussian processes (conditional on the initial condition whenever the latter is random). Therefore, for the above choice of $F$ and $G$, the equilibria are necessarily Gaussian (once again, conditional on the initial condition). Even more, since
the volatility coefficient is prescribed in the state dynamics, the variances of the marginal conditional laws of the equilibria given the initial condition are also fixed. In the end, only the means count for determining the equilibria: As expected, the model is parametric. It is then an interesting question to address the impact of the common noise in this specific framework and to see whether the existing well-posedness results can be improved under the action of $\left(W_{t}\right)_{t}$. A very convenient approach is to use the Pontryagin principle, which provides, under the standing $x$-convex structure of $F$ and $G$, a characterization of the equilibria in the form of a forward-backward system of the McKean-Vlasov type. Standard computations (see the aforementioned references together with [35, chapter 3]) then show that, for a given $\left(W_{t}\right)_{t}$-adapted path $\left(m_{t}\right)_{t}$ with values in $C^{0}\left([0, T], \mathscr{P}_{2}\left(\mathbb{R}^{d}\right)\right)$, the optimal control in the stochastic control problem described in (1.6)-(1.7) has the following feedback form:

$$
\begin{equation*}
\alpha_{t}^{*}=-\left(\eta_{t} X_{t}^{*}+h_{t}\right) \tag{4.2}
\end{equation*}
$$

where $\left(\eta_{t}\right)_{t}$ is the solution of an autonomous deterministic Riccati equation (the form of which is completely independent of the input $\left.\left(m_{t}\right)_{t}\right)$ and $\left(h_{t}\right)_{t}$ solves the finite-dimensional backward stochastic differential equation

$$
\begin{equation*}
h_{t}=R^{\dagger} g\left(\bar{m}_{T}\right)+\int_{t}^{T}\left[Q^{\dagger} f\left(\bar{m}_{s}\right)-\eta_{s} h_{s}\right] d s-\int_{t}^{T} k_{s} d W_{s}, \quad t \in[0, T] \tag{4.3}
\end{equation*}
$$

Obviously, this equation should be regarded as a finite-dimensional version of the backward equation in (1.8) when the value function therein is sought in a quadratic form.

Forcing uniqueness. Inserting the relationship (4.2) for the optimal feedback into the dynamics (1.7), taking the conditional mean of $\left(X_{t}^{*}\right)_{t}$ (with the exponent $*$ being used to denote the optimal trajectory) given the common noise $\left(W_{t}\right)_{t}$, and then identifying $\mathbb{E}\left[X_{t}^{*} \mid\left(W_{s}\right)_{s}\right]$ with $\bar{m}_{t}$ (in full consistency with the probabilistic fixed-point formulation of a mean field game), we end up with the following forward-backward system (which is now the finite-dimensional analogue of the whole system (1.8)):

$$
\begin{cases}d \bar{m}_{t}=-\left(\eta_{t} \bar{m}_{t}+h_{t}\right) d t+\sqrt{2 \epsilon} d W_{t}, & m_{0}=\mathbb{E}\left(X_{0}\right)  \tag{4.4}\\ d h_{t}=-\left(Q^{\dagger} f\left(\bar{m}_{t}\right)-\eta_{t} h_{t}\right) d t+k_{t} d W_{t}, & h_{T}=R^{\dagger} g\left(\bar{m}_{T}\right)\end{cases}
$$

Similar to $\left(v_{t}\right)_{t}$ in (1.8), the $\left(W_{t}\right)_{t}$-adapted process $\left(k_{t}\right)_{t}$ is here designed to render the solution $\left(h_{t}\right)_{t}\left(W_{t}\right)_{t}$-adapted. Remarkably, system (4.4) just involves the conditional expectation $\left(\bar{m}_{t}\right)_{t}$. This is in line with the fact that equilibria are known to belong to a parametric model. It then remains to interpret the forward-backward system (4.4) as the system of characteristics of a parabolic PDE. We obtain

$$
h_{t}=\theta_{t}\left(\bar{m}_{t}\right)
$$

where $\theta$ solves

$$
\begin{equation*}
\partial_{t} \theta_{t}(x)+\epsilon \Delta_{x}^{2} \theta_{t}(x)-\left(\eta_{t} x+\theta_{t}(x)\right) \cdot \nabla_{x} \theta_{t}(x)+Q^{\dagger} f(x)-\eta_{t} \theta_{t}(x)=0 \tag{4.5}
\end{equation*}
$$

for $(t, x) \in(0, T) \times \mathbb{R}^{d}$, with the terminal condition $\theta_{T}(x)=g(x)$. This PDE is a finitedimensional version of the master equation (2.3). Obviously, it is much easier to solve.

In particular, when $\epsilon>0$, the sole presence of the Laplacian forces the existence of a classical solution when $f$ and $g$ are bounded and regular coefficients. In turn, this forces the well-posedness of the system of characteristics (4.4) (see Foguen [102] or [36, CHAPTER 3]):

Proposition 4.1. Let the cost coefficients $F$ and $G$ be of the same form as in (4.1), with $f$ and $g$ therein being bounded and sufficiently regular coefficients. Then, for any $\epsilon>0$, the mean field game has a unique solution.

It must be stressed that the statement becomes false when $\epsilon=0$ (see the same references for explicit examples). One must then assume more about the coefficients $f$ and $g$ to force uniqueness. For instance, it is easy to reformulate the monotonicity condition (1.5) in terms of $f$ and $g$ : The point is then to require $Q^{\dagger} f$ and $R^{\dagger} g$ to satisfy $\left(Q^{\dagger} f\left(x^{\prime}\right)-Q^{\dagger} f(x)\right) \cdot\left(x^{\prime}-x\right) \geq 0$ for any $x, x^{\prime} \in \mathbb{R}^{d}$, and similarly for $R^{\dagger} g$. Regarding the explicit conditions of regularity that $f$ and $g$ must satisfy in Proposition 4.1, a typical instance is to assume that $f$ is bounded and Hölder continuous on the whole space and $g$, together with its first and second-order derivatives, are bounded and Hölder continuous on the whole space.

### 4.2. Finite-state mean field games

Another obvious manner to get a parametric model is to force the state space to be finite, in which case the space of probability measures itself becomes finite-dimensional. This requires, however, a modicum of care since the state dynamics can no longer be formulated as in (1.3)-(1.7). In particular, the common noise cannot be chosen in a mere additive fashion.

Games without common noise. When the state space is finite (and is thus chosen as a finite set $E$ ), the dynamics of the reference player are usually postulated in the form of a Markov controlled process taking values in $E$. Typically, the transition rates are explicitly prescribed as functions of the control (see Gomes, Mohr, and Souza [66, 67] and Guéant [70]). A simple, but convenient, choice is then to identify the control with the entire transition matrix. In that case, using the same notation $\left(X_{t}\right)_{t}$ as in (1.3) to denote the trajectory of the reference player, the transition probabilities read (with $\mathbb{P}$ being implicitly identified with $\mathbb{P}^{1}$ since there is no common noise at this stage of the discussion)

$$
\begin{align*}
& \mathbb{P}\left(X_{t+d t}=j \mid X_{t}=i\right)=\beta_{t}^{i, j} d t+o(d t), \quad i \neq j  \tag{4.6}\\
& \mathbb{P}\left(X_{t+d t}=i \mid X_{t}=i\right)=1+\beta_{t}^{i, i} d t+o(d t)
\end{align*}
$$

with $\left(\left(\beta_{t}^{i, j}\right)_{i, j \in E}\right)_{t}$ standing for a deterministic path with values in the set of $E$-indexed matrices satisfying the following two standard prescriptions:

$$
\left\{\begin{array}{l}
\beta_{t}^{i, j} \geq 0, \quad i \neq j  \tag{4.7}\\
\beta_{t}^{i, i}=-\sum_{j \neq i} \beta_{t}^{i, j}
\end{array}\right.
$$

This formulation is reminiscent of (1.3) in the sense that the transitions do not depend on the choice of the environment $\left(m_{t}\right)_{t}$ that underpins the cost functional (1.2). In particular, the

Fokker-Planck equation for the marginal law of the $\left(\beta_{t}\right)_{t}$-controlled process $\left(X_{t}\right)_{t}$ can be written as

$$
\begin{equation*}
\frac{d}{d t} p_{t}^{i}=\sum_{j \in E} p_{t}^{j} \beta_{t}^{j, i}, \quad t \in[0, T], \quad i \in E \tag{4.8}
\end{equation*}
$$

with $p_{t}^{i}$ being understood as $\mathbb{P}\left(X_{t}=i\right)$. As for the cost functional, we may choose it as in (1.2) provided that the functions $F$ and $G$ are now defined on $E \times \mathscr{P}(E)$, with $\mathcal{P}(E)$ denoting the space of probability measures (which can be obviously identified with the simplex of dimension $|E|-1$ ). To give a clear account that the state space is finite, we will write (in this subsection) $F^{x}(m)$ and $G^{x}(m)$ instead of $F(x, m)$ and $G(x, m)$. Of course, there is another slight difference with (1.2), which lies in the interpretation of $\left(\beta_{t}\right)_{t}$. In (1.2), $\beta_{t}$ is implicitly chosen as a control in feedback form: Loosely speaking, we write $\tilde{\beta}_{t}\left(X_{t}\right)$ for a $d$-dimensional vector field $\tilde{\beta}_{t}$; In other words, the quadratic cost in (1.2) is calculated from the pointwise value of the feedback function at $X_{t}$. Differently, $\beta_{t}$ in (4.7) encodes the entire feedback function: Somehow, it coincides with the entire function $\tilde{\beta}_{t}$. In this framework, the cost functional (1.2) should read

$$
\begin{align*}
\mathbb{E} & {\left[\int_{0}^{T}\left(\frac{1}{2} \sum_{j \neq X_{t}}\left|\beta_{t}^{X_{t}^{\beta}, j}\right|^{2}+F^{X_{t}^{\beta}}\left(m_{t}\right)\right) d t+G^{X_{T}^{\beta}}\left(m_{T}\right)\right] } \\
& =\sum_{i \in E}\left[\int_{0}^{T} p_{t}^{i}\left(\frac{1}{2} \sum_{j \neq i}\left|\beta_{t}^{i, j}\right|^{2}+F^{i}\left(m_{t}\right)\right) d t+p_{T}^{i} G^{i}\left(m_{T}\right)\right] \\
& :=J\left(\left(\beta_{t}\right)_{t} ;\left(p_{t}\right)_{t} ;\left(m_{t}\right)_{t}\right) \tag{4.9}
\end{align*}
$$

for a given continuous (and here deterministic) path $\left(m_{t}\right)_{t}$ with values in $\mathcal{P}(E)$.
It it then quite standard to compute the corresponding HJB equation. Since $E$ is finite, it becomes a mere ordinary differential equation. Accordingly, the MFG system (1.4) becomes

$$
\left\{\begin{array}{l}
-\partial_{t} u_{t}^{i}+\frac{1}{2} \sum_{j \in E}\left(u_{t}^{i}-u_{t}^{j}\right)_{+}^{2}=F^{i}\left(m_{t}\right)  \tag{4.10}\\
\partial_{t} m_{t}^{i}-\sum_{j \in E}\left[m_{t}^{j}\left(u_{t}^{j}-u_{t}^{i}\right)_{+}-m_{t}^{i}\left(u_{t}^{i}-u_{t}^{j}\right)_{+}\right]=0, \quad i \in E, t \in[0, T]
\end{array}\right.
$$

Once the system (4.10) is solved, the optimal feedback is given by $\alpha_{t}^{i, j}=\left(u_{t}^{i}-u_{t}^{j}\right)_{+}, i \neq j$. Consistently with the notation introduced in (4.8), the probability measure $m_{t}$ is identified with the collection of nonnegative weights $\left(m_{t}^{i}\right)_{i \in E}$, with the latter satisfying $\sum_{j \in E} m_{t}^{j}=1$.

Adding a common noise. Differently from (1.4), (4.10) is a finite-dimensional forwardbackward system. The question is then how to find a suitable form of finite-dimensional common noise that forces existence and uniqueness. Although it is very similar to the question addressed in Section 4.1 for linear-quadratic quadratic mean field games, the problem is in fact formulated in a different way. Indeed, the analysis carried out in Section 4.1 mostly relies on the probabilistic formulation of the mean field game or, equivalently, on the equation for the dynamics of the reference player. Instead, we want to use here the equation for the dynamics of the population, as it is more adapted to the model in hand. This raises some
subtle issues on the structure of the common noise as we want the resulting Fokker-Planck equation to preserve the simplex. In other words, we want to find a form of simplex-valued diffusion process. A very famous instance is the so-called Wright-Fisher process, originally introduced in stochastic models for population genetics (see Kimura [77]). Recast in our framework (the analysis of which is taken from Bayraktar, Cecchin, Cohen, and Delarue [13]), it leads to the following stochastic version of the MFG system (4.10):

$$
\left\{\begin{align*}
d_{t} u_{t}^{i}= & \left(\frac{1}{2} \sum_{j \in E}\left(u_{t}^{i}-u_{t}^{j}\right)_{+}^{2}-F^{i}\left(m_{t}\right)-\sqrt{\epsilon} \sum_{j \in E} \sqrt{m_{t}^{i} m_{t}^{j}}\left(v_{t}^{i, i, j}-v_{t}^{i, j, i}\right)\right) d t  \tag{4.11}\\
& +\sum_{j, k \in E} v_{t}^{i, j, k} d W_{t}^{j, k}, \\
d_{t} m_{t}^{i}= & \sum_{j \in E}\left[m_{t}^{j}\left(u_{t}^{j}-u_{t}^{i}\right)_{+}-m_{t}^{i}\left(u_{t}^{i}-u_{t}^{j}\right)_{+}\right] d t+\sqrt{\epsilon} \sum_{j \in E} \sqrt{m_{t}^{i} m_{t}^{j}} d\left[W_{t}^{i, j}-W_{t}^{j, i}\right],
\end{align*}\right.
$$

for $i \in E$ and $t \in[0, T]$. In the above, $\left(W_{t}\right)_{t}=\left(\left(W_{t}^{i, j}\right)_{0 \leq t \leq T}\right)_{(i, j) \in E^{2}}$ is a collection of independent Brownian motions. Following the notations introduced in the statement of Theorem 2.3, it is very useful to distinguish the space carrying $\left(W_{t}\right)_{t}$ from the space carrying the idiosyncratic noise underpinning the transition rates (4.6): The former will be denoted by $\left(\Omega_{0}, \mathbb{F}_{0}, \mathbb{P}_{0}\right)$ and the latter by $\left(\Omega_{1}, \mathbb{F}_{1}, \mathbb{P}_{1}\right)$. Accordingly, the expectations are respectively denoted by $\mathbb{E}_{0}$ and $\mathbb{E}_{1}$. The product measure on the product space is denoted by $\mathbb{P}$ and the corresponding expectation by $\mathbb{E}$. Intuitively, the process $\left(v_{t}\right)_{t}$ in the above backward equation plays the same role as the process $\left(v_{t}\right)_{t}$ in (1.8). In particular, it is worth observing that, in both cases, the process $\left(v_{t}\right)_{t}$ appears in the $d t$ term of the backward equation.

Before we provide the interpretation of the above system in terms of a mean field game, we write down the resulting form of the master equation (see again [13]):

$$
\begin{align*}
& \partial_{t} U_{t}^{i}(m)+\epsilon \sum_{j, k \in E}\left(m_{j} \delta_{j, k}-m_{j} m_{k}\right) \partial_{m_{j} m_{k}}^{2} U_{t}^{i}(m) \\
& \quad+\sum_{j, k \in E} p_{k}\left(U_{t}^{k}(m)-U_{t}^{j}(m)\right)_{+}\left(\partial_{m_{j}} U_{t}^{i}(m)-\partial_{m_{k}} U_{t}^{i}(m)\right) \\
& \quad+2 \epsilon \sum_{j \in E} p_{j}\left(\partial_{m_{i}} U_{t}^{i}(m)-\partial_{m_{j}} U_{t}^{i}(m)\right)-\frac{1}{2} \sum_{j \in E}\left(U_{t}^{i}(m)-U_{t}^{j}(m)\right)_{+}^{2} \\
& \quad+F^{i}(m)=0, \tag{4.12}
\end{align*}
$$

with the boundary condition $U_{T}^{i}(m)=g^{i}(m)$. The terms induced by the common noise are those featuring the prefactor $\epsilon$. In particular, the master equation without common noise is obtained by letting $\epsilon=0$. The main impact of the common noise is to generate the secondorder differential operator

$$
\begin{equation*}
\epsilon \sum_{j, k \in E}\left(m_{j} \delta_{j, k}-m_{j} m_{k}\right) \partial_{m_{j} m_{k}}^{2} \tag{4.13}
\end{equation*}
$$

which is called a (purely second-order) Kimura operator on the simplex of dimension $|E|-1$. In both (4.12) and (4.13), the derivatives should be formally regarded as intrinsic derivatives on the simplex, with gradients being of dimension $|E|-1$. However, it is
also possible to assume that $U$ has a smooth extension to an $|E|$-dimensional subset of the simplex and then to consider the derivatives as standard $|E|$-dimensional derivatives. It is worth noticing that the resulting derivative used in (4.12) and (4.13) does not coincide with the derivative $D_{m}$ introduced in Theorem 2.1. The infinite-dimensional analogue of the derivative used in (4.12) and (4.13) is the so-called flat, or linear, functional derivative. In short, it is the restriction, to the space of probability measures, of the derivative on the space of signed measures. It is a potential of the derivative $D_{m}$.

Forcing uniqueness. A key feature of the Kimura operator (4.13) lies in the structure of the diffusion matrix: it degenerates near the boundary of the simplex. This is somehow the price to pay to construct a diffusion process that does not leave the simplex. As an issue, it makes much more difficult any attempt to prove smoothing properties (which are precisely what we need in order to force uniqueness to the system (4.11), in full analogy with the result stated in Proposition 4.1). However, a relevant form of Schauder's theory was established in the monograph by Epstein and Mazzeo [59]. In short, it says that linear equations driven by Kimura operators have classical solutions (with a suitable behavior at the boundary) if the first-order and source terms are just Hölder continuous in time and space. This is, however, not sufficient to get similar results for the nonlinear equation (4.12), as the first-order term therein is driven by the solution itself. As $U$ is easily shown to be bounded from a straightforward application of the maximum principle, the next step to fill the gap is thus to prove the following form of a priori estimate: For some Hölder exponent, the Hölder norm of a classical solution to a homogeneous parabolic equation driven by a Kimura operator is bounded in terms of the $L^{\infty}$-norm of the solution and the Hölder norm of the initial condition (if the equation is set forward) or of the terminal condition (if the equation is set backward as (4.12) is). Nevertheless, it is not possible to prove this in full generality. In short, the best results that are known require the presence in (4.13) of a first-order term with strictly positive components along inward normal directions to the boundary. When applying this principle to (4.12), we are led to consider the following modified version of the master equation:

$$
\begin{align*}
& \partial_{t} U_{t}^{i}(m)+\epsilon \sum_{j, k \in E}\left(m_{j} \delta_{j, k}-m_{j} m_{k}\right) \partial_{m_{j} m_{k}}^{2} U_{t}^{i}(m) \\
& \quad+\sum_{j, k \in E} p_{k}\left[\varphi\left(m_{j}\right)+\left(U_{t}^{k}(m)-U_{t}^{j}(m)\right)_{+}\right]\left(\partial_{m_{j}} U_{t}^{i}(m)-\partial_{m_{k}} U_{t}^{i}(m)\right) \\
& \quad+2 \epsilon \sum_{j \in E} m_{j}\left(\partial_{m_{i}} U_{t}^{i}(m)-\partial_{m_{j}} U_{t}^{i}(m)\right)-\frac{1}{2} \sum_{j \in E}\left(U_{t}^{i}(m)-U_{t}^{j}(m)\right)_{+}^{2} \\
& \quad+F^{i}(m)+\sum_{j \in E} \varphi\left(m_{j}\right)\left(U_{t}^{j}(m)-U_{t}^{i}(m)\right)=0, \tag{4.14}
\end{align*}
$$

with the terminal condition $U_{T}^{i}(m)=g^{i}(m)$, for a smooth function $\varphi$ from $[0, \infty)$ into itself that is nonzero in the neighborhood of 0 . This function $\varphi$ should be regarded as a penalty: when inserted in the transition rates (4.6), it forces the corresponding solution to the FokkerPlanck equation (4.8) to leave the boundary of the simplex (here and below, the notions of boundary and interior of the simplex are understood when $\mathcal{P}(E)$ is regarded as a subset of
$\mathbb{R}^{|E|-1}$ ). Notice that this additional penalty $\varphi$ appears in the first-order term on the second line, which is consistent with our preliminary discussion, but also in the zeroth-order term on the last line, which is necessary to have a relevant interpretation of (4.14) as the master equation of a mean field game (see Definition 4.1 below).

The next statement is also taken from [13]:
Theorem 4.2. We can find a threshold $\kappa_{0}>0$, only depending on $\epsilon(\epsilon>0),\|F\|_{\infty},\|G\|_{\infty}$, and $T$, such that, if $\varphi(0)>\kappa_{0}$, and if $F$ and $G$ are smooth enough, then equation (4.14) has a classical solution, with first-order derivatives in space that are bounded on the whole domain and second-order derivatives in space that are bounded on $[0, T] \times \mathcal{K}$, for any compact subset $\mathcal{K}$ included in the interior of $\mathcal{P}(E)$.

The existence of a classical solution is then shown to force uniqueness to the corresponding system of characteristics. Due to the presence of the penalty $\varphi$, this system does not exactly fit (4.11). The right-version is

$$
\left\{\begin{align*}
d_{t} u_{t}^{i}= & \left(\frac{1}{2} \sum_{j \in E}\left(u_{t}^{i}-u_{t}^{j}\right)_{+}^{2}-F^{i}\left(m_{t}\right)-\sqrt{\epsilon} \sum_{j \in E} \sqrt{m_{t}^{i} m_{t}^{j}}\left(v_{t}^{i, i, j}-v_{t}^{i, j, i}\right)\right) d t  \tag{4.15}\\
& -\sum_{j \in E} \varphi\left(m_{t}^{j}\right)\left(u_{t}^{j}-u_{t}^{i}\right)+\sum_{j, k \in E} v_{t}^{i, j, k} d W_{t}^{j, k} \\
d_{t} m_{t}^{i}= & \sum_{j \in E}\left[m_{t}^{j}\left(\varphi\left(m_{t}^{i}\right)+\left(u_{t}^{j}-u_{t}^{i}\right)_{+}\right)-m_{t}^{i}\left(\varphi\left(m_{t}^{j}\right)+\left(u_{t}^{i}-u_{t}^{j}\right)_{+}\right)\right] d t \\
& +\sqrt{\epsilon} \sum_{j \in E} \sqrt{m_{t}^{i} m_{t}^{j}} d\left[W_{t}^{i, j}-W_{t}^{j, i}\right]
\end{align*}\right.
$$

for $i \in E$ and $t \in[0, T]$. In line with Theorem 4.2, we have (see again [13]):
Theorem 4.3. We can find a threshold $\kappa_{0}>0$, only depending on $\epsilon(\epsilon>0),\|F\|_{\infty},\|G\|_{\infty}$, and $T$, such that, if $\varphi(0)>\kappa_{0}$, and if $F$ and $G$ are smooth enough, then the forwardbackward system (4.15) has a unique solution when the initial condition $m_{0}=\left(m_{0}^{i}\right)_{i \in E}$ is prescribed in the interior of the simplex.

To be fair, we should mention that uniqueness holds within a class of solutions with suitable integrability properties. We refer to [13] for the complete version of the statement. As for the constraint on the initial condition, it says that $m_{0}^{i}>0$ for any $i \in E$. The resulting solution $\left(m_{t}\right)_{t}$ is then shown to stay away from the boundary (which is helpful since the diffusion coefficient in the dynamics of $\left(m_{t}\right)_{t}$ becomes singular on the boundary). Implicitly, all the statements below are also limited to initial conditions in the interior of the simplex.

It now remains to provide an interpretation of the two systems (4.11) and (4.15) in terms of a mean field game. This goes through the following definition:

Definition 4.1. We say that a $\left(W_{t}\right)_{t}$-adapted continuous stochastic process $\left(m_{t}\right)_{0 \leq t \leq T}$ with values in the interior of $\mathcal{P}(E)$ is a solution to the mean field game with common noise of
intensity $\sqrt{\epsilon}$ (and without the penalization $\varphi$ ) if $\left(m_{t}\right)_{0 \leq t \leq T}$ satisfies an equation of the form

$$
\begin{equation*}
d m_{t}^{i}=\sum_{j \in E} m_{t}^{j} \alpha_{t}^{j, i} d t+\sqrt{\epsilon} \sum_{j \in E} \sqrt{m_{t}^{i} m_{t}^{j}} d\left(W_{t}^{i, j}-W_{t}^{j, i}\right), \quad t \in[0, T], \tag{4.16}
\end{equation*}
$$

for a bounded $\left(W_{t}\right)_{t}$-progressively-measurable process $\left(\left(\alpha_{t}^{i, j}\right)_{i, j \in E}\right)_{t}$ satisfying (4.7) and, for any other bounded $\left(W_{t}\right)_{t}$-progressively-measurable process $\left(\left(\beta_{t}^{i, j}\right)_{i, j \in E}\right)_{t}$ satisfying (4.7), the solution of the equation

$$
\begin{equation*}
d p_{t}^{i}=\sum_{j \in E} p_{t}^{j} \beta_{t}^{j, i} d t+\sqrt{\epsilon} p_{t}^{i} \sum_{j \in E} \sqrt{\frac{m_{t}^{j}}{m_{t}^{i}}} d\left(W_{t}^{i, j}-W_{t}^{j, i}\right), \quad t \in[0, T] \tag{4.17}
\end{equation*}
$$

satisfies the inequality

$$
\mathbb{E}^{0}\left[J\left(\left(\beta_{t}\right)_{t} ;\left(p_{t}\right)_{t} ;\left(m_{t}\right)_{t}\right)\right] \geq \mathbb{E}^{0}\left[J\left(\left(\alpha_{t}\right)_{t} ;\left(m_{t}\right)_{t} ;\left(m_{t}\right)_{t}\right)\right]
$$

with $J$ being defined as in (4.9).
A similar definition holds for the mean field game with common noise of intensity $\sqrt{\epsilon}$ in the presence of the penalization $\varphi$. It suffices to replace $\left(\alpha_{t}^{j, i}\right)_{t}$ by $\left(\varphi\left(m_{t}^{i}\right)+\alpha_{t}^{j, i}\right)_{t}$ in (4.16) and $\left(\beta_{t}^{j, i}\right)_{t}$ by $\left(\varphi\left(p_{t}^{i}\right)+\beta_{t}^{j, i}\right)_{t}$ in (4.17).

In fact, Definition 4.1 is rather subtle. Differently from the formulation (1.6)-(1.7) used for continuous state spaces, the current one does not provide an explicit formulation of the (private) dynamics of the reference player within the population. In short, Definition 4.1 is missing an equation similar to (1.7). Instead, equation (4.17) should be regarded as a form of Fokker-Planck equation for some marginal statistics of the reference player given the common noise. Actually, it can be proven that there exists a stochastic process $\left(X_{t}, Y_{t}\right)_{0 \leq t \leq T}$ with values in the space $E \times \mathbb{R}_{+}$such that

$$
p_{t}^{i}=\mathbb{E}^{1}\left[Y_{t} \mathbf{1}_{\left\{X_{t}=i\right\}}\right], \quad t \in[0, T], \quad i \in E,
$$

with $\left(Y_{t}\right)_{t}$ satisfying $\mathbb{E}^{0} \mathbb{E}^{1}\left[Y_{t}\right]=1$. In this formulation, $X_{t}$ should be regarded as the physical state, at time $t$, of the reference player, with the latter being also assigned a mass $Y_{t}$. The mass of the tagged particle is in fact a density on the entire probability space carrying both types of noise. It is a density accounting for the way the reference player perceives the world. In this respect, it is important to note that the process $\left(p_{t}\right)_{t}$ does not take values in the simplex, but only in the orthant $\left(\mathbb{R}_{+}\right)^{|E|}$. This follows from the linear structure of equation (4.17) (with $\left(p_{t}\right)_{t}$ as unknown). The linear structure, here with stochastic coefficients, is consistent with the linear structure of the Fokker-Planck equation (4.8). In order to obtain solutions in a relevant space, integrability conditions on these stochastic coefficients are thus necessary, whence the assumption that $\left(\left(\alpha_{t}^{i, j}\right)_{i, j \in E}\right)_{t}$ and $\left(\left(\beta_{t}^{i, j}\right)_{i, j \in E}\right)_{t}$ are bounded.

### 4.3. Vanishing viscosity

Following the latter two subsections, a natural question is to address the vanishing viscosity limits of the solutions to the mean field game with common noise and to the corresponding parabolic master equation. Both for linear quadratic mean field games and
finite state mean field games, uniqueness of the equilibria may be lost in the framework of Proposition 4.1 and Theorem 4.3 when the common noise is removed. This is the same for the corresponding master equation: Classical solutions may cease to exist and, accordingly, weaker notions of solutions are needed; Uniqueness is then a challenging question.

For sure, we could think of other methods for selecting equilibria. For instance, we could think of returning back to the game with $N$ players and then identifying which equilibria coincide with a limit point of the $N$-equilibrium as $N$ tends to infinity. This is, however, a very difficult road. As easily seen from the uniformly parabolic structure of the system (1.1), the $N$-player game (at least in the form studied there) satisfies a form of nondegeneracy that is asymptotically lost when $N$ tends to infinity. The study of the large- $N$ limit thus combines two difficulties at the same time: The whole system becomes more and more degenerate (this is a vanishing viscosity limit) and, meanwhile, some propagation of chaos is expected to occur (this is the mean field limit). In contrast, taking the small noise limit in a mean field game with common noise just raises one of these two issues since the mean field limit has already been taken.

Earlier selection results can be found in Bayraktar and Zhang [14], Cecchin, Dai Pra, Fischer, and Pelino, [44] and Delarue and Foguen [52]. Generally speaking, they are stated for mean field games whose equilibria are known to belong to a one-dimensional parametric model. This covers the following two examples: Linear-quadratic mean field games of the same type as in Section 4.1, but with $d$ therein being equal to 1 (which implies in particular that, conditional on the initial state, the equilibria follow Gaussian distributions with a known variance but an unknown mean); Finite state mean field games on a set $E$ containing two elements only (in which case the simplex is one-dimensional). In all these aforementioned works, selection is directly proved by taking the large- $N$ limit in the finite game. Basically, this is possible thanks to the totally ordered structure of $\mathbb{R}$. Moreover, the master equation then reduces to a scalar conservation law and the selected solution is the entropy solution.

When the effective dimension of the model is greater than or equal to 2 , things become much more challenging. A way to make the problem simpler is to address the socalled potential case. As explained in Proposition 2.4, potential games are a special kind of mean field games that coincide with the first-order condition of a mean field control problem. When the state space $E$ is finite, this corresponds to the case where $F$ and $G$ satisfy

$$
\begin{equation*}
F^{i}(x, m)=\partial_{m_{i}} \mathcal{F}(m), \quad G^{i}(x, \mu)=\partial_{m_{i}} \mathcal{E}(m), \quad i \in E, \tag{4.18}
\end{equation*}
$$

for two real-valued functions $\mathcal{F}$ and $\mathscr{G}$ defined on $\mathcal{P}(E)$. In words, $F$ and $G$ are identified with (respectively) the gradient of $\mathscr{F}$ and the gradient of $\mathscr{E}$. The identification is, however, a bit subtle since, formally, these two gradients should be identified with vectors of dimension $|E|-1$. In turn, this says that the above condition could be slightly relaxed: In short, it would suffice to identify the projections of $F$ and $G$ onto the orthogonal complement of $(1, \ldots, 1)$ (which should be regarded as the tangent space to the simplex) with the corresponding intrinsic gradient. Anyway, given $\mathscr{F}$ and $\mathcal{E}$, we can consider the deterministic optimal control problem

$$
\inf _{\left(\beta_{t}\right)_{t}} \mathcal{A}\left(\left(\beta_{t}\right)_{0 \leq t \leq T}\right)
$$

associated with the cost functional

$$
\begin{equation*}
\mathcal{L}\left(\left(\beta_{t}\right)_{0 \leq t \leq T}\right)=\int_{0}^{T}\left(\frac{1}{2} \sum_{i, j \in E: i \neq j} p_{t}^{i}\left|\beta_{t}^{i, j}\right|^{2}+\mathcal{F}\left(p_{t}\right)\right) d t+\mathscr{E}\left(p_{T}\right) \tag{4.19}
\end{equation*}
$$

and with the dynamics (4.8) (for a given initial condition $\left(p_{0}^{i}\right)_{i \in E}$ ), the function $\left(\beta_{t}\right)_{t}$ satisfying the constraint (4.7) at any time. Then, very similar to Proposition 2.4, we have

Proposition 4.4. Let $m_{0}=\left(m_{0}^{i}\right)_{i \in E}$ be an initial condition in the interior of the simplex. Under condition (4.18), any bounded minimizer $\left(\left(\beta_{t}^{i, j}\right)_{i, j \in E}\right)_{0 \leq t \leq T}$ of the cost functional (4.19), with $\left(p_{0}^{i}\right)_{i \in E}=\left(m_{0}^{i}\right)_{i \in E}$ as initial condition in (4.8), yields a solution to the mean field game (4.9).

The proof follows from a standard application of the Pontryagin principle. The adjoint variable then identifies with $\left(u_{t}^{i}\right)_{i \in E}$ in the system (4.10). In the statement, the two constraints on $\left(p_{0}^{i}\right)_{i \in E}$ (which is required to have strictly positive coordinates) and on $\left(\left(\beta_{t}^{i, j}\right)_{i, j \in E}\right)_{0 \leq t \leq T}$ (which is required to be bounded) force the corresponding trajectory (4.8) to stay away from the boundary of the simplex (when the latter is viewed as an open subset of dimension of $|E|-1$ ). This guarantees that, along the trajectory (4.8), the extended Hamiltonian has a unique minimizer, as required in the application of the Pontryagin principle.

Selection of equilibria. Obviously, there is no converse to Proposition 4.4: The set of equilibria of a potential mean field game may be strictly larger than the set of minimizers to the corresponding mean field control. In this respect, a natural selection principle would consist in ruling out the equilibria that are not minimizers of the corresponding mean field control. Very interestingly, this principle is consistent with the results mentioned above when the state space $E$ is of cardinality 2 . Indeed, any mean field game on a finite state space with two elements is potential. As such, it derives from a mean field control problem. In particular, a natural question is to ask whether the solutions to the mean field game that are selected by taking the large- $N$ limit in the finite game associated with (4.8)-(4.9) are also minimizers of the corresponding mean field control problem. The answer is yes. The same result remains open when $|E| \geq 3$. However, a simpler (but still interesting) question is to ask whether, under the same property (4.18) as before, the vanishing viscosity limits of the mean field game with common noise, as defined in Section 4.2, are minimizers of the corresponding mean field control problem. Formulated in this way, this question is also open. The main issue is that, in the presence of the common noise (and of the additional penalization $\varphi$ that is necessary to guarantee the conclusion of Theorem 4.3), the mean field game is no longer potential. In order to get a potential form in (4.15), an additional penalization is necessary. Once the game with common noise is potential, it is pretty easy to take the vanishing viscosity limit in the mean field control problem that lies above. The following result is taken from Cecchin and Delarue [43]:

Theorem 4.5. Let $m_{0}=\left(m_{0}^{i}\right)_{i \in E}$ be an initial condition in the interior of the simplex. For any $\epsilon>0$, we can find two functions $\varphi^{\epsilon}:[0,+\infty) \rightarrow[0,+\infty)$ and $\left(F^{\epsilon, i}: \mathcal{P}(E) \rightarrow \mathbb{R}\right)_{i \in E}$, with $\varphi^{\epsilon}$ converging to 0 uniformly on any compact subset of $(0,+\infty)$, such that:
(1) The system (4.11) obtained by replacing $(F, \varphi)$ by $\left(F^{\epsilon}, \varphi^{\epsilon}\right)$ is uniquely solvable, the solution of the forward equation being denoted by $\left(\left(m_{t}^{\epsilon, i}\right)_{0 \leq t \leq T}\right)_{i \in E}$;
(2) Any weak limits of the sequence of the laws of the processes $\left(\left(m_{t}^{\epsilon, i}\right)_{t}\right)_{i \in E}$ has a support included in the set of minimizers of $\mathcal{G}$ in (4.19) (with the same initial condition);
(3) There exists a family of positive reals $\left(\delta_{\epsilon}\right)_{\epsilon}$, satisfying $\lim _{\epsilon \rightarrow 0} \delta_{\epsilon}=0$, such that the trajectories $\left(\left(m_{t}^{\epsilon, i}\right)_{t}\right)_{i \in E}$ form $\left(\delta_{\epsilon}\right)_{\epsilon}$-approximate solutions of the mean field game with common noise of intensity $\sqrt{\epsilon}$ and with penalty $\varphi^{\epsilon}$, as defined in Definition 4.1. In clear, if $\left(\left(p_{t}^{i}\right)_{0 \leq t \leq T}\right)_{i \in E}$ solves (4.17) (with $\left(\beta_{t}^{j, i}, m_{t}\right)_{t}$ being replaced by $\left(\varphi^{\epsilon}\left(p_{t}^{i}\right)+\beta_{t}^{j, i}, m_{t}^{\epsilon}\right)_{t}$ and with the prescription that $\left(\beta_{t}\right)_{t}$ is bounded by a fixed constant), then

$$
\left|\mathbb{E}^{0} \sum_{i \in E}\left[\int_{0}^{T} p_{t}^{i} F^{i}\left(m_{t}^{\epsilon}\right) d t\right]-\mathbb{E}^{0} \sum_{i \in E}\left[\int_{0}^{T} p_{t}^{i} F^{\epsilon, i}\left(m_{t}^{\epsilon}\right) d t\right]\right| \leq \delta_{\epsilon} .
$$

Obviously, item (3) says that the additional penalization in the definition of $F^{\epsilon}$ has a limited impact: The solution to the mean field game associated with the cost functional driven by $F^{\epsilon}$ is almost a solution of the same mean field game but associated with the cost functional driven by $F$. For sure, the notion of approximated solution is here consistent with the standard notion of approximated Nash equilibria: when the reference player in the population chooses a feedback function different from that chosen by the others, the best possible improvement (in the cost functional) tends to 0 with $\epsilon$.

Interestingly, uniqueness of the minimizers (and thus of the limit points) in the second item of Theorem 4.5 is in fact the typical situation. Indeed, standard control theory says that the control problem (4.19)-(4.8) has in fact a unique minimizer at any point in time and space where the corresponding value function, which we denote by $\mathcal{V}$, is differentiable (see [23]). However, it is a standard exercise to prove that $\mathcal{V}$ is Lipschitz continuous, hence the fact that uniqueness holds for almost every starting point (in time and space) when the simplex is equipped with the $(|E|-1)$-dimensional Lebesgue measure. Obviously, in the formulation (4.19)-(4.8), the initial time is 0 , but there is no difficulty in adapting the definition to any other time $t \in[0, T]$.

Selection of solutions to the master equation. In fact, $\mathcal{V}$ plays an even more important role in the analysis of the vanishing viscosity limit as it also permits characterizing the limit of the solutions to the second-order master equation (4.14) associated with the common noise of intensity $\sqrt{\epsilon}$, with the penalty $\varphi^{\epsilon}$ and with the penalization $F^{\epsilon}$ (for the same choices $\varphi^{\epsilon}$ and $F^{\epsilon}$ as in the statement of Theorem 4.5). The next statement result is also taken from [43]:

Theorem 4.6. With the same notation as in the statement of Theorem 4.5 and with $U^{\epsilon}$ denoting the solution to equation (4.14) when $\varphi \equiv \varphi^{\epsilon}$ and $F \equiv F^{\epsilon}$ therein, the limit

$$
\lim _{\epsilon \rightarrow 0}\left[U^{\epsilon, i}(t, q)-U^{\epsilon, j}(t, q)\right]=\partial_{m_{i}} \mathcal{V}(t, q)-\partial_{m_{j}} \mathcal{V}(t, q)
$$

holds for almost-every $(t, q) \in[0, T] \times \mathcal{P}(E)$ and for any $i, j \in E$, where $\mathcal{V}$ is the value function of the control problem (4.19)-(4.8).

As we have already explained, the gradient of the value function exists almosteverywhere in time and space. It also important to note that the argument in the limit is not the solution of the master equation itself but the finite differences of it. In short, the limit of the master equation is just identified in dimension $|E|-1$, which is fully consistent with the fact that the gradient of $\mathcal{V}$ is a vector of dimension $|E|-1$. Alternatively, the above statement provides the limiting form of the feedback function used in the mean field game with a common noise of intensity $\sqrt{\epsilon}$. The $|E|$-dimensional limit of the function $U^{\epsilon}$ itself can be found by computing the minimal in cost (4.9) when the environment $\left(m_{t}\right)_{t}$ therein is the solution of the control problem (4.19)-(4.8).

In accordance with the program outlined above, it is a natural question to ask whether the limit established in Theorem 4.6 can be characterized in terms of the original master equation itself (i.e., the master equation (4.12) but with $\epsilon=0$ therein). The answer is positive. As shown in [43], the master equation can be written in a conservative form. Following earlier results of Kružkov [80] and Lions [89], this conservative form has a unique solution that is bounded and satisfies a weak one-sided Lipschitz condition in space. It coincides the gradient of the value function $\mathcal{V}$. This recovers the existing results when $|E|=2$.

### 4.4. Complements and open problems

Even when the state space is finite, the extension of the above results to the nonpotential case is a highly difficult problem.

Another interesting problem is to extend the same results to mean field games on continuous state spaces. The main issue is to define a suitable form of common noise. In short, this requires addressing stochastic processes with values in the infinite-dimensional space $\mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$ and with sufficiently strong smoothing properties, which is known to be a challenging problem in the literature. There are earlier results in this direction, but they are not sufficient to handle the nonlinearities that make the spice of mean field games: We refer, for instance, to Stannat [100] for smoothing estimates of the Fleming-Viot process, which is an infinite-dimensional version of the Wright-Fisher noise underpinning the forward-backward system. In short, the Dirichlet form of the Fleming-Viot process is driven by the aforementioned linear-functional derivative (which provides a potential of the derivative $D_{m}$ ). In the meantime, the construction of a process with a Dirichlet form associated with the derivative $D_{m}$ has been addressed in a series of works initiated in von Renesse and Sturm [103], but no canonical definition has yet been given. Another strategy in order to force uniqueness consists in embedding the problem in some $L^{2}$ space: following the idea underpinning

Definition 2.1, we can indeed see the unknown in a mean field game as a flow of random variables and not as a flow of probability measures. This makes it possible to use noises in Hilbert spaces. However, this destroys the mean field structure of the problem. We refer to Delarue [49] for results in this direction.

From another perspective, it is important to note that common noises in finite state mean field games can be defined a manner different from (4.11). We refer in particular to Bertucci, Lasry, and Lions [19], the key idea of which is to force the finite-player system to have many simultaneous jumps at some random times prescribed by the common noise. The reader may also have a look at [6], which provides a discrete point of view on the system (1.8). As far as the formulation (4.11) is concerned, a study of the convergence problem, very much in the spirit of Theorem 2.7, is available in [12].

## 5. FURTHER PROSPECTIVES AND RELATED OPEN PROBLEMS

We will now briefly review some aspects of the theory that we have not covered so far. This is only a summary presentation which demonstrates (if needed) that the field has diversified into many active branches.

### 5.1. Analysis of the MFG system and of the master equation

The MFG system. In the last two decades there has been a large amount of research on MFG systems of the type (which generalize (1.4)):
$\left\{\begin{array}{lll}\text { (i) } & -\partial_{t} u_{t}(x)-\Delta u_{t}(x)+H\left(t, x, D u_{t}(x), m_{t}\right)=0 & \text { in }(0, T) \times \mathbb{R}^{d}, \\ \text { (ii) } & \partial_{t} m_{t}(x)-\Delta m_{t}(x)-\operatorname{div}\left(m_{t}(x) D_{p} H\left(t, x, D u_{t}(x), m_{t}\right)\right)=0 & \text { in }(0, T) \times \mathbb{R}^{d}, \\ \text { (iii) } & m_{0}(x)=\tilde{m}_{0}(x), \quad u(T, x)=g\left(x, m_{T}\right) & \text { in } \mathbb{R}^{d},\end{array}\right.$
and of more general (fully nonlinear) MFG systems (where $D_{p} H$ is the derivative of the Hamiltonian $H(t, x, p, m)$ with respect to $p$ ). It is impossible to give a complete overview of this literature: we refer to the survey [6] and to the references therein for a general presentation of this literature. The question of the existence and regularity of the solutions has been investigated in several frameworks: When the dependence of the Hamiltonian is local (depending on the pointwise value of the density), existence of classical solutions is discussed, for instance, by Cardaliaguet, Lasry, Lions, and Porretta in [29] and by Gomes, Pimentel, and Voskanyan in [68]; Porretta introduced in [97] a notion of a weak solution for these problems and proved uniqueness in this framework. The MFG system can also be set with other boundary conditions: for instance, Neumann boundary condition (Bardi and Cirant [11]), optimal stopping (Bertucci [17]), state constraints (Cannarsa, Capuani, and Cardaliaguet [22]). Mean field games can be also stated in networks (Camilli and Marchi [21] or Achdou, Dao, Ley, and Tchou [3]). Problems with congestion or with density constraints are discussed by Lions [88], Achdou and Porretta [5] and Cardaliaguet, Mészáros, and Santambrogio [32].

Variational aspects. In general, the analysis of the MFG system relies on fixed point techniques. In some frameworks (the local coupling case, for instance) it is possible to use variational methods. This turns out to be very useful for problems in which the diffusion is degenerate and for which this approach allows building weak solutions; see, for instance, the papers by Cardaliaguet and Graber [26] (first-order problems with a local coupling) and by Cardaliaguet, Graber, Porretta, and Tonon [27] (for degenerate second-order problems with a local coupling). Refining earlier result by Lions [88], Santambrogio [99] combined variational techniques with ideas from optimal transport to obtain nice regularity results of first-order MFG systems (system without diffusion). Many other references and results can be found in the survey by Santambrogio in [6].

The master equation. The analysis of the master equation has attracted some attention in the recent years, refining the earlier results $[25,36,45,64,88]$. Without trying to be exhaustive, one can quote the recent papers: Bertucci [18] for a notion of a weak solution under monotonicity conditions; Cardaliaguet, Porretta, and Cirant [24] for the construction of solutions to general master equations (with common noise or for a major player, see the paragraph below) on short time intervals using a kind of Trotter-Kato scheme; Gangbo, Mészáros, Mou, and Zhang [63] for the existence of a classical solution to the master equation outside the classical monotone framework, obtained by using instead conditions related with displacement convexity. Let us underline that a suitable notion of weak (discontinuous) notion of solution for the master equation is still missing (see, however, Section 4 and [43] by Cecchin and Delarue in the finite-state framework and for potential problems).

MFG problem with a major player. In general, mean field games address problems with a single homogeneous population. It is, of course, not the only interesting configuration. Among the many possible generalizations, one can mention the MFG problems with a major player, in which a controller (the major player) interacts with a population. This problem, first introduced by Huang [72], has been studied (among many other references) by Carmona and Zhu [42] by a probabilistic approach, and in [24] using the master equation. It is related with the principal-agent problems with one principal and infinitely many agents, as explained by Elie, Mastrolia, and Possamaï [57].

### 5.2. Mean field games of control

Mean field games of controls (sometimes also called extended mean field games) are mean field games in which players interact through the joint distribution of their positions and their controls. Many models in economics are of this type (for instance, agents interact through the price of a good that depends directly on their collective decisions to buy or sell). This kind of problem was first discussed by Gomes and Voskanyan [69]. Weak solutions have been built through a probabilistic approach by Carmona and Lacker [39]. In [35, CHAPTER 4], Carmona and Delarue pointed out the specific structure of the corresponding MFG system, which involves two fixed point problems (the classical one and a static one used to build the distribution of positions and controls from the distribution of positions and the control feedback). This MFG system was also studied in Cardaliaguet and Lehalle [31] (existence
of weak solutions for problems with degenerate diffusions) and in Achdou and Kobeissi [4] (classical solution in the diffusive case and with very general interactions). Very recently Djete [54] proved the convergence of open-loop Nash equilibria for the $N$-player game as $N$ tends to infinity.

### 5.3. Numerical methods and learning

The fixed-point nature of MFG equilibria makes them difficult to approximate and implement in practice. In the work by Achdou and Capuzzo Dolcetta [2], the authors explain how to reproduce numerically the forward-backward nature of the MFG system in order to obtain convergent numerical schemes, thus starting a series of works of the subject. An up-todate literature on the numerical methods for mean field games, including effective methods for decoupling the two equations, can be found in Achdou's survey on this topic [6]. Recently, other works have also demonstrated the possible efficiency of tools from machine learning within this complex framework: standard equations for characterizing the equilibria may be approximately solved by means of a neural network; see, for instance, Carmona and Laurière [40, 41].

Intimately related to the numerical approximation, the intriguing question of learning ("how do the MFG equilibria actually appear?") has attracted some attention. One of the first results in this direction is the transposition to MFG games of the classical fictitious play by Cardaliaguet and Hadikhanloo [28]: assuming that players know the model and that the MFG problem is potential, the method explains how players could converge to an MFG equilibrium after playing the game many times. Elie, Pérolat, Laurière, Geist, and Pietquin [58] study the effects of diverse reinforcement learning algorithms for agents with no prior information on an MFG equilibrium and learn their policy through repeated experiments. The very recent paper Delarue and Vasileiadis [53] shows that common noise may also serve as an exploration noise for learning the solution of a mean field game.

### 5.4. Mean field control

Mean field control (MFC) is a distinct theory from mean field games, but both theories are connected in many ways. For instance, potential games are a typical instance of mean field games that are solved by the minimizers of an MFC problem, see Proposition 2.4. The very aim of MFC theory is to address minimization problems set over Kolmogorov equations (when formulated by means of PDEs) or over McKean-Valsov equations (when formulated in a probabilistic fashion). From a particle point of view, MFC problems provide an asymptotic description of large systems of weakly interacting controlled agents who cooperate in order to minimize some common cost. Therefore, in contrast with MFGs, the agents no longer compete, and the solutions of the two problems are different. As such, this asks for a new proof of the corresponding convergence problem. We refer, for instance, to Lacker [82] for a proof based on compactness arguments, and to Djete [55] for a similar result but for models including the law of the control in the mean field interaction. As for the analysis of MFC themselves, the related value function satisfies a form of Hamilton-Jacobi equation. Similar to the master equation, the Hamilton-Jacobi equation is set on the space of prob-
ability measures, but Lions' lifting procedure allows lifting it onto an $L^{2}$ space (see [88]). This observation can be used in order to adapt the notion of viscosity solutions and thus to handle less regular solutions. We refer to [65] for a recent contribution in this direction in the first-order case, namely when the dynamics of the players are deterministic. In the presence of an idiosyncratic noise in the dynamics (so-called second-order case), the theory is still in progress and a complete theory of existence and uniqueness of viscosity solutions has not yet been achieved. We refer to Cosso and Pham [48] for an overview of the stakes.
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# MACROSCOPIC LIMITS OF CHAOTIC EIGENFUNCTIONS 

## SEMYON DYATLOV


#### Abstract

We give an overview of the interplay between the behavior of high energy eigenfunctions of the Laplacian on a compact Riemannian manifold and the dynamical properties of the geodesic flow on that manifold. This includes the Quantum Ergodicity theorem, the Quantum Unique Ergodicity conjecture, entropy bounds, and uniform lower bounds on mass of eigenfunctions. The above results belong to the domain of quantum chaos and use microlocal analysis, which is a theory behind the classical/quantum, or particle/wave, correspondence in physics. We also discuss the toy model of quantum cat maps and the challenges it poses for Quantum Unique Ergodicity.
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## 1. INTRODUCTION

This article is an overview of some results on macroscopic behavior of eigenstates in the high energy limit. A typical model is given by Laplacian eigenfunctions:

$$
-\Delta_{g} u_{\lambda}=\lambda^{2} u_{\lambda}, \quad u_{\lambda} \in C^{\infty}(M), \quad\left\|u_{\lambda}\right\|_{L^{2}(M)}=1 .
$$

Here we fix a compact connected Riemannian manifold without boundary ( $M, g$ ) and denote by $\Delta_{g} \leq 0$ the corresponding Laplace-Beltrami operator. It will be convenient to denote the eigenvalue by $\lambda^{2}$, where $\lambda \geq 0$. The high-energy limit corresponds to taking $\lambda \rightarrow \infty$.

One way to study the macroscopic behavior of the eigenfunctions $u_{\lambda}$ as $\lambda \rightarrow \infty$ is to look at weak limits of the probability measures $\left|u_{\lambda}\right|^{2} d$ vol $_{g}$ where $d \operatorname{vol}_{g}$ is the volume measure on $(M, g)$ :

Definition 1. Let $\lambda_{j}^{2}$ be a sequence of eigenvalues of $-\Delta_{g}$ going to $\infty$. We say that the corresponding eigenfunctions $u_{\lambda_{j}}$ converge weakly to some probability measure $v$ on $M$, if

$$
\begin{equation*}
\int_{M} a(x)\left|u_{\lambda_{j}}(x)\right|^{2} d \operatorname{vol}_{g}(x) \rightarrow \int_{M} a(x) d v(x) \quad \text { as } \quad j \rightarrow \infty \tag{1.1}
\end{equation*}
$$

for all test functions $a \in C^{\infty}(M)$.
Definition 1 can be interpreted in the context of quantum mechanics as follows. Consider a free quantum particle on the manifold $M$. Then the eigenfunctions $u_{\lambda}$ are the wave functions of the pure quantum states of the particle. The left-hand side of (1.1) is the average value of the observable $a(x)$ for a given pure state; if we let $a$ be the characteristic function of some set $\Omega \subset M$ then this expression is the probability of finding the quantum particle in $\Omega$ (this choice is only allowed if $v(\partial \Omega)=0$ ). Taking $\lambda \rightarrow \infty$ gives the high-energy limit.

The statement (1.1) is macroscopic in nature because we first fix the observable $a$ and then let the eigenvalue go to infinity. This is different from microscopic properties such as the breakthrough work of Logunov and Malinnikova on the area of the nodal set $\{x \in M \mid$ $\left.u_{j}(x)=0\right\}$, see the review [38]. Ironically, the methods used in the macroscopic results described here are microlocal in nature (see Section 2 for a review), with the global geometry of $M$ coming in the form of the long time behavior of the geodesic flow.

The results reviewed in this paper address the following fundamental question:
For a given Riemannian manifold ( $M, g$ ), what can we say about the set of all weak limits of sequences of eigenfunctions?

It turns out that the answer depends on the dynamical properties of the geodesic flow on $(M, g)$. In particular:

- If $(M, g)$ has completely integrable geodesic flow then there is a huge variety of possible weak limits. For example, if $(M, g)$ is the round sphere, then there is a sequence of Gaussian beam eigenfunctions converging to the delta measure on any given closed geodesic (see Section 2.2 below).
- If the geodesic flow instead has chaotic behavior, more precisely it is ergodic with respect to the Liouville measure, then a density 1 sequence of eigenfunctions converges to the volume measure $d \operatorname{vol}_{g} / \operatorname{vol}_{g}(M)$. This statement, known as Quantum Ergodicity, is reviewed in Section 3.
- If the geodesic flow is strongly chaotic, more precisely it satisfies the Anosov property (i.e., it has a stable/unstable/flow decomposition), then the limiting measures have to be somewhat spread out. This comes in two forms: entropy bounds and full support. See Section 4 for a description of these results. The Quantum Unique Ergodicity conjecture states that in this setting any sequence of eigenfunctions converges to the volume measure; it is not known outside of arithmetic cases (see Section 4) and there are counterexamples in the related setting of quantum cat maps (see Section 5).
- Finally, there are several results in cases when the geodesic flow is ergodic but not Anosov, or it exhibits mixed chaotic/completely integrable behavior; see Section 3.

The present article focuses on the last three cases above, which are in the domain of quantum chaos. The general principle is that chaotic behavior of the geodesic flow leads to chaotic/spread out macroscopic behavior of the eigenfunctions of the Laplacian. See Figure 1 for a numerical illustration.

In particular, we will describe full support statements for weak limits - see Theorems 11 and 16 - proved in [18-20]. The key component is the fractal uncertainty principle first introduced by Dyatlov-Zahl [21] and proved by Bourgain-Dyatlov [10]. It originated in open quantum chaos, dealing with quantum systems where the underlying classical system allows for escape to infinity and has chaotic behavior. We refer to the reviews of the author [15, 16] for more on fractal uncertainty principle and its applications.

The above developments use microlocal analysis, which is a mathematical theory underlying the classical/quantum, or particle/wave, correspondence in physics. In particular, one typically obtains information on the semiclassical measures, which are probability measures $\mu$ on the cosphere bundle $S^{*} M$ which are weak limits of sequences of eigenfunctions in a microlocal sense. These measures are sometimes called microlocal lifts of the weak limits, because the pushforward of $\mu$ to the base $M$ is the weak limit of Definition 1. One of the advantages of these measures compared to the weak limits on $M$ is that they are invariant under the geodesic flow. We give a brief review of microlocal analysis and semiclassical measures in Section 2 below.

## 2. SEMICLASSICAL MEASURES

Let us write the left-hand side of (1.1) as

$$
\int_{M} a(x)\left|u_{\lambda_{j}}(x)\right|^{2} d \operatorname{vol} g(x)=\left\langle\mathbf{M}_{a} u_{\lambda_{j}}, u_{\lambda_{j}}\right\rangle_{L^{2}(M)}
$$



FIGURE 1
(Top) Typical eigenfunctions (with Dirichlet boundary conditions) for two planar domains. The picture on the left (courtesy of Alex Barnett, see [7] and [8] for a description of the method used and for a numerical investigation of Quantum Ergodicity) shows equidistribution, i.e., convergence to the volume measure in the sense of Definition 1. The picture on the right (where the domain is a disk) shows the lack of equidistribution, with the limiting measure supported in an annulus. This difference in quantum behavior is related to the different behavior of the billiard-ball flows on the two domains (which replace geodesic flows in this setting). (Bottom) Two typical billiard-ball trajectories on the domains in question. On the left we see ergodicity (equidistribution of the trajectory for long time), and on the right we see completely integrable behavior.
where $\mathbf{M}_{a}: L^{2}(M) \rightarrow L^{2}(M)$ is the multiplication operator by $a \in C^{\infty}(M)$. To define semiclassical measures, we will allow for more general operators in place of $\mathbf{M}_{a}$. These operators are obtained by a quantization procedure, which maps each smooth compactly supported function $a$ on the cotangent bundle $T^{*} M$ to an operator on $L^{2}(M)$ depending on the small number $h>0$ called the semiclassical parameter:

$$
\begin{equation*}
a \in C_{\mathrm{c}}^{\infty}\left(T^{*} M\right) \quad \mapsto \quad \mathrm{Op}_{h}(a): L^{2}(M) \rightarrow L^{2}(M), \quad 0<h \ll 1 \tag{2.1}
\end{equation*}
$$

### 2.1. Semiclassical quantization

We briefly recall several basic principles of semiclassical quantization referring to the books of Zworski [49] and Dyatlov-Zworski [22, APPEndix E] for the full presentation and pointers to the vast literature on the subject:

- The function $a$, often called the symbol of the operator $\mathrm{Op}_{h}(a)$, is defined on the cotangent bundle $T^{*} M$, whose points we typically denote by $(x, \xi)$ where $x \in M$ and $\xi \in T_{x}^{*} M$. The canonical symplectic form on $T^{*} M$ induces the Poisson bracket

$$
\{f, g\}:=\partial_{\xi} f \cdot \partial_{x} g-\partial_{x} f \cdot \partial_{\xi} g, \quad f, g \in C^{\infty}\left(T^{*} M\right)
$$

In physical terms, this corresponds to using Hamiltonian mechanics for the "classical" side of the classical/quantum correspondence, where $x$ is the position variable and $\xi$ is the momentum variable.

- One can work with a broader class of smooth symbols $a$, where the compact support requirement is changed to growth conditions on the derivatives of $a$ as $\xi \rightarrow \infty$. The resulting operators act on (semiclassical) Sobolev spaces, see, e.g.. [22, §E.1.8].
- If $a(x, \xi)=a(x)$ is a function of $x$ only, then

$$
\begin{equation*}
\mathrm{Op}_{h}(a)=\mathbf{M}_{a} \tag{2.2}
\end{equation*}
$$

is the corresponding multiplication operator.

- If $a(x, \xi)$ is linear in $\xi$, that is, $a(x, \xi)=\left\langle\xi, X_{x}\right\rangle$ for some vector field $X \in$ $C^{\infty}(M ; T M)$, then, up to lower-order terms, the operator $\mathrm{Op}_{h}(a)$ is a rescaled differentiation operator along $X$,

$$
\begin{equation*}
\mathrm{Op}_{h}(a) u(x)=-i h X u(x)+\mathcal{O}(h) . \tag{2.3}
\end{equation*}
$$

This explains why $a$ should be a function on the cotangent bundle $T^{*} M$ : linear functions on the fibers of $T^{*} M$ correspond to vector fields on $M$. (Quantization procedures do not depend on the choice of a Riemannian metric on $M$.)

- If $u \in C^{\infty}(M)$ oscillates at some frequency $R$, then differentiating $u$ along a vector field $X$ increases its magnitude by about $R$. One takeaway from (2.3) is that $\mathrm{Op}_{h}(a) u$ has roughly the same size as $u$ if the function $u$ oscillates at frequencies $\sim h^{-1}$. Thus we treat the semiclassical parameter $h$ as the effective wavelength of oscillations of the functions to which we will apply $\mathrm{Op}_{h}(a)$. We will apply $\mathrm{Op}_{h}(a)$ to an eigenfunction $u_{\lambda}$, which oscillates at frequency $\sim \lambda$, so we will make the choice

$$
\begin{equation*}
h:=\lambda^{-1} . \tag{2.4}
\end{equation*}
$$

- If $M=\mathbb{R}^{n}$ and $a(x, \xi)=a(\xi)$ is a function of $\xi$ only, then $\mathrm{Op}_{h}(a)$ is a Fourier multiplier,

$$
\begin{equation*}
\widehat{\mathrm{Op}_{h}(a) u}(\xi)=a(h \xi) \hat{u}(\xi), \quad u \in \mathscr{S}\left(\mathbb{R}^{n}\right) \tag{2.5}
\end{equation*}
$$

Thus in addition to being the momentum variable, we can interpret $\xi$ as a Fourier/frequency variable.

- For general manifolds $M$, one cannot define a quantization procedure canonically: a typical construction involves piecing together quantizations on copies of $\mathbb{R}^{n}$ using coordinate charts, see, e.g., [22, §E.1.7]. However, different choices of coordinate charts, etc., will give the same operator modulo lower-order terms $\mathcal{O}(h)$.

Several items above allude to "lower-order terms." We will consider the operators $\mathrm{Op}_{h}(a)$ in the semiclassical limit $h \rightarrow 0$ and will often have remainders of the form $\mathcal{O}(h)$, etc., which are operators on $C^{\infty}(M)$. (More generally, semiclassical analysis gives asymptotic expansions in powers of $h$ with the remainder being $\mathcal{O}\left(h^{N}\right)$ for any $N$.) This is understood as follows: if the symbols involved are compactly supported in $T^{*} M$, then the remainders are bounded in norm as operators on $L^{2}$ (with constants in $\mathcal{O}(\bullet)$, of course, independent of $h$ ). For more general symbols, one has to take correct semiclassical Sobolev spaces and we skip these details here. We note that in the basic version of semiclassical calculus used in this section, the symbol $a$ does not depend on $h$, which reflects the macroscopic nature of the results presented below.

Semiclassical quantization has several fundamental algebraic and analytic properties; once these are proved, one can use it as a black box without caring too much for the precise definition of $\mathrm{Op}_{h}(a)$. Of particular importance are the product, adjoint, and commutator rules:

$$
\begin{align*}
\mathrm{Op}_{h}(a) \mathrm{Op}_{h}(b) & =\mathrm{Op}_{h}(a b)+\mathcal{O}(h),  \tag{2.6}\\
\mathrm{Op}_{h}(a)^{*} & =\mathrm{Op}_{h}(\bar{a})+\mathcal{O}(h),  \tag{2.7}\\
{\left[\mathrm{Op}_{h}(a), \mathrm{Op}_{h}(b)\right] } & =-i h \mathrm{Op}_{h}(\{a, b\})+\mathcal{O}\left(h^{2}\right), \tag{2.8}
\end{align*}
$$

and the $L^{2}$ boundedness statement: if $a \in C_{\mathrm{c}}^{\infty}\left(T^{*} M\right)$ then $\left\|\mathrm{Op}_{h}(a)\right\|_{L^{2} \rightarrow L^{2}}$ is bounded uniformly in $h$.

### 2.2. Semiclassical measures for eigenfunctions

We can now introduce the main object of study in this article, which are semiclassical measures associated to high frequency sequences of eigenfunctions of the Laplacian. Semiclassical measures were originally introduced independently by Gérard [27] and LionsPaul [37]. We refer to [49, CHAPTER 5] for a detailed treatment.

Following (2.4), we write the eigenvalue as $h^{-2}$ where $h$ is small. Let $(M, g)$ be a Riemannian manifold and consider a sequence of Laplacian eigenfunctions:

$$
-\Delta_{g} u_{j}=h_{j}^{-2} u_{j}, \quad h_{j} \rightarrow 0, \quad u_{j} \in C^{\infty}(M), \quad\left\|u_{j}\right\|_{L^{2}}=1
$$

Definition 2. We say that the sequence $u_{j}$ converges semiclassically to a finite Borel measure $\mu$ on the cotangent bundle $T^{*} M$, if

$$
\begin{equation*}
\left\langle\mathrm{Op}_{h_{j}}(a) u_{j}, u_{j}\right\rangle_{L^{2}} \rightarrow \int_{T^{*} M} a(x, \xi) d \mu(x, \xi) \quad \text { as } \quad j \rightarrow \infty \tag{2.9}
\end{equation*}
$$

for all test functions $a \in C_{\mathrm{c}}^{\infty}\left(T^{*} M\right)$. A measure $\mu$ on $T^{*} M$ is called a semiclassical measure if it is the limit of some sequence of Laplacian eigenfunctions.

The statement (2.9) actually applies to a broader class of symbols $a$ with polynomial growth as $\xi \rightarrow \infty$. By (2.2), if $a(x, \xi)=a(x)$ depends only on the position variable $x$, then the left-hand side of (2.9) is the integral $\int_{M} a\left|u_{j}\right|^{2} d$ vol $_{g}$. Comparing (2.9) with (1.1), we see that if $u_{j}$ converges semiclassically to $\mu$, then it converges weakly to the pushforward of $\mu$ to the base $M$. Thus we can think of semiclassical measures as (microlocal) lifts of the weak limits of Definition 1.

A quantum-mechanical interpretation of semiclassical measures is as follows: if $a \in$ $C^{\infty}\left(T^{*} M\right.$ ) is a classical observable (a function of position and momentum) then $\mathrm{Op}_{h}(a)$ is the corresponding quantum observable and the expression $\left\langle\operatorname{Op}_{h}(a) u, u\right\rangle_{L^{2}}$ is the average value of the observable $a$ on the quantum particle with wave function $u$. Thus (2.9) gives macroscopic information on the concentration of the particle in both position and momentum in the high-energy limit. Recalling (2.5), we can also interpret semiclassical measures as capturing the concentration of $u_{j}$ simultaneously in the position and frequency.

One important property of Definition 2 is the presence of compactness: any sequence of eigenfunctions has a subsequence converging semiclassically to some measure; see [49, theorem 5.2] and [22, theorem e.42]. Other basic properties of semiclassical measures are summarized in the following

Proposition 3. Let $\mu$ be a semiclassical measure for a Riemannian manifold $(M, g)$. Then:

- $\mu$ is a probability measure;
- $\mu$ is supported on the cosphere bundle

$$
S^{*} M:=\left\{(x, \xi) \in T^{*} M:|\xi|_{g}=1\right\}
$$

- $\mu$ is invariant under the geodesic flow

$$
\varphi^{t}: S^{*} M \rightarrow S^{*} M
$$

Here the geodesic flow is naturally a flow on the sphere bundle $S M$, which is identified with $S^{*} M$ using the metric $g$.

We give a sketch of the proof of Proposition 3 to show how the fundamental properties (2.6)-(2.8) can be used. The first claim follows by taking $a=1$ in (2.9), in which case $\mathrm{Op}_{h}(a)$ is the identity operator. To see the second claim, we use that the semiclassically rescaled Laplacian $-h^{2} \Delta_{g}$ is a quantization of the quadratic function $|\xi|_{g}^{2}$ (giving the square of the length of the cotangent vector $\xi \in T_{x}^{*} M$ with respect to the metric $g$ ), so

$$
P(h):=-h^{2} \Delta_{g}-1=\mathrm{Op}_{h}\left(|\xi|_{g}^{2}-1\right)+\mathcal{O}(h), \quad P\left(h_{j}\right) u_{j}=0 .
$$

Now if $a \in C_{\mathrm{c}}^{\infty}\left(T^{*} M\right)$ vanishes on $S^{*} M$, we can write $a=b\left(|\xi|_{g}^{2}-1\right)$ for some $b \in$ $C_{\mathrm{c}}^{\infty}\left(T^{*} M\right)$. By the product rule (2.6),

$$
\mathrm{Op}_{h_{j}}(a) u_{j}=\mathrm{Op}_{h_{j}}(b) P\left(h_{j}\right) u_{j}+\mathcal{O}\left(h_{j}\right)=\mathcal{O}\left(h_{j}\right),
$$

which by (2.9) gives $\int_{T^{*} M} a d \mu=0$. Since this is true for any $a$ vanishing on $S^{*} M$, we see that supp $\mu \subset S^{*} M$ as needed.

The last claim is also simple to prove: if $b \in C_{\mathrm{c}}^{\infty}\left(T^{*} M\right)$ is arbitrary, then

$$
0=\left\langle\left[P\left(h_{j}\right), \mathrm{Op}_{h_{j}}(b)\right] u_{j}, u_{j}\right\rangle_{L^{2}}=-i h_{j}\left\langle\mathrm{Op}_{h_{j}}\left(\left\{|\xi|_{g}^{2}, b\right\}\right) u_{j}, u_{j}\right\rangle_{L^{2}}+\mathcal{O}\left(h_{j}^{2}\right) .
$$

Here the first equality follows from the fact that $P\left(h_{j}\right) u_{j}=0$ and $P\left(h_{j}\right)$ is self-adjoint; the second one uses the commutator rule (2.8). Now (2.9) shows that the Poisson bracket $\left\{|\xi|_{g}^{2}, b\right\}$ integrates to 0 with respect to $\mu$. But the Hamiltonian flow of $|\xi|_{g}^{2} / 2$, restricted to $S^{*} M$, is the geodesic flow $\varphi^{t}$, so we get

$$
\left.\int_{S^{*} M} \partial_{t}\right|_{t=0}\left(b \circ \varphi^{t}\right) d \mu=0 \quad \text { for all } b \in C_{\mathrm{c}}^{\infty}\left(T^{*} M\right),
$$

from which it follows that $\int_{S^{*} M} b \circ \varphi^{t} d \mu$ is independent of $t$ and thus $\mu$ is invariant under the flow $\varphi^{t}$.

We now give the microlocal formulation of the question (1.2) asked at the beginning of the article:

For a given Riemannian manifold $(M, g)$, what can we say about the set of all semiclassical measures?
The general expectation is that

- when the geodesic flow on $(M, g)$ is "predictable," i.e., completely integrable, there are semiclassical measures which can concentrate on small flow-invariant sets;
- on the other hand, when the geodesic flow on $(M, g)$ has chaotic behavior, semiclassical measures have to be more "spread out."

One of the results supporting the first point above is the following theorem of JakobsonZelditch [33]: if $M$ is the round sphere then any measure satisfying the conclusions of Proposition 3 is a semiclassical measure. See also the work of Studnia [46] and ArnaizMacià [6] in the related case of the quantum harmonic oscillator.

The rest of this article presents various results which support the second point above, in particular giving several ways of defining chaotic behavior of the geodesic flow and the way in which a measure is "spread out."

## 3. ERGODIC SYSTEMS

We first describe what happens under a "mildly chaotic" assumption on the geodesic flow $\varphi^{t}: S^{*} M \rightarrow S^{*} M$, namely that it is ergodic with respect to the Liouville measure. Here the Liouville measure $\mu_{L}=c d \operatorname{vol}_{g}(x) d S(\xi)$ is a natural flow-invariant probability measure on $S^{*} M$, with $d S$ denoting the volume measure on the sphere $S_{x}^{*} M$ corresponding to $g$ and $c$ some constant. By definition, the flow $\varphi^{t}$ is ergodic with respect to $\mu_{L}$ if every $\varphi^{t}$-invariant Borel subset $\Omega \subset S^{*} M$ has $\mu_{L}(\Omega)=0$ or $\mu_{L}(\Omega)=1$.

We say that a sequence of eigenfunctions $u_{j}$ equidistributes if it converges to $\mu_{L}$ in the sense of Definition 2, that is, in the high-energy limit the probability of finding the corresponding quantum particle in a set becomes proportional to the volume of this set. A central


FIGURE 2
Two Dirichlet eigenfunctions for a Bunimovich stadium, courtesy of Alex Barnett (see the caption to Figure 1): the right one shows equidistribution, but the left one does not. Quantum Ergodicity implies that most eigenfunctions look from afar like that on the right.
result in quantum chaos is the following Quantum Ergodicity theorem of Shnirelman [44], Zelditch [47], and Colin de Verdière [14], which states that when the geodesic flow is ergodic, most eigenfunctions equidistribute:

Theorem 4. Assume that the geodesic flow is ergodic with respect to the Liouville measure. Then for any choice of orthonormal basis of eigenfunctions $\left\{u_{k}\right\}$ there exists a density 1 subsequence $u_{k_{j}}$ which converges semiclassically to $\mu_{L}$ in the sense of Definition 2.

See [49, Chapter 15] and the review of Dyatlov [17] for more recent expositions of the proof. The version of Theorem 4 for compact manifolds with boundary was proved by Gérard-Leichtnam [28] for convex domains in $\mathbb{R}^{n}$ with $W^{2, \infty}$ boundaries and ZelditchZworski [48] for compact Riemannian manifolds with piecewise $C^{\infty}$ boundaries. In this setting one imposes (Dirichlet or Neumann) boundary conditions on the eigenfunctions, and the geodesic flow is naturally replaced by the billiard-ball flow (reflecting off the boundary). See Figures 1 and 2 for numerical illustrations.

A natural question is whether the entire sequence of eigenfunctions equidistributes, i.e., whether $\mu_{L}$ is the only semiclassical measure. For general manifolds with ergodic classical flows this is not always true, as proved by Hassell [32]. In particular, for the case of the Bunimovich stadium shown on Figure 2, the paper [32] shows that for almost every choice of the parameter of the stadium (i.e., the aspect ratio of its central rectangle) there exist semiclassical measures which are not the Liouville measure.

Another natural question is what happens when the classical flow has mixed behavior, e.g., $S^{*} M$ is the union of two flow-invariant sets of positive Lebesgue measure such that the flow is ergodic on one of them and completely integrable on the other. Percival's Conjecture claims that this mixed behavior translates to macroscopic behavior of eigenfunctions, namely one can split any orthonormal basis of eigenfunctions into three parts: one of them equidistributes in the ergodic region, another has semiclassical measures supported in the completely integrable region, and the remaining part has density 0 . A version of this conjecture for mushroom billiards was proved by Gomes in his thesis [29,30]; see also the earlier work of Galkowski [26] and Rivière [41].

## 4. STRONGLY CHAOTIC SYSTEMS

We now describe what is known when the geodesic flow on $M$ is assumed to be strongly chaotic. The latter assumption is understood in the sense of the following Anosov property:

Definition 5. Let $(M, g)$ be a compact Riemannian manifold without boundary. We say that the geodesic flow $\varphi^{t}: S^{*} M \rightarrow S^{*} M$ has the Anosov property if there exists a flow/unstable/stable decomposition of the tangent spaces

$$
T_{\rho}\left(S^{*} M\right)=E_{0}(\rho) \oplus E_{u}(\rho) \oplus E_{s}(\rho), \quad \rho \in S^{*} M
$$

where $E_{0}$ is the one-dimensional space spanned by the generator of the flow, while $E_{u}, E_{s}$ depend continuously on $\rho$, are invariant under the flow $\varphi^{t}$, and satisfy the exponential decay condition for some $\theta>0$ :

$$
\left|d \varphi^{t}(\rho) v\right| \leq C e^{-\theta|t|}|v|, \quad \begin{cases}v \in E_{u}(\rho), & t \leq 0 \\ v \in E_{S}(\rho), & t \geq 0\end{cases}
$$

A large family of manifolds with Anosov geodesic flows is given by compact Riemannian manifolds of negative sectional curvature, see the book of Anosov [5]. An important special case is given by hyperbolic surfaces, which are compact, oriented Riemannian manifolds of dimension 2 with Gauss curvature identically equal to -1 . See Figure 3 for a numerical illustration.

The Anosov property implies that the geodesic flow is ergodic with respect to the Liouville measure, so Quantum Ergodicity applies to give that most eigenfunctions equidis-


## FIGURE 3

Two Laplacian eigenfunctions on a hyperbolic surface, courtesy of Alex Strohmaier (see Strohmaier-Uski [45]). Here we view the surface as a quotient of the hyperbolic plane by a group of isometries, or equivalently as the result of gluing together appropriate sides of the pictured fundamental domain. On a microscopic level the two eigenfunctions look different, but the macroscopic features are the same - both show equidistribution.
tribute. The major open question is the following Quantum Unique Ergodicity conjecture which claims equidistribution for the entire sequence of eigenfunctions:

Conjecture 6. Assume that $(M, g)$ is a compact Riemannian manifold with Anosov geodesic flow. Then $\mu_{L}$ is the only semiclassical measure.

Conjecture 6 was originally stated by Rudnick-Sarnak [42] in the context of hyperbolic surfaces. It is known in the special case of arithmetic hyperbolic surfaces, which have additional symmetries commuting with the Laplacian, called Hecke operators, and we consider a joint basis of eigenfunctions of the Laplacian and a Hecke operator; see Lindenstrauss [36] and Brooks-Lindenstrauss [13]. In general, in spite of significant partial progress described below, the conjecture is open. One of the issues with a potential proof is that Quantum Unique Ergodicity fails in the related setting of quantum cat maps; see Theorem 14 below.

### 4.1. Entropy bounds

A major step towards Quantum Unique Ergodicity (Conjecture 6) are entropy bounds, originating in the work of Anantharaman [1]:

Theorem 7. Assume that the geodesic flow on $(M, g)$ has the Anosov property. Then any semiclassical measure $\mu$ has positive Kolmogorov-Sinai entropy, $\mathbf{h}_{\mathrm{KS}}(\mu)>0$.

Here the Kolmogorov-Sinai entropy $\mathbf{h}_{\mathrm{KS}}(\mu)$ is a nonnegative number associated to each flow-invariant measure $\mu$; roughly speaking, it expresses the complexity of the flow from the point of view of that measure, and is one way to measure how "spread out" the measure is-measures which are more concentrated have lower entropy, and measures which are more spread out have higher entropy. Theorem 7 in particular implies the following conjecture of Colin de Verdière [14]:

> On a hyperbolic surface, no semiclassical measure
> can be supported on a closed geodesic
since the entropy of a measure supported on a closed geodesic is zero.
The lower bound on entropy in Theorem 7 is in general complicated. However, in the case of hyperbolic (i.e., constant negative curvature) manifolds Anantharaman-Nonnenmacher [3] gave the following easy to state bound:

Theorem 8. Assume that $(M, g)$ is an $n$-dimensional hyperbolic manifold. Then any semiclassical measure $\mu$ satisfies

$$
\begin{equation*}
\mathbf{h}_{\mathrm{KS}}(\mu) \geq \frac{n-1}{2} . \tag{4.2}
\end{equation*}
$$

We remark that the Liouville measure in this setting has entropy $n-1$, so (4.2) in some sense excludes "half" of all invariant measures as possible semiclassical measures. For other entropy(-type) bounds, see the works of Anantharaman-Koch-Nonnenmacher [2], Rivière [39, 40], and Anantharaman-Silberman [4].

The constant in the bound (4.2) matches (in the case of surfaces) the counterexamples for quantum cat maps given in Theorem 14 below. Thus an important milestone on the way to Quantum Unique Ergodicity would be to prove the following:

Conjecture 9. Let $\mu$ be a semiclassical measure on an $n$-dimensional hyperbolic manifold $(M, g)$. Then $\mathbf{h}_{\mathrm{KS}}(\mu)>\frac{n-1}{2}$.

We conclude this subsection with another conjecture which would go a long way towards Quantum Unique Ergodicity but does not exclude the counterexample of Theorem 14:

Conjecture 10. Let $\mu$ be a semiclassical measure on a compact manifold ( $M, g$ ) with Anosov geodesic flow. Then we have $\mu=\alpha \mu_{L}+(1-\alpha) \mu^{\prime}$ for some $\alpha \in(0,1]$, where $\mu_{L}$ is the Liouville measure and $\mu^{\prime}$ is some probability measure on $S^{*} M$.

### 4.2. Full support property

Another way to characterize how much a measure $\mu$ is "spread out" is by looking at its support, supp $\mu \subset S^{*} M$. For surfaces with Anosov geodesic flows, Dyatlov-Jin [19] (in the hyperbolic case) and Dyatlov-Jin-Nonnenmacher [20] (in the general case) showed that the support of every semiclassical measure is the entire $S^{*} M$ :

Theorem 11. Let $\mu$ be a semiclassical measure on a compact surface $(M, g)$ with Anosov geodesic flow. Then $\operatorname{supp} \mu=S^{*} M$, that is, $\mu(U)>0$ for every nonempty open set $U \subset S^{*} M$.

Theorem 11 and entropy bounds give different restrictions on the set of possible semiclassical measures. On the one hand (assuming $(M, g)$ is a hyperbolic surface for simplicity), the entropy bound (4.2) implies that the Hausdorff dimension of $\operatorname{supp} \mu$ is at least 2, but there exist flow-invariant measures supported on proper subsets of $S^{*} M$ of dimension arbitrarily close to 3 . On the other hand, there exist measures which have full support and small entropy: one can, for example, take a convex combination of the Liouville measure and a measure supported on a closed geodesic.

The key new ingredient in the proof of Theorem 11 is the fractal uncertainty principle of Bourgain-Dyatlov [10]. We state the following version appearing in [20]:

Theorem 12. Let $v, h \in(0,1)$ and assume that $X, Y \subset \mathbb{R}$ are v-porous up to scale $h$, namely for any interval $I \subset \mathbb{R}$ of length $|I| \in[h, 1]$, there exists a subinterval $J \subset I$ of length $|J|=\nu|I|$ such that $X \cap J=\emptyset$ (and similarly for $Y$ ). Then there exist constants $C, \beta>0$ depending only on $v$ such that for all $f \in L^{2}(\mathbb{R})$,

$$
\begin{equation*}
\operatorname{supp} \hat{f} \subset h^{-1} Y \quad \Rightarrow \quad\left\|\mathbf{1}_{X} f\right\|_{L^{2}(\mathbb{R})} \leq C h^{\beta}\|f\|_{L^{2}(\mathbb{R})} \tag{4.3}
\end{equation*}
$$

One should think of the parameter $v$ in Theorem 12 as fixed and $h$ as going to 0 . The sets $X, Y$ can depend on $h$ as long as they are $\nu$-porous; a basic example is given by $\frac{h}{10}$-neighborhoods of some sets which are porous up to scale 0 (e.g., Cantor sets). The estimate (4.3) can be interpreted as follows: if a function $f$ lives in the (semiclassically rescaled)
frequency space in a porous set $Y$, then only a small part of the $L^{2}$-mass of $f$ can concentrate on the porous set $X$. We refer the reader to the review ${ }^{[15]}$ for more details.

The proof of Theorem 11 can be roughly summarized as follows (restricting to the case of hyperbolic surfaces for simplicity): assume that a sequence of eigenfunctions $\left\{u_{j}\right\}$ converges semiclassically to a measure $\mu$ such that $\mu(U)=0$ for some nonempty open set $U \subset S^{*} M$. Using microlocal methods, one can show that $u_{j}$ is in a certain sense concentrated on both of the sets

$$
\Omega_{ \pm}\left(h_{j}\right):=\left\{\rho \in S^{*} M \mid \varphi^{\mp t}(\rho) \notin \mathcal{U} \text { for all } t \in\left[0, \log \left(1 / h_{j}\right)\right]\right\}
$$

of geodesics which do not cross the set $U$ in the future or in the past for time $\log \left(1 / h_{j}\right)$. Here one can barely make sense of localization in the position-frequency space on each of the sets $\Omega_{ \pm}\left(h_{j}\right)$, i.e., construct operators $A_{ \pm}$which localize to these sets and write $u_{j}=$ $A_{+} u_{j}+o(1)=A_{-} u_{j}+o(1)$. However, the sets $\Omega_{ \pm}(h)$ have porous structure (see Figure 5 below for the related case of quantum cat maps), and one can use the Fractal Uncertainty Principle to show that $\left\|A_{+} A_{-}\right\|_{L^{2} \rightarrow L^{2}}=o(1)$, giving a contradiction. We refer to [15] for a detailed exposition of the proof.

Theorem 11 only applies to surfaces because the Fractal Uncertainty Principle is only known for subsets of $\mathbb{R}$. A naïve generalization of Theorem 12 to higher dimensions is false: for example, the sets

$$
X=[0, h / 10] \times[0,1], Y=[0,1] \times[0, h / 10] \subset \mathbb{R}^{2}
$$

are both $\frac{1}{10}$-porous up to scale $h$ (where we replace intervals by balls in the definition of porosity), but they do not satisfy an estimate of type (4.3): the Fourier transform of the indicator function of $h^{-1} Y$ has large $L^{2}$ mass on $X$. (See [16, §6] for a more detailed discussion.) However, this does not translate to a counterexample for semiclassical measures, leaving the door open for the following:

Conjecture 13. Let $\mu$ be a semiclassical measure on a compact manifold ( $M, g$ ) with Anosov geodesic flow. Then supp $\mu=S^{*} M$.

An analog of Conjecture 13 is known for certain quantum cat maps, see Theorem 16 below.

## 5. QUANTUM CAT MAPS

We finally discuss quantum cat maps, which are toy models in quantum chaos with microlocal properties similar to Laplacians on hyperbolic manifolds (though the extensive research on them demonstrates that they are a "tough toy to crack"). They were originally introduced by Hannay and Berry in [31]. We start with two-dimensional quantum cat maps which are analogous to hyperbolic surfaces. These maps quantize toral automorphisms (a.k.a. "Arnold cat maps")

$$
\begin{equation*}
x \mapsto A x \bmod \mathbb{Z}^{2}, \quad x \in \mathbb{T}^{2}=\mathbb{R}^{2} / \mathbb{Z}^{2} \tag{5.1}
\end{equation*}
$$

where $A \in \operatorname{SL}(2, \mathbb{Z})$ is a $2 \times 2$ integer matrix with determinant 1 . We make the assumption that $A$ is hyperbolic, i.e., it has no eigenvalues on the unit circle. A basic example of such a matrix is

$$
A=\left(\begin{array}{ll}
2 & 1  \tag{5.2}\\
1 & 1
\end{array}\right)
$$

Quantizations of the map (5.1) are not operators on $L^{2}$ of a manifold, instead they are unitary $N \times N$ matrices, where the integer $N$ is related to the semiclassical parameter $h$ as follows:

$$
2 \pi N h=1 .
$$

The semiclassical limit $h \rightarrow 0$ studied above now turns into the limit $N \rightarrow \infty$.
Before introducing quantizations of cat maps, we briefly discuss the adaptation of the quantization procedure (2.1) to this setting, which has the form

$$
\begin{equation*}
a \in C^{\infty}\left(\mathbb{T}^{2}\right) \quad \mapsto \quad \operatorname{Op}_{N}(a): \mathbb{C}^{N} \rightarrow \mathbb{C}^{N} \tag{5.3}
\end{equation*}
$$

That is, functions on the 2-torus are quantized to $N \times N$ matrices. The quantization procedure also depends on a twist parameter $\theta \in \mathbb{T}^{2}$, but we suppress this in the notation. (If $N$ is even, then we can always just take $\theta=0$ in what follows.) See, for example, [18, §2.2] for more details.

Now, for $A \in \operatorname{SL}(2, \mathbb{Z})$, its quantization is a family of unitary $N \times N$ matrices $B_{N}: \mathbb{C}^{N} \rightarrow \mathbb{C}^{N}$ which satisfies the following exact Egorov's theorem:

$$
\begin{equation*}
B_{N}^{-1} \mathrm{Op}_{N}(a) B_{N}=\mathrm{Op}_{N}(a \circ A) \quad \text { for all } a \in C^{\infty}\left(\mathbb{T}^{2}\right) \tag{5.4}
\end{equation*}
$$

Such $B_{N}$ exists and is unique modulo multiplication by a unit length scalar. The statement (5.4) intertwines conjugation by $B_{N}$ (corresponding to quantum evolution) with pullback by the map (5.1) (corresponding to classical evolution). It is analogous to Egorov's Theorem for Riemannian manifolds (see, e.g., [49, theorem 15.2]), which states that

$$
e^{-i t h \Delta_{g} / 2} \mathrm{Op}_{h}(a) e^{i t h \Delta_{g} / 2}=\mathrm{Op}_{h}\left(a \circ \varphi^{t}\right)+\mathcal{O}(h)
$$

where the geodesic flow $\varphi^{t}: S^{*} M \rightarrow S^{*} M$ is extended to $T^{*} M$ as the Hamiltonian flow of $|\xi|_{g}^{2} / 2$. Thus the quantum cat map $B_{N}$ should be thought of as an analog of the Schrödinger propagator $e^{i t h \Delta_{g} / 2}$, eigenfunctions of $B_{N}$ are analogous to Laplacian eigenfunctions, and the dynamics of the geodesic flow in this setting is replaced by the dynamics of the map (5.1).

Using the quantization (5.3), we can define similarly to (2.9) semiclassical measures associated to sequences of eigenfunctions

$$
B_{N_{j}} u_{j}=\lambda_{j} u_{j}, \quad u_{j} \in \mathbb{C}^{N_{j}}, \quad\left\|u_{j}\right\|_{\ell^{2}}=1, \quad N_{j} \rightarrow \infty
$$

These are probability measures on $\mathbb{T}^{2}$ which are invariant under the map (5.1) (as can be seen directly from Egorov's theorem (5.4)).

When the matrix $A$ is hyperbolic, the map (5.2) is ergodic with respect to the Lebesgue measure on $\mathbb{T}^{2}$. Using this fact, Bouzouina-de Bièvre [11] showed Quantum Ergodicity in this setting: if we put together orthonormal bases of eigenfunctions of $B_{N}$
for all $N$, then there exists a density 1 subsequence of this sequence which converges to the Lebesgue measure.

On the other hand, Faure-Nonnenmacher-De Bièvre [25] showed that Quantum Unique Ergodicity fails for quantum cat maps:

Theorem 14. Let $A \in \operatorname{SL}(2, \mathbb{Z})$ be a hyperbolic matrix. Fix any periodic trajectory $\gamma \subset \mathbb{T}^{2}$ of the map (5.1). Then there exists a sequence of eigenfunctions $u_{j}$ of the quantum cat map $B_{N_{j}}$, for some $N_{j} \rightarrow \infty$, which converge semiclassically to the measure

$$
\begin{equation*}
\frac{1}{2} \delta_{\gamma}+\frac{1}{2} \mu_{L} \tag{5.5}
\end{equation*}
$$

where $\delta_{\gamma}$ is the delta probability measure on the trajectory $\gamma$ and $\mu_{L}$ is the Lebesgue measure on $\mathbb{T}^{2}$.

We remark that the choice of $N_{j}$ in Theorem 14 is highly special: one takes them so that the matrix $A^{k_{j}}$ is the identity modulo $2 N_{j}$ where $k_{j}$ is very small, namely $k_{j} \sim \log N_{j}$. This implies that the quantum cat map $B_{N_{j}}$ also has a short period, namely $B_{N_{j}}^{k_{j}}$ is a scalar. See the papers of Dyson-Falk [23] and Bonechi-De Bièvre [9] for more information on the periods of the cat map. A numerical illustration of Theorem 14 is given on Figure 4.

The entropy of the measure (5.5) is equal to half the entropy of the Lebesgue measure. This matches the constant in the entropy bound of Theorem 8 . Since from the point of view of microlocal analysis quantum cat maps have similar properties to hyperbolic surfaces,


FIGURE 4
Phase space concentration for two eigenfunctions of the quantum cat map with $A$ given by (5.2) and $N=1292$. More specifically, we plot the absolute value of a smoothened out Wigner transform of the eigenfunction on the logarithmic scale (see, e.g., [18, §2.2.5]). On the left is a typical eigenfunction, showing equidistribution. On the right is a particular eigenfunction of the type constructed in [25], corresponding to a measure of the type (5.5) featuring the closed trajectory $\left\{\left(\frac{1}{3}, 0\right),\left(\frac{2}{3}, \frac{1}{3}\right),\left(\frac{2}{3}, 0\right),\left(\frac{1}{3}, \frac{2}{3}\right)\right\}$. The existence of such an eigenfunction relies on the careful choice of $N: A^{18}$ is the identity matrix modulo $2 N$.
significant new insights would be needed to show that a counterexample of the kind (5.5) cannot occur for hyperbolic surfaces.

Faure-Nonnenmacher [24] showed that the constant $\frac{1}{2}$ in (5.5) is sharp: the mass of the pure point part of any semiclassical measure for a quantum cat map is less than or equal to the mass of its Lebesgue part. Brooks [12] generalized this to a statement that the mass of lower entropy components of any semiclassical measure is less than or equal to the mass of higher entropy components; this in particular implies an entropy bound analogous to (4.2).

There is also an analogue of arithmetic Quantum Unique Ergodicity in the setting of cat maps: Kurlberg-Rudnick [35] introduced Hecke operators which commute with $B_{N}$ and showed that any sequence of joint eigenfunctions of $B_{N}$ and these operators converges to the Lebesgue measure. This does not contradict the counterexample of Theorem 14 since for the values of $N_{j}$ chosen there, the map $B_{N_{j}}$ has eigenvalues of high multiplicity.

We now discuss the recent results on support of semiclassical measures for cat maps, proved using the fractal uncertainty principle. For two-dimensional cat maps, Schwartz [43] showed the following:

Theorem 15. Let $\mu$ be a semiclassical measure for a quantum cat map associated to some hyperbolic matrix $A \in \operatorname{SL}(2, \mathbb{Z})$. Then $\operatorname{supp} \mu=\mathbb{T}^{2}$.

Similarly to Section 4.2, the proof uses that no function can be localized simultaneously on the two sets

$$
\Omega_{ \pm}(N):=\left\{\rho \in \mathbb{T}^{2} \mid A^{\mp j}(\rho) \notin \mathcal{U} \text { for all } j=0, \ldots, \frac{\log N}{\log \left|\lambda_{+}\right|}\right\}
$$

where $\lambda_{+}$is the eigenvalue of $A$ such that $\left|\lambda_{+}\right|>1$. Here $U \subset \mathbb{T}^{2}$ is some nonempty open set. See Figure 5.


## FIGURE 5

A set $U \subset \mathbb{T}^{2}$ (center picture, in white) and the corresponding sets $\Omega_{+}(N), \Omega_{-}(N)$ (left/right picture). The set $\Omega_{+}(N)$ is "smooth" in the unstable direction of the matrix $A$ and porous in the stable direction, with the porosity constant depending only on $\mathcal{U}$. Same is true for $\Omega_{-}(N)$ but switching the roles of the stable/unstable directions. The fractal uncertainty principle of Theorem 12 can be used to show that no function can be localized on both $\Omega_{+}(N)$ and $\Omega_{-}(N)$.

We finally discuss the quantum cat map analog of the higher-dimensional Conjecture 13 , by considering quantum cat maps associated to symplectic integer matrices $A \in$ $\operatorname{Sp}(2 n, \mathbb{Z})$. In this setting Dyatlov-Jézéquel [18] proved

Theorem 16. Let $\mu$ be a semiclassical measure for a quantum cat map associated to a matrix $A \in \operatorname{Sp}(2 n, \mathbb{Z})$ such that:

- A has a simple eigenvalue $\lambda_{+}$such that all other eigenvalues satisfy $|\lambda|<\lambda_{+}$; and
- the characteristic polynomial of $A$ is irreducible over the rationals.

Then $\operatorname{supp} \mu=\mathbb{T}^{2 n}$.
Here the first condition makes it possible to still use the one-dimensional Fractal Uncertainty Principle in the proof.

We remark that there are examples of semiclassical measures which do not have full support for some matrices $A$ satisfying the first condition of Theorem 16 but not the second condition. In particular, there exist semiclassical measures supported on tori associated to any $A$-invariant rational Lagrangian subspace of $\mathbb{R}^{2 n}$. See the work of Kelmer [34] and the discussion in [18, APPEndix A].
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This note is a summary of the contributions of the authors to the variational viewpoint on homogenization. After providing a broad context, two recent projects are discussed in detail: one concerning the large-scale behavior of quasicrystals, and the other involving phase transitions in periodically heterogeneous media.
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## 1. INTRODUCTION

Homogenization, a subject with a long and rich history, deals with the macrobehavior of a medium as a large-scale average of its microscopic properties. The earliest investigations seeking such effective models, appear to go back to Maxwell [76], Lord Rayleigh [84], and others, around the start of the 20th century. For instance, in [84] Lord Rayleigh considers an arrangement of cylindrical rods of constant thermal conductivity in a rectangular array within an otherwise uniform medium. Assuming that the conductivity of the rods is significantly different from that of the background medium, the subject of homogenization addresses questions such as: on length-scales much larger than the period of the arrangement of the rods, can one approximate the heat distribution in the composite material, by instead studying an effective, homogeneous material? Remarkably, in [84] Lord Rayleigh discovers an explicit formula for the effective conductivity in the case of the above planar arrangement.

The study of homogenization has witnessed immense growth in the last half century, and continues to flourish. As it supplies tools for analysis of situations that involve multiple spatio-temporal scales, it is not surprising that homogenization plays an important role in such diverse fields as materials science [2,88], fluid mechanics and mixing [54], climate modeling [35], biology [15, 16, 68], machine learning and data science [91]. The ubiquity of homogenization, on the one hand, and the intractability of direct computational approaches for large, multiscale problems, on the other, renders the analytical study of homogenization vitally important. The goal of this survey is to report progress, and the state-of-the-art, in one segment of this vast subject, focusing on the contributions of the authors to variational methods in homogenization. In particular, we do not discuss the recent burst of activity in stochastic homogenization [8,69], applications of homogenization to study discrete and possibly random structures such as point clouds [89], optimal control theory and numerical analysis associated with homogenization [91].

The main thrust of this article is on variational methods. As a concrete example, we consider the benchmark problem in homogenization

$$
\begin{cases}-\nabla \cdot\left(a\left(\frac{x}{\varepsilon}\right) \nabla u_{\varepsilon}\right)=0 & \text { in } \Omega  \tag{1.1}\\ u_{\varepsilon}=g & \text { on } \partial \Omega\end{cases}
$$

Here, $\Omega \subset \mathbb{R}^{N}$ is a bounded Lipschitz domain, $a: \mathbb{R}^{N} \rightarrow(0, \infty)$ is a given periodic, measurable, bounded, uniformly elliptic, symmetric matrix field, $0<\varepsilon \ll 1$ represents the length-scale of the heterogeneities, and $g \in L^{2}(\partial \Omega)$ is a given Dirichlet datum. Homogenization seeks to find an "effective" constant matrix $\bar{a}$ that is independent of the domain $\Omega$ and of the boundary condition $g$, such that the limit of solutions $\left\{u_{\varepsilon}\right\}_{\varepsilon}$ to (1.1) exists (call it $u_{0}$ ), and solves the "homogenized" partial differential equation (PDE)

$$
\begin{cases}-\nabla \cdot \bar{a} \nabla u=0 & \text { in } \Omega  \tag{1.2}\\ u=g & \text { on } \partial \Omega\end{cases}
$$

It is, of course, of interest to also study quasiperiodic, or random choices of $a$. Early works that addressed the question of justification of the formal two-scale asymptotic expansion
led to the development of important functional analytic tools that rely on the structure of the PDE. These include [14], methods of compensation compactness [87], G- and H-convergence [48], Bloch decomposition [34], among others. When the matrix field $a$ is symmetric, the problem (1.1) has a variational formulation. Indeed, solutions to (1.1) are the unique minimizers to the sequence of variational problems

$$
\begin{equation*}
\min _{\left.u\right|_{\partial \Omega}=g} E_{\varepsilon}(u):=\frac{1}{2} \int_{\Omega}\left\langle a\left(\frac{x}{\varepsilon}\right) \nabla u \cdot \nabla u\right\rangle d x . \tag{1.3}
\end{equation*}
$$

The notion of $\Gamma$-convergence is well suited for the study of the $\varepsilon \rightarrow 0^{+}$asymptotics of the energies $E_{\varepsilon}$ in (1.3). This notion of convergence of a family of functionals defined on a Banach space was introduced by De Giorgi in 1975 (see [49]). As such, along with appropriate compactness, this scheme of convergence of functionals is the weakest notion that ensures that global minimizers of the approximating functional converge to a global minimizer of the limiting functional. In the example in (1.3) above, the limiting energy takes the form

$$
E_{0}(u):=\frac{1}{2} \int_{\Omega}\langle\bar{a} \nabla u, \nabla u\rangle d x
$$

$\Gamma$-convergence is stable under continuous perturbations, and is therefore well adapted to the multiscale analysis of nonlinear problems that have variational structure. More crucially, it is sufficiently robust to allow for the limiting problem to be defined on a different space than the approximating problems (see Section 4 for an example). Being based on soft compactness and lower-semicontinuity arguments, approaches based on $\Gamma$-convergence are particularly well-suited when fine information that is uniform in the small parameter (such as a spectral gap) is difficult or even impossible to obtain. There is, however, a price to pay using $\Gamma$-convergence techniques in that the underlying arguments do not often yield rates of convergence.

## 2. AN OVERVIEW OF CONTRIBUTIONS TO HOMOGENIZATION

In [60], Fonseca and Francfort consider a quasistatic model aiming at understanding the interaction between damage and fracture. To prove that a certain incremental problem at a fixed time step is well posed, they state and use a homogenization conjecture (see [60, conjecture 3.15]), known at the time to be true in some important convex examples (cf. [60, remark 3.16]). This conjecture was then proved to be true in the general convex case in [10], while the nonconvex case, including the quasiconvex one, remains open.

In [20], Fonseca, Bouchitté, and Mascarenhas introduced the so-called global method for relaxation, which is central to the study of minimization problems via the direct method in the calculus of variations. This method provides a unified pathway to identify the integral representation of the lower-semicontinuous envelope of certain functionals that naturally arise in several applications, such as in phase transitions, fracture mechanics, plasticity, and image segmentation. Moreover, as an application of their methodology, they address in [20, SECTION 4.3] a homogenization problem associated with integral energies coupling bulk and surface terms, which generalized several results in the literature, including [23].

In [24], Fonseca, Braides, and Francfort study dimension reduction problems for heterogeneous thin domains in the context of nonlinear elasticity. The domains considered are of the type

$$
\Omega_{\varepsilon}:=\left\{\left(x^{\prime}, x_{3}\right) \in \mathbb{R}^{2} \times \mathbb{R}: x^{\prime} \in \omega,\left|x_{3}\right|<\varepsilon h_{\varepsilon}\left(x^{\prime}\right)\right\}
$$

where $\omega \subset \mathbb{R}^{2}$ is a bounded domain and $h_{\varepsilon}$ is a smooth $\varepsilon$-dependent profile, while the elastic integral energy of the system involves a $p$-growth Carathéodory function $f_{\varepsilon} \equiv f_{\varepsilon}\left(x^{\prime}, x_{3} ; \xi\right)$. As one of the main applications of their general asymptotic analysis, they consider the homogenization problem corresponding to the case where the profile $h_{\varepsilon}$ is assumed to be periodic, and the elastic density $f_{\varepsilon}$ is assumed to be independent of $x_{3}$ and periodic with respect to $x^{\prime}$, with the same period as $h_{\varepsilon}$. They obtain an integral representation for the effective energy on the middle section $\omega$.

Another contribution to the study of minimization problems via the direct method in the calculus of variations is that of Fonseca and Müller in [63], where they address the study of lower semicontinuity and relaxation of functionals of the type

$$
(u, v) \mapsto \int_{\Omega} f(x, u(x), v(x)) \mathrm{d} x
$$

where, for $N, m, d \in \mathbb{N}, \Omega \subset \mathbb{R}^{N}$ is an open and bounded domain, $u: \Omega \rightarrow \mathbb{R}^{m}$, and $v: \Omega \rightarrow \mathbb{R}^{d}$ satisfies a partial differential constraint of the type $\mathcal{A} v=0$. Here, $\mathcal{A}$ is a constantcoefficient linear partial differential operator of the form

$$
\begin{equation*}
\mathcal{A} v:=\sum_{i=1}^{N} A^{(i)} \frac{\partial v}{\partial x_{i}} \quad \text { with } A^{(i)} \in \mathbb{R}^{l \times d} \text { for all } i \in\{1, \ldots, N\} \text { and some } l \in \mathbb{N} \tag{2.1}
\end{equation*}
$$

(see Section 3 for a more detailed description of these operators). In the literature, this context is nowadays referred as the $\mathscr{A}$-free setting. A typical example of such operators is $\mathcal{A}=$ curl, in which case $v=\nabla w$ for some potential $w$. In particular, for $w=u$ we are led to the so-called gradient case, where the integral energies take the form

$$
u \mapsto \int_{\Omega} f(x, u(x), \nabla u(x)) \mathrm{d} x
$$

Though relevant in many applications, the curl case does not cover some important ones in which $v$ must satisfy other linear partial differential constraints, such as Maxwell's equations in the case of electromagnetism, or, in the case of linear elasticity, $v$ is the symmetric part of a gradient. Therefore, the $\mathcal{A}$-free fields setting offers a unified abstract approach to several of these PDE constraints.

In [25], besides further developing the analysis in [63], Fonseca, Braides, and Leoni address an homogenization problem in the $\mathcal{A}$-free setting. More precisely, they characterize the effective behavior of integrals energies of the form

$$
v \mapsto \int_{\Omega} f\left(\frac{x}{\varepsilon}, v(x)\right) \mathrm{d} x \quad \text { subjected to } \mathcal{A} v=0,
$$

where $\varepsilon>0$ is the usual homogenization small parameter, and the integrand $f$ is periodic in the first variable and satisfies certain continuity, $p$-growth, and coercivity conditions.

The periodic homogenization result in [25] was generalized by Fonseca and Krömer [61] by working under weaker continuity assumptions and, most importantly, without assuming coercivity on $f$. Moreover, they extended the widely used two-scale convergence method (see $[1,82]$ ) to the $\mathcal{A}$-free setting.

Also in the context of periodic homogenization in the general $\mathcal{A}$-free framework, Fonseca and Davoli consider in $[42,43]$ operators with variable coefficients, which is not a straightforward extension of the constant coefficient case. More precisely, these two papers are devoted to the study of the effective behavior, as $\varepsilon \rightarrow 0$, of integral energies of the form

$$
\begin{equation*}
v \mapsto \int_{\Omega} f\left(x, \frac{x}{\varepsilon^{\alpha}}, v(x)\right) \mathrm{d} x \tag{2.2}
\end{equation*}
$$

subject to periodically oscillating differential constraints of the type

$$
\begin{equation*}
\mathcal{A}_{\varepsilon} v:=\sum_{i=1}^{N} A^{i}\left(\frac{\cdot}{\varepsilon^{\beta}}\right) \frac{\partial v}{\partial x_{i}} \rightarrow 0 \quad \text { strongly in } W^{-1, p}\left(\Omega ; \mathbb{R}^{l}\right) \tag{2.3}
\end{equation*}
$$

or, in divergence form,

$$
\begin{equation*}
\mathcal{A}_{\varepsilon} v:=\sum_{i=1}^{N} \frac{\partial}{\partial x_{i}}\left(A^{i}\left(\frac{\cdot}{\varepsilon^{\beta}}\right) v\right) \rightarrow 0 \quad \text { strongly in } W^{-1, p}\left(\Omega ; \mathbb{R}^{l}\right), \tag{2.4}
\end{equation*}
$$

where $p \in(1,+\infty), A^{i}(x) \in \mathbb{R}^{l \times d}$ for all $x \in \mathbb{R}^{N}$ and $i \in\{1, \ldots, N\}, \alpha, \beta>0$ are parameters, and $f$ is assumed periodic in the second variable. Different asymptotic regimes are expected according to the ratio between $\alpha$ and $\beta$. The case in which $\beta>0$ and $\alpha=0$ with $f$ independent of the first two variables $(f(x, y, \xi) \equiv f(\xi))$ is addressed in [43] under the $\mathcal{A}$-constraint (2.4). Also, Fonseca and Davoli consider in [43] the $\alpha>0$ and $\beta>0$ case under the $\mathcal{A}$-constraint (2.3). The remaining cases are announced in $[42,43]$ to be treated in forthcoming works.

In [59], Fonseca, Ferreira, and Venkatraman initiated a similar research project to that of Fonseca and Davoli $[42,43]$ but, in contrast with the works mentioned above, outside of the periodic setting. In a nutshell, [59] addresses the effective behavior, as $\varepsilon \rightarrow 0$, of integral energies as in (2.2), with $\mathcal{A}$ as in (2.1), assuming a quasicrystalline assumption on the second variable of $f$ in place of periodicity, which poses new challenges. We refer to Section 3 for a more detailed motivation and description of this work.

Next, we mention some authors' contributions concerning the gradient case, $\mathcal{A}=$ curl, or related cases. In [66], Fonseca and Zappale consider first and second orderderivatives in the multiscale case aimed at composites that may feature periodic properties at more than one microscale. The integral energies are of the form

$$
u \mapsto \int_{\Omega} f\left(\frac{x}{\varepsilon}, \frac{x}{\varepsilon^{2}}, D^{s} u(x)\right) \mathrm{d} x
$$

where $s \in\{1,2\}$, and $f$ is assumed to be convex in the last variable and continuous. Besides considering general convex energies in the multiscale setting, one of the main novelties of [66] is the characterization of multiscale limits of second-order derivatives. Prior to [66], this characterization was only known for first-order derivatives.

Later, Fonseca and Baía [11] address the effective behavior, as $\varepsilon \rightarrow 0$, of integral energies of the form

$$
u \mapsto \int_{\Omega} f\left(x, \frac{x}{\varepsilon}, \nabla u(x)\right) \mathrm{d} x
$$

without assuming any convexity-type condition on $f$. This work extends those in the literature by not requiring uniform continuity in space.

In $[57,58]$, Fonseca and Ferreira revisit the multiscale framework in the case where $f$ grows at most linearly. These studies fall within the realm of the space of functions of bounded variation, BV , and are aimed at identifying effective energies for composite materials in the presence of fracture or cracks. Precisely, they generalize in [58] the notion of two-scale convergence for sequences of Radon measures with finite total variation in [3] to the case of multiple periodic length scales of oscillations. The main result concerns the characterization of the multiscale limit of $\left\{\left(u_{\varepsilon} \mathscr{L}^{N}{ }_{\lfloor\Omega}, D u_{\varepsilon \mid \Omega}\right)\right\}_{\varepsilon} \subset \mathcal{M}\left(\Omega ; \mathbb{R}^{d}\right) \times \mathcal{M}\left(\Omega ; \mathbb{R}^{d \times N}\right)$ whenever $\left\{u_{\varepsilon}\right\}_{\varepsilon}$ is a bounded sequence in $\operatorname{BV}\left(\Omega ; \mathbb{R}^{d}\right)$, where $\mathcal{M}\left(\Omega ; \mathbb{R}^{m}\right)$ with $m \in \mathbb{N}$ is the Banach space of bounded Radon $\mathbb{R}^{m}$-valued measures, endowed with the total variation norm $|\cdot|$. This result requires considerable modifications of the single microscale case treated in [3], and is based on fine analytical and measure-theoretic arguments. Using this characterization, Fonseca and Ferreira treat in [57] multiscale homogenized problems in the space $B V$ of functions of bounded variation of the form

$$
\begin{aligned}
u \mapsto & \int_{\Omega} f\left(\frac{x}{\varrho_{1}(\varepsilon)}, \ldots, \frac{x}{\varrho_{n}(\varepsilon)}, \nabla u(x)\right) \mathrm{d} x \\
& \quad+\int_{\Omega} f^{\infty}\left(\frac{x}{\varrho_{1}(\varepsilon)}, \ldots, \frac{x}{\varrho_{n}(\varepsilon)}, \frac{\mathrm{d} D^{s} u}{\mathrm{~d}\left|D^{s} u\right|}(x)\right) \mathrm{d}\left|D^{s} u\right|(x)
\end{aligned}
$$

for $u \in \operatorname{BV}\left(\Omega ; \mathbb{R}^{d}\right)$. Here, the distributional derivative of $u, D u$, is decomposed into its absolutely continuous part with respect to the $N$-dimensional Lebesgue measure, $\nabla u \mathscr{L}^{N}{ }_{\lfloor\Omega}$, and its singular part, $D^{s} u$. Moreover, $f^{\infty}\left(y_{1}, \ldots, y_{n}, \xi\right):=\limsup _{t \rightarrow \infty} f\left(y_{1}, \ldots, y_{n}, t \xi\right) / t$ is the recession function of a function $f: \mathbb{R}^{n N} \times \mathbb{R}^{d \times N} \rightarrow \mathbb{R}$, separately periodic in the first $n$ variables, and $\varrho_{1}, \ldots, \varrho_{n}$ are positive functions on $(0, \infty)$, representing the lengthscales, such that for all $i \in\{1, \ldots, n\}$ and $j \in\{2, \ldots, n\}, \lim _{\varepsilon \rightarrow 0} \varrho_{i}(\varepsilon)=0, \lim _{\varepsilon \rightarrow 0} \varrho_{j}(\varepsilon) /$ $\varrho_{j-1}(\varepsilon)=0$. In the case of one microscale, Fonseca and Ferreira recover the result in [3] under more general conditions, as well as the results in [19,45]. For two or more microscales, they obtain new results in the literature.

In [28], Fonseca and Bufford extend to $L^{1}(\Omega)$ the paramount two-scale compactness property, which asserts that from every bounded sequence, one can extract a subsequence that two-scale converges, with the average over the periodic cell coinciding with the usual weak two-scale limit. This $L^{1}$-extension is obtained under an equiintegrability condition on the sequence, and is proved in [28] using three different approaches: an adaptation of the $L^{p}$ case with $p>1$, a measure-theoretic argument, and the periodic-unfolding method.

In [27], Fonseca, Bufford, and Davoli address a multiscale homogenization problem in the context of dimension reduction in nonlinear elasticity, aiming at characterizing effective energies for thin, elastic plate-type composites. The energies considered are of the
form

$$
u \mapsto \frac{1}{h} \int_{\Omega_{h}} f\left(\frac{x^{\prime}}{\varepsilon(h)}, \frac{x^{\prime}}{\varepsilon^{2}(h)}, \nabla u(x)\right) \mathrm{d} x=: F_{h}(u)
$$

for $u \in W^{1,2}\left(\Omega_{h} ; \mathbb{R}^{3}\right)$, where $\Omega_{h}:=\omega \times\left(-\frac{h}{2}, \frac{h}{2}\right) \subset \mathbb{R}^{2} \times \mathbb{R}, x=\left(x^{\prime}, x_{3}\right) \in \omega \times\left(-\frac{h}{2}, \frac{h}{2}\right)$, $h>0, f$ is periodic in its first two arguments, and satisfies both common assumptions in nonlinear elasticity and a nondegeneracy condition in a neighborhood of the set of proper rotations. The main result in [27] concerns the characterization of the effective energy associated with the rescaled energies $\frac{1}{h^{2}} F_{h}(\cdot)$ depending on the values of

$$
\gamma_{1}:=\lim _{h \rightarrow 0} \frac{h}{\varepsilon(h)} \quad \text { and } \quad \gamma_{2}:=\lim _{h \rightarrow 0} \frac{h}{\varepsilon^{2}(h)},
$$

where $\lim _{h \rightarrow 0} \varepsilon(h)=\lim _{h \rightarrow 0} \varepsilon^{2}(h)=0$. This rescaling of the energies corresponds to Kirchhoff's nonlinear bending theory for plates, and the values of $\gamma_{1}$ and $\gamma_{2}$ represent the relative ratios between the thickness parameter $h$ and the two homogenization length-scales, $\varepsilon$ and $\varepsilon^{2}$. These authors obtain different limit models depending on these ratios. Their results extend those in [72,90] to the multiscale case, and a key and nontrivial step in [27] is the characterization of the three-scale limit of the sequence of linearized elastic stresses. Indeed, the presence of three scales increases the technicality of the problem in all scaling regimes.

Very recently, in [36, 37], Fonseca, Cristoferi, Hagerty, and Popovici study a variational model for fluid-fluid phase transitions with small scale heterogeneities in the case where the small heterogeneities are of the same order of the scale governing the phase transition, and characterized by a small parameter $\varepsilon>0$. The main result is the limit behavior, as $\varepsilon \rightarrow 0$, of integral energies of the form

$$
u \mapsto \int_{\Omega}\left[\frac{1}{\varepsilon} W\left(\frac{x}{\varepsilon}, u(x)\right)+\varepsilon|\nabla u(x)|^{2}\right] \mathrm{d} x
$$

where $W: \mathbb{R}^{N} \times \mathbb{R}^{d} \rightarrow[0,+\infty)$ is a double-well potential that is periodic in the first variable and has two zeros. This limit behavior is given not by an isotropic interfacial energy as one might expect given the isotropy of the surface energy penalization, $\varepsilon|\nabla u|^{2}$, but instead it has an anisotropic interfacial energy. This anisotropy results from the intricate interaction between homogenization and the phase transitions, and is encoded in the limit cell problem. In [32], the authors study fine properties on the minimizers of the family of problems defining the asymptotic cell formula obtained in [36,37]. They also obtain bounds for the limiting anisotropic surface tension in terms of the large-scale behavior of the distance function to hyperplanes in certain periodic Riemannian metrics. This work, along with a discussion of [36], is the content of Section 5.2.

## 3. HOMOGENIZATION OF QUASICRYSTALLINE FUNCTIONALS VIA TWO-SCALE-CUT-AND-PROJECT CONVERGENCE

The work [59] addresses a homogenization problem aimed at understanding composites with a quasicrystalline microstructure. Such composites have been playing a central role in materials science and other areas of engineering [ $9,18,53,70,73,74,81,93]$; for example,
$\mathrm{Al}-\mathrm{Cu}-\mathrm{Fe}$ quasicrystalline materials in polymer-based composites have significantly shown to improve wear-resistance to volume loss, and a two-fold increase in the elastic moduli. The 2011 Nobel Prize in Chemistry was awarded to Dan Shechtman for the striking discovery of quasicrystals, which was announced in the early 1980s.

A key feature of a quasicrystalline structure is that its properties are ordered but are neither periodic nor random. In particular, the mathematical study of quasicrystalline composites does not fit within the classical periodic homogenization theory, while almostperiodic and stochastic homogenization approaches do not take full advantage of the quasicrystalline feature of the problem, often leading to asymptotic formulas that pose computational difficulties and are not stable under perturbations. Instead, in [59], a homogenization procedure based on the two-scale-cut-and-project convergence, introduced in [21] and recently revisited in [92], is adopted and further developed. This two-scale-cut-and-project homogenization procedure leads to a more tractable (even if higher-dimensional) cell problem.

To describe the problem and the results in [59], we first recall the cut-and-project method to model quasicrystals. This method was introduced by de Bruijn [44] and further developed by Duneau and Katz [52], and extends Penrose's ideas of aperiodic tilings of the plane [83] to higher dimensions (also see [21]). Roughly speaking, we can model an $N$-dimensional quasicrystalline patterns by cutting periodic tilings in an $m$-dimensional space, with $m>N$, through an $N$-dimensional subspace with irrational slope. To be precise, given an $N$-dimensional quasicrystal $R$ and representing by $\sigma_{R}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ a constitutive property of $R$, we can find $m \in \mathbb{N}$, with $m>N$, a $Y^{m}$-periodic function $\sigma: \mathbb{R}^{m} \rightarrow \mathbb{R}$ with $Y^{m} \subset \mathbb{R}^{m}$ a parallelotope, and a linear map $\boldsymbol{R}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ such that

$$
\begin{equation*}
\sigma_{R}(x)=\sigma(\boldsymbol{R} x) . \tag{3.1}
\end{equation*}
$$

In the homogenization literature, the structural condition (3.1) is referred to as quasiperiodicity [30,75]. We refer to [21,59] for relevant examples of such linear maps $\boldsymbol{R}$. Here, and in the sequel, we do not distinguish the linear map from its associated matrix in $\mathbb{R}^{m \times N}$, and denote both by $\boldsymbol{R}$. Also, we do not distinguish between the transpose matrix and the adjoint of $\boldsymbol{R}$, and denote both by $\boldsymbol{R}^{*}$.

In general, there are multiple choices for $m, \sigma$, and $\boldsymbol{R}$ (see [21]). However, the homogenization analysis in this cut-and-project setting does not depend on $\boldsymbol{R}$ provided it satisfies the following diophantine condition

$$
\begin{equation*}
\boldsymbol{R}^{*} k \neq 0 \quad \text { for all } k \in \mathbb{Z}^{m} \backslash\{0\}, \tag{3.2}
\end{equation*}
$$

where $\boldsymbol{R}^{*}$ denotes the transpose of $\boldsymbol{R}$. This condition implies that some entries of $\boldsymbol{R}$ must be irrational, justifying the expression irrational slope used above.

In [59], we address the homogenization problem of characterizing the asymptotic behavior, as $\varepsilon \rightarrow 0^{+}$, of integral energies of the form

$$
\begin{equation*}
F_{\varepsilon}(u):=\int_{\Omega} f_{R}\left(x, \frac{x}{\varepsilon}, u(x)\right) \mathrm{d} x \tag{3.3}
\end{equation*}
$$

for $u \in L^{p}\left(\Omega ; \mathbb{R}^{d}\right)$ satisfying $\mathcal{A} u=0$, where $p \in(1, \infty)$ and

$$
\mathcal{A} u:=\sum_{i=1}^{N} A^{(i)} \frac{\partial u}{\partial x_{i}} \quad \text { with } A^{(i)} \in \mathbb{R}^{l \times d} \text { for all } i \in\{1, \ldots, N\} .
$$

The precise meaning of the preceding condition $\mathcal{A} u=0$, in which case we say that $u$ is $\mathcal{A}$-free, is by duality, i.e.,

$$
\int_{\Omega} u \cdot \mathcal{A}^{*} \phi \mathrm{~d} x=0
$$

for all $\phi \in C_{c}^{1}\left(\Omega ; \mathbb{R}^{l}\right)$, where $\mathcal{A}^{*}$ is the formal adjoint of $\mathcal{A}$ with $\mathcal{A}^{*} \phi:=-\sum_{i=1}^{N}\left(A^{(i)}\right)^{T} \frac{\partial \phi}{\partial x_{i}}$.
As usual within studies involving $\mathcal{A}$-free vector fields, we assume that $\mathcal{A}$ satisfies the constant-rank property $[63,80,87]$; that is, there exists $r \in \mathbb{N}$ such that for all $w \in \mathbb{R}^{n} \backslash\{0\}$, we have

$$
\begin{equation*}
\operatorname{rank} \mathbb{A}(w)=r \tag{3.4}
\end{equation*}
$$

where $\mathbb{A}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{l \times d}$ denotes the symbol of $\mathcal{A}$, and is defined by $\mathbb{A}(w):=\sum_{i=1}^{N} A^{(i)} w_{i}$ for $w \in \mathbb{R}^{n}$.

A key step to study the asymptotic behavior of the integral energies in (3.3) via the two-scale-cut-and-project convergence is the characterization of the two-scale-cut-andproject limits (or, for brevity, $\boldsymbol{R}$-two-scale limits) associated with $L^{p}$-bounded sequences of $\mathcal{A}$-free vector fields. As we mentioned before, this method has the benefit of taking full advantage of the quasicrystalline feature of the problem and, in contrast with the random homogenization case, leads to a simple and more tractable cell formula (see (3.13) below). Before stating our main homogenization result associated with the integral energies in (3.3), Theorem 3.9 below, we revise the main definitions and results regarding the cut-and-project-two-scale convergence obtained in [59], which are of interest on their own.

The notion of $\boldsymbol{R}$-two-scale convergence was introduced in [21] (also see [92]) as an extension of the usual notion of two-scale convergence $[1,82]$ to enable the study of composites whose underlying microstructure has a quasicrystalline feature. In [21,92], the authors consider sequences in $L^{2}$ and their arguments are based on Fourier analysis, relying heavily on Parseval's and Plancherel's identities. Also, in [21] the authors characterize the $\boldsymbol{R}$-twoscale limit of bounded sequences in $W^{1,2}$, while in [92] the authors characterize the limit associated with bounded sequences in $L^{2}$ that are divergence-free or curl-free. In [59], besides generalizing these results to the more general setting of $L^{p}$ with $p \in(1, \infty)$, we provide a unified approach to all the previous cases by considering bounded sequences in $L^{p}$ that are $\mathcal{A}$-free, in the spirit of [61] concerning the periodic case.

We start by introduction the definition of $\boldsymbol{R}$-two-scale convergence. In what follows, we assume that $\varepsilon$ takes values on an arbitrary sequence of positive numbers that converges to zero. Moreover, we use the subscript \# within function spaces to highlight an underlying periodicity, in which case the domain indicates the periodicity cell. For instance, $C_{\#}\left(Y^{m}\right)=\left\{u \in C\left(\mathbb{R}^{m}\right): u\right.$ is $Y^{m}$-periodic $\}$ and, for a parallelotope in $\mathbb{R}^{n}, \Pi \subset \mathbb{R}^{n}$, $L_{\#}^{p}(\Pi)=\left\{u \in L_{\mathrm{loc}}^{p}\left(\mathbb{R}^{n}\right): u\right.$ is $\Pi$-periodic $\}$. Also, given a Lebesgue measurable set $B \subset \mathbb{R}^{k}$,
with $k \in \mathbb{N}$, we use the average notation $f_{B}$. in place of $\frac{1}{\mathscr{L}^{k}(B)} \int_{B}$, where $\mathscr{L}^{k}(B)$ denotes the $k$-dimensional Lebesgue measure of $B$.

Definition 3.1 ( $\boldsymbol{R}$-two-scale convergence). A sequence $\left\{u_{\varepsilon}\right\}_{\varepsilon} \subset L^{p}\left(\Omega ; \mathbb{R}^{k}\right)$ is said to $\boldsymbol{R}$-two-scale converge to a function $u \in L^{p}\left(\Omega \times Y^{m} ; \mathbb{R}^{k}\right)$, and we write $u_{\varepsilon} \xrightarrow{\boldsymbol{R} \text {-2sc }} u$ if for all $\varphi \in L^{p^{\prime}}\left(\Omega ; C_{\#}\left(Y^{m} ; \mathbb{R}^{k}\right)\right)$ we have

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} \int_{\Omega} u_{\varepsilon}(x) \cdot \varphi\left(x, \frac{\boldsymbol{R} x}{\varepsilon}\right) \mathrm{d} x=\int_{\Omega} f_{Y^{m}} u(x, y) \cdot \varphi(x, y) \mathrm{d} x \mathrm{~d} y . \tag{3.5}
\end{equation*}
$$

The next proposition states some basic properties of $\boldsymbol{R}$-two-scale convergence in $L^{p}\left(\Omega ; \mathbb{R}^{k}\right)$, and we refer to [59, REMARKS 3.2 AND 3.3 AND PROPOSItIONS 3.4 AND 3.5] for its proof.

Proposition 3.2. Let $\left\{u_{\varepsilon}\right\}_{\varepsilon} \subset L^{p}\left(\Omega ; \mathbb{R}^{k}\right)$, $u \in L^{p}\left(\Omega \times Y^{m} ; \mathbb{R}^{k}\right)$, and $\bar{u} \in L^{p}\left(\Omega ; \mathbb{R}^{k}\right)$. Then,
(i) (uniqueness of $\boldsymbol{R}$-two-scale limits) There exists at most a function $\tilde{u} \in L^{p}\left(\Omega \times Y^{m} ; \mathbb{R}^{k}\right)$ such that $u_{\varepsilon} \xrightarrow{\boldsymbol{R}-2 s c} \tilde{u}$.
(ii) (on the test functions) If $\left\{u_{\varepsilon}\right\}_{\varepsilon}$ is bounded in $L^{p}\left(\Omega ; \mathbb{R}^{k}\right)$, then $u_{\varepsilon} \xrightarrow{\boldsymbol{R}-2 s c} u$ if and only if (3.5) holds for all $\varphi \in C_{c}^{\infty}\left(\Omega ; C_{\#}^{\infty}\left(Y^{m} ; \mathbb{R}^{k}\right)\right)$.
(iii) ( $\boldsymbol{R}$-two-scale and weak limits) If $u_{\varepsilon} \xrightarrow{\boldsymbol{R}-2 s c} u$, then $u_{\varepsilon} \rightharpoonup \bar{u}_{0}$ weakly in $L^{p}\left(\Omega ; \mathbb{R}^{k}\right)$, where $\bar{u}_{0}(\cdot):=f_{Y^{m}} u(\cdot, y) \mathrm{d} y$. In particular, $\left\{u_{\varepsilon}\right\}_{\varepsilon}$ is bounded in $L^{p}\left(\Omega ; \mathbb{R}^{k}\right)$.
(iv) ( $\boldsymbol{R}$-two-scale and strong limits) If $u_{\varepsilon} \rightarrow \bar{u}$ in $L^{p}\left(\Omega ; \mathbb{R}^{k}\right)$, then $u_{\varepsilon} \xrightarrow{\boldsymbol{R}-2 s c} \bar{u}$.

The next proposition provides an important example of sequences that $\boldsymbol{R}$-two-scale converge, which is at the core of several homogenization results using the $\boldsymbol{R}$-two-scale convergence. In particular, it is used to prove the compactness property with respect to the $\boldsymbol{R}$-two-scale convergence stated in Proposition 3.4.
Proposition 3.3. Let $\psi \in L^{1}\left(\Omega ; C_{\#}\left(Y^{m} ; \mathbb{R}^{k}\right)\right)$, and assume that $\boldsymbol{R}$ satisfies (3.2). Then $\left\{\psi\left(\cdot, \frac{\boldsymbol{R}}{\varepsilon}\right)\right\}_{\varepsilon}$ is an equiintegrable sequence in $L^{1}\left(\Omega ; \mathbb{R}^{k}\right)$ such that

$$
\begin{equation*}
\left\|\psi\left(\cdot, \frac{\boldsymbol{R} \cdot}{\varepsilon}\right)\right\|_{L^{1}\left(\Omega ; \mathbb{R}^{k}\right)} \leqslant\|\psi\|_{L^{1}\left(\Omega ; C_{\#}\left(Y^{m} ; \mathbb{R}^{k}\right)\right)}=\int_{\Omega} \sup _{y \in Y^{m}}|\psi(x, y)| \mathrm{d} x \tag{3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} \int_{\Omega} \psi\left(x, \frac{\boldsymbol{R} x}{\varepsilon}\right) \mathrm{d} x=\int_{\Omega} f_{Y^{m}} \psi(x, y) \mathrm{d} x \mathrm{~d} y \tag{3.7}
\end{equation*}
$$

In particular, if $\psi \in L^{p}\left(\Omega ; C_{\#}\left(Y^{m} ; \mathbb{R}^{k}\right)\right)$, then $\left\{\psi\left(\cdot, \frac{\boldsymbol{R}}{\varepsilon}\right)\right\}_{\varepsilon}$ is a $p$-equiintegrable sequence in $L^{p}\left(\Omega ; \mathbb{R}^{k}\right)$ that $\boldsymbol{R}$-two-scale converges to $\psi$.

The proof of Proposition 3.3 can be found in [59, proposition 3.7 and corollary 3.8], while the proof of the following compactness result can be found in [59, PROPOSItion 3.9].

Proposition 3.4. Let $\left\{u_{\varepsilon}\right\}_{\varepsilon} \subset L^{p}\left(\Omega ; \mathbb{R}^{k}\right)$ be a bounded sequence, and assume that $\boldsymbol{R}$ satisfies (3.2). Then, there exist a subsequence $\varepsilon^{\prime} \preceq \varepsilon$ and a function $u \in L^{p}\left(\Omega \times Y^{m} ; \mathbb{R}^{k}\right)$ such that $u_{\varepsilon^{\prime}} \xrightarrow{\boldsymbol{R}-2 s c} u$.

As shown in [21, REMARK 2.8], this compactness property may fail in the case in which $\boldsymbol{R}$ does not satisfy (3.2).

To characterize the $\boldsymbol{R}$-two-scale limits associated with $L^{p}$-bounded sequences of $\mathcal{A}$-free vector fields, we recall below the notion of $\left(\mathcal{A}, \mathcal{A}_{\boldsymbol{R}^{*}}^{y}\right)$-free vector fields introduced in [59] (see [59, DEFINItion 3.7 AND REMARK 3.6]).

Definition $3.5\left(\left(\mathcal{A}, \mathcal{A}_{\boldsymbol{R}^{*}}^{y}\right)\right.$-free fields). Let $w \in L^{p}\left(\Omega ; L_{\#}^{p}\left(Y^{m} ; \mathbb{R}^{d}\right)\right)$, and define $\bar{w}_{0} \in L^{p}\left(\Omega ; \mathbb{R}^{d}\right)$ and $\bar{w}_{1} \in L^{p}\left(\Omega ; L_{\#}^{p}\left(Y^{m} ; \mathbb{R}^{d}\right)\right)$ by setting $\bar{w}_{0}:=f_{Y^{m}} w(\cdot, y) \mathrm{d} y$ and $\bar{w}_{1}:=w-\bar{w}_{0}$. We say that $w$ is $\left(\mathcal{A}, \mathcal{A}_{\boldsymbol{R}^{*}}^{y}\right)$-free if the two following conditions hold:
(i) for all $\phi \in C_{c}^{1}\left(\Omega ; \mathbb{R}^{l}\right)$, we have $\int_{\Omega} w_{0} \cdot \mathcal{A}^{*} \phi \mathrm{~d} x=0$,
(ii) for a.e. $x \in \Omega$ and for all $\psi \in C_{\#}^{1}\left(Y^{m} ; \mathbb{R}^{l}\right)$,

$$
\begin{equation*}
\text { we have } \int_{Y^{m}} \bar{w}_{1}(x, y) \cdot \mathscr{A}_{\boldsymbol{R}}^{*} \psi(y) \mathrm{d} y=0 \tag{3.9}
\end{equation*}
$$

where

$$
\mathcal{A}^{*}:=-\sum_{i=1}^{N}\left(A^{(i)}\right)^{T} \frac{\partial}{\partial x_{i}} \quad \text { and } \quad \mathcal{A}_{\boldsymbol{R}}^{*}:=-\sum_{i=1}^{N} \sum_{m=1}^{m}\left(A^{(i)}\right)^{T} \boldsymbol{R}_{m i} \frac{\partial}{\partial y_{m}} .
$$

For brevity, we write $\mathcal{A} \bar{w}_{0}=0$ and $\mathcal{A}_{\boldsymbol{R}^{*}}^{y} \bar{w}_{1}=0$ to mean (i) and (ii), respectively.
Next, we state our main result regarding the characterization of the limits of bounded sequences in $L^{p}$ that are $\mathcal{A}$-free.

Theorem 3.6. Let $\boldsymbol{R} \in \mathbb{R}^{m \times n}$ satisfy (3.2). A function $u \in L^{p}\left(\Omega \times Y^{m} ; \mathbb{R}^{d}\right)$ is the $\boldsymbol{R}$-twoscale limit of an $\mathcal{A}$-free sequence $\left\{u_{\varepsilon}\right\}_{\varepsilon} \subset L^{p}\left(\Omega ; \mathbb{R}^{d}\right)$ if and only if $u$ is $\left(\mathcal{A}, \mathcal{A}_{\boldsymbol{R}^{*}}^{y}\right)$-free in the sense of Definition 3.5, that is,

$$
\begin{equation*}
\mathcal{A} \bar{u}_{0}=0 \quad \text { and } \quad \mathcal{A}_{\boldsymbol{R}^{*}}^{y} \bar{u}_{1}=0 \tag{3.10}
\end{equation*}
$$

in the sense of (3.8) and (3.9), respectively, where $\bar{u}_{0}:=f_{Y^{m}} u(\cdot, y) \mathrm{d} y$ and $\bar{u}_{1}:=u-\bar{u}_{0}$.
The proof of Theorem 3.6 in [59] uses similar arguments to those in [61] concerning the periodic case (see [61, theorem 2.12]). The sufficient part in Theorem 3.6, which guarantees that (3.10) fully characterizes the $\boldsymbol{R}$-two-scale limits, is new in the literature even for $p=2$ and $\mathscr{A}:=$ curl or $\mathscr{A}:=$ div treated in [21,92]. Furthermore, in [59, section 5], we give an alternative proof of Theorem 3.6 for the $\mathcal{A}:=$ curl case using arguments based on Fourier analysis that differ from those in [21,92] because Parseval's and Plancherel's identities do not hold for $p \neq 2$. This alternative proof provides the equivalent alterative characterization for the $\boldsymbol{R}$-two-scale limit of bounded sequences in $W^{1, p}$ in Theorem 3.7 below, and we believe it provides useful arguments to study homogenization problems involving quasicrystalline functionals in the $\mathcal{A}:=$ curl case.

Theorem 3.7. Let $\boldsymbol{R} \in \mathbb{R}^{m \times n}$ satisfy (3.2) and let $Y^{m} \subset \mathbb{R}^{m}$ be a parallelotope. Then, a function $v \in L^{p}\left(\Omega \times Y^{m} ; \mathbb{R}^{n}\right)$ is the $\boldsymbol{R}$-two-scale limit of a sequence $\left\{\nabla v_{\varepsilon}\right\}_{\varepsilon}$ with $\left\{v_{\varepsilon}\right\}_{\varepsilon}$ bounded in $W^{1, p}(\Omega)$ if and only if there exist $v_{0} \in W^{1, p}(\Omega)$ and $v_{1} \in L^{p}\left(\Omega ; \mathscr{G}_{\boldsymbol{R}}^{p}\right)$ such that

$$
v=\nabla v_{0}+v_{1}
$$

where

$$
\begin{equation*}
\mathcal{E}_{\boldsymbol{R}}^{p}:=\left\{w \in L_{\#}^{p}\left(Y^{m} ; \mathbb{R}^{n}\right): \hat{w}_{k}=\lambda_{k} \boldsymbol{R}^{*} k \text { for some }\left\{\lambda_{k}\right\}_{k \in \mathbb{Z}^{m}} \subset \mathbb{C} \text { with } \lambda_{0}=0\right\} \tag{3.11}
\end{equation*}
$$

with $\hat{w}_{k}:=f_{Y^{m}} w(y) e^{-2 \pi i k \cdot y} \mathrm{~d} y, k \in \mathbb{Z}^{m}$, denoting the Fourier coefficients of $w$.
Remark 3.8. We recall that if $u_{\varepsilon} \in L^{p}\left(\Omega ; \mathbb{R}^{n}\right)$ is curl-free in $\mathbb{R}^{n}$ with $\Omega$ simply connected, then there exists $v_{\varepsilon} \in W^{1, p}(\Omega)$ such that $u_{\varepsilon}=\nabla v_{\varepsilon}$. Thus, in terms of the notations in the two previous results with $d=N$, we have $\bar{u}_{0}=\nabla v_{0}$ and $\bar{u}_{1}=v_{1}$. In particular, (3.11) provides an alternative characterization of $\mathcal{A}_{\boldsymbol{R}^{*-}}$ and $\mathcal{A}_{\boldsymbol{R}^{*}}^{y}$-free vector fields (see Definition 3.5) in the $\mathcal{A}:=$ curl case (also see [59, remark 5.7] for a more detailed analysis).

Finally, we state the main homogenization result in [59] associated with the integral energies in (3.3), proved under the following assumptions on the Lagrangian, $f_{R}: \Omega \times \mathbb{R}^{n} \times \mathbb{R}^{d} \rightarrow[0, \infty):$
(H1) (quasicrystallinity) there exist $m \in \mathbb{N}$, with $m>N$, a matrix $\boldsymbol{R} \in \mathbb{R}^{m \times n}$ satisfying (3.2), and a continuous function $f: \Omega \times \mathbb{R}^{m} \times \mathbb{R}^{d} \rightarrow[0, \infty)$ such that the function $f(x, \cdot, \xi)$ is $Y^{m}$-periodic for each $(x, \xi) \in \Omega \times \mathbb{R}^{d}$, with $Y^{m}$ denoting a parallelotope in $\mathbb{R}^{m}$, and

$$
f_{R}(x, z, \xi)=f(x, \boldsymbol{R} z, \xi)
$$

for all $(x, z, \xi) \in \Omega \times \mathbb{R}^{n} \times \mathbb{R}^{d}$.
(H2) (growth) there exist $p \in(1, \infty)$ and $C>0$ such that

$$
0 \leqslant f_{R}(x, z, \xi) \leqslant C\left(1+|\xi|^{p}\right)
$$

for all $(x, z, \xi) \in \Omega \times \mathbb{R}^{n} \times \mathbb{R}^{d}$.
For the proof in [59] of the $\Gamma$-liminf inequality in Theorem 3.9 below, we require, in addition,
(H3) (convexity) for all $(x, y) \in \Omega \times \mathbb{R}^{m}$, the function $\xi \mapsto f(x, y, \xi)$ is convex and $C^{1}$.

Theorem 3.9. Let $\Omega \subset \mathbb{R}^{n}$ be an open and bounded set, let $f_{R}: \Omega \times \mathbb{R}^{n} \times \mathbb{R}^{d} \rightarrow[0, \infty)$ be a function satisfying (H1)-(H3), let $F_{\varepsilon}$ be the functional introduced in (3.3), and assume that (3.4) holds. Then, the sequence $\left\{F_{\varepsilon}\right\}_{\varepsilon} \Gamma$-converges on $\mathcal{U}_{\mathcal{A}}:=\left\{u \in L^{p}\left(\Omega ; \mathbb{R}^{d}\right)\right.$ : $A u=0\}$ as $\varepsilon \rightarrow 0^{+}$, with respect to the weak topology in $L^{p}\left(\Omega ; \mathbb{R}^{d}\right)$, to the functional $\mathcal{F}_{\text {hom }}$ defined, for $u \in \mathcal{U}_{\mathcal{A}}$, by

$$
\mathcal{F}_{\text {hom }}(u):=\inf _{w \in \mathcal{W}_{\mathcal{A}}} \int_{\Omega} f_{Y^{m}} f(x, y, u(x)+w(x, y)) \mathrm{d} x \mathrm{~d} y
$$

where

$$
\begin{align*}
\mathcal{W}_{\mathcal{A}}:=\left\{w \in L^{p}\left(\Omega ; L_{\#}^{p}\left(Y^{m} ; \mathbb{R}^{d}\right)\right):\right. & w \text { is }\left(\mathscr{A}, \mathcal{A}_{\boldsymbol{R}^{*}}^{y}\right) \text {-free in the sense of Definition 3.5, } \\
& \text { with } \left.\int_{Y^{m}} w(\cdot, y) \mathrm{d} y=0\right\} . \tag{3.12}
\end{align*}
$$

Precisely, given an arbitrary sequence $\left\{\varepsilon_{n}\right\}_{n \in \mathbb{N}} \subset \mathbb{R}^{+}$converging to 0 , the following pair of statements holds:
(1) ( $\Gamma$-liminf inequality) Let $\left\{u_{n}\right\}_{n \in \mathbb{N}} \subset \mathcal{U}_{\mathcal{A}}$ be a sequence such that $u_{n} \rightharpoonup u$ in $L^{p}\left(\Omega ; \mathbb{R}^{d}\right)$ for some $u \in L^{p}\left(\Omega ; \mathbb{R}^{d}\right)$. Then, $u \in \mathcal{U}_{\mathscr{A}}$ and

$$
\liminf _{n \rightarrow \infty} F_{\varepsilon_{n}}\left(u_{n}\right) \geqslant \mathcal{F}_{\text {hom }}(u)
$$

(2) (recovery sequence) For every $u \in \mathcal{U}_{\mathscr{A}}$, there exists sequence $\left\{u_{n}\right\}_{n \in \mathbb{N}} \subset \mathcal{U}_{\mathscr{A}}$ such that $u_{n} \rightharpoonup u$ in $L^{p}\left(\Omega ; \mathbb{R}^{d}\right)$ and

$$
\limsup _{n \rightarrow \infty} F_{\varepsilon_{n}}\left(u_{n}\right) \leqslant \mathcal{F}_{\text {hom }}(u)
$$

Moreover, for all $u \in \mathcal{U}_{\mathcal{A}}$, we have

$$
\mathcal{F}_{\text {hom }}(u)=\int_{\Omega} f_{\text {hom }}(x, u(x)) \mathrm{d} x,
$$

where

$$
\begin{equation*}
f_{\mathrm{hom}}(x, \xi):=\inf _{v \in \mathcal{V}_{\mathcal{A}}} f_{Y^{m}} f(x, y, \xi+v(y)) \mathrm{d} y \tag{3.13}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathcal{V}_{\mathcal{A}}:=\left\{v \in L_{\#}^{p}\left(Y^{m} ; \mathbb{R}^{d}\right): v \text { is } \mathscr{A}_{\boldsymbol{R}^{*}} \text {-free in the sense of (3.9) and } \int_{Y^{m}} v(y) \mathrm{d} y=0\right\} . \tag{3.14}
\end{equation*}
$$

Remark 3.10 (On the hypotheses of Theorem 3.9, cf. [59, remark 1.2]). (i) In the homogenization literature, measurability of $f$ with respect to the fast-variable is often preferred over continuity. As we discuss in [59, section 2], measurability of $f_{R}$ requires, in general, Borel-measurability of $f$. A common approach to deal with lack of continuity is to combine periodicity with Scorza-Dragoni's-type results that, up to a set of small measure, allow reducing the problem to the continuity setting. Here, however, we cannot use such an argument because a set of small $m$-dimensional Lebesgue measure, the ambient space for the fast variable in terms of (the periodic function) $f$, may not have small $N$-dimensional Lebesgue, the ambient space for the fast variable in terms of (the quasicrystalline function) $f_{R}$. (ii) The nonconvex case raises nontrivial difficulties in the quasicrystalline setting, and will be the subject of a forthcoming work. (iii) In the Sobolev setting, homogenization of integral energies of the form (3.3) under nonperiodic assumptions was undertaken in [22,41,71] in the $\mathcal{A}:=$ curl case, assuming coercivity. Within the quasicrystalline framework, Theorem 3.9 extends these results to the general $\mathscr{A}$-free setting and without coercivity.

The proof in [59] of Theorem 3.9, which we sketch next, is based on $\Gamma$-convergence and on two-scale convergence adapted to the quasicrystalline setting, also called two-scale-cut-and-project convergence.

Proof of Theorem 3.9. We refer to [59] for a detailed proof of the assertions in Theorem 3.9. Here, we only present a sketch of the proof. Let $\left\{\varepsilon_{n}\right\}_{n \in \mathbb{N}} \subset \mathbb{R}^{+}$be an arbitrary sequence converging to 0 .

Step 1. Fix $u \in \mathcal{U}_{\mathscr{A}}$ and assume that $w \in \mathcal{W}_{\mathcal{A}} \cap C^{1}\left(\bar{\Omega} ; C_{\#}^{1}\left(Y^{m} ; \mathbb{R}^{d}\right)\right)$. For $(x, y) \in \Omega \times Y^{m}$, define

$$
\psi(x, y):=f(x, y, u(x)+w(x, y)) .
$$

Using (H1), (H2), the continuity of $f$, and the regularity of $w$, we conclude that $\psi \in L^{1}\left(\Omega ; C_{\#}\left(Y^{m}\right)\right)$. Then, by Proposition 3.3, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\Omega} f_{R}\left(x, \frac{x}{\varepsilon_{n}}, w_{n}(x)\right) \mathrm{d} x=\int_{\Omega} f_{Y^{m}} f(x, y, u(x)+w(x, y)) \mathrm{d} y \mathrm{~d} x \tag{3.15}
\end{equation*}
$$

where, for $x \in \Omega$,

$$
w_{n}(x):=u(x)+w\left(x, \frac{\boldsymbol{R} x}{\varepsilon_{n}}\right)
$$

It can be checked that

$$
\begin{aligned}
& \left\{w_{n}\right\}_{n \in \mathbb{N}} \quad \text { is a } p \text {-equiintegrable sequence in } L^{p}\left(\Omega ; \mathbb{R}^{d}\right), \\
& w_{n} \rightharpoonup u \text { weakly in } L^{p}\left(\Omega ; \mathbb{R}^{d}\right), \quad \mathcal{A} w_{n} \rightarrow 0 \text { in } W^{-1, p}\left(\Omega ; \mathbb{R}^{l}\right) .
\end{aligned}
$$

Then, using an $\mathscr{A}$-free periodic extension lemma established in [63, Lemma 2.15] (also see [61, LEMMA 2.8] and [59, LEMMA 2.3]), we can find a sequence $\left\{u_{n}\right\}_{n \in \mathbb{N}} \subset L^{p}\left(\Omega ; \mathbb{R}^{d}\right)$ such that $\left\{u_{n}\right\}_{n \in \mathbb{N}}$ is $p$-equiintegrable, $\quad \mathcal{A} u_{n}=0$ in $L^{p}\left(\Omega ; \mathbb{R}^{l}\right), \quad u_{n}-w_{n} \rightarrow 0$ in $L^{p}\left(\Omega ; \mathbb{R}^{d}\right)$.

In particular, $u_{n} \rightharpoonup u$ weakly in $L^{p}\left(\Omega ; \mathbb{R}^{d}\right)$. Moreover, from (3.15) and a continuity-type result for $f_{R}$ under (3.16) proved in [59, LEMMA 4.2], we have

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \int_{\Omega} f_{R}\left(x, \frac{x}{\varepsilon_{n}}, u_{n}(x)\right) \mathrm{d} x & =\lim _{n \rightarrow \infty} \int_{\Omega} f_{R}\left(x, \frac{x}{\varepsilon_{n}}, w_{n}(x)\right) \mathrm{d} x \\
& =\int_{\Omega} f_{Y^{m}} f(x, y, u(x)+w(x, y)) \mathrm{d} y \mathrm{~d} x
\end{aligned}
$$

Using the preceding arguments and a density argument, we can show that for each $\delta>0, u \in \mathcal{U}_{\mathcal{A}}$, and $w \in \mathcal{W}_{\mathcal{A}}$, there exists a sequence $\left\{u_{n}\right\}_{n \in \mathbb{N}} \subset \mathcal{U}_{\mathcal{A}}$ such that $u_{n} \rightharpoonup u$ weakly in $L^{p}\left(\Omega ; \mathbb{R}^{d}\right)$ as $n \rightarrow \infty$, and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\Omega} f_{R}\left(x, \frac{x}{\varepsilon_{n}}, u_{n}(x)\right) \mathrm{d} x \leqslant \int_{\Omega} f_{Y^{m}} f(x, y, u(x)+w(x, y)) \mathrm{d} y \mathrm{~d} x+\delta \tag{3.17}
\end{equation*}
$$

Hence, taking the infimum over $w \in \mathcal{W}_{\mathcal{A}}$ first, and then letting $\delta \rightarrow 0$ in (3.17), we get

$$
\Gamma-\limsup _{n \rightarrow \infty} F_{\varepsilon_{n}}(u) \leqslant \mathcal{F}_{\text {hom }}(u),
$$

where

$$
\begin{gathered}
\Gamma-\limsup _{n \rightarrow \infty} F_{\varepsilon_{n}}(u):=\inf \left\{\limsup _{n \rightarrow \infty} F_{\varepsilon_{n}}\left(u_{\varepsilon}\right): u_{n} \rightharpoonup u \text { in } L^{p}\left(\Omega ; \mathbb{R}^{d}\right) \text { as } n \rightarrow \infty,\right. \\
\left.\mathcal{A} u_{n}=0 \text { for all } n \in \mathbb{N}\right\} .
\end{gathered}
$$

Step 2. Here, we prove the $\Gamma$-liminf inequality. Let $\left\{u_{n}\right\}_{n \in \mathbb{N}} \subset \mathcal{U}_{\mathscr{A}}$ be a sequence such that $u_{n} \rightharpoonup u$ in $L^{p}\left(\Omega ; \mathbb{R}^{d}\right)$ for some $u \in L^{p}\left(\Omega ; \mathbb{R}^{d}\right)$.

Because $u_{n} \in U_{\mathscr{A}}$ for all $n \in \mathbb{N}$ and convergence $u_{n} \rightharpoonup u$ in $L^{p}\left(\Omega ; \mathbb{R}^{d}\right)$, we have $u \in U_{\mathscr{A}}$. Moreover, by the sufficient part in Theorem 3.6 and by Proposition 3.2, we have
$u_{n} \xrightarrow{\boldsymbol{R}-2 s c} v$ for a vector-field $v$ that is $\left(\mathcal{A}, \mathcal{A}_{\boldsymbol{R}^{*}}^{y}\right)$-free in the sense of Definition 3.5, with $\int_{Y^{m}} v(\cdot, y) \mathrm{d} y=u(\cdot)$. In particular, we have the decomposition

$$
v=u+v_{1}, \quad v_{1} \in L^{p}\left(\Omega ; L_{\#}^{p}\left(Y^{m} ; \mathbb{R}^{d}\right)\right), \quad \mathcal{A}_{\boldsymbol{R}^{*}}^{y} v_{1}=0, \quad \int_{Y^{m}} v_{1}(\cdot, y) \mathrm{d} y=0 .
$$

Let $\left\{\psi_{j}\right\}_{j \in \mathbb{N}} \subset C_{c}\left(\Omega ; C_{\#}\left(Y^{m} ; \mathbb{R}^{l}\right)\right)$ be a sequence converging to $v$ in $L^{p}\left(\Omega \times Y^{m} ; \mathbb{R}^{d}\right)$ and pointwise in $\Omega \times Y^{m}$. By (H3), we have, for all $n, j \in \mathbb{N}$,

$$
\begin{aligned}
f\left(x, \frac{\boldsymbol{R} x}{\varepsilon_{n}}, u_{n}(x)\right) \geqslant & f\left(x, \frac{\boldsymbol{R} x}{\varepsilon_{n}}, \psi_{j}\left(x, \frac{\boldsymbol{R} x}{\varepsilon_{n}}\right)\right) \\
& +\frac{\partial f}{\partial \xi}\left(x, \frac{\boldsymbol{R} x}{\varepsilon}, \psi_{j}\left(x, \frac{\boldsymbol{R} x}{\varepsilon}\right)\right) \cdot\left(u_{n}(x)-\psi_{j}\left(x, \frac{\boldsymbol{R} x}{\varepsilon}\right)\right) .
\end{aligned}
$$

Integrating this estimate over $\Omega$ and passing to the limit as $n \rightarrow \infty$, Proposition 3.3 and (H2)-(H3) yield

$$
\begin{align*}
\liminf _{n \rightarrow \infty} F_{\varepsilon_{n}}\left(u_{n}\right)= & \liminf _{n \rightarrow \infty} \int_{\Omega} f\left(x, \frac{\boldsymbol{R} x}{\varepsilon_{n}}, u_{n}(x)\right) \mathrm{d} x \\
\geqslant & \int_{\Omega} f_{Y^{m}} f\left(x, y, \psi_{j}(x, y)\right) \mathrm{d} x \mathrm{~d} y \\
& \quad+\int_{\Omega} f_{Y^{m}} \frac{\partial f}{\partial \xi}\left(x, y, \psi_{j}(x, y)\right) \cdot\left(v(x, y)-\psi_{j}(x, y)\right) \mathrm{d} x \mathrm{~d} y \tag{3.18}
\end{align*}
$$

for all $j \in \mathbb{N}$. Letting $j \rightarrow \infty$ in this inequality, we obtain from Fatou's lemma and (H1) that

$$
\begin{aligned}
\liminf _{n \rightarrow \infty} F_{\varepsilon_{n}}\left(u_{n}\right) & \geqslant \int_{\Omega} f_{Y^{m}} f(x, y, v(x, y)) \mathrm{d} y \mathrm{~d} x \\
& =\int_{\Omega} f_{Y^{m}} f\left(x, y, u(x)+v_{1}(x, y)\right) \mathrm{d} y \mathrm{~d} x \\
& \geqslant \inf _{w \in \mathcal{W}_{\mathcal{A}}} \int_{\Omega} f_{Y^{m}} f(x, y, u(x)+w(x, y)) \mathrm{d} x \mathrm{~d} y=\mathcal{F}_{\text {hom }}(u) .
\end{aligned}
$$

Step 3. From Steps 1 and 2, we conclude that for all $u \in \mathcal{U}_{\mathcal{A}}$, we have

$$
\begin{equation*}
\mathcal{F}_{\text {hom }}(u)=\Gamma-\liminf _{n \rightarrow \infty} F_{\varepsilon_{n}}(u)=\Gamma-\limsup _{n \rightarrow \infty} F_{\varepsilon_{n}}(u), \tag{3.19}
\end{equation*}
$$

where

$$
\begin{gathered}
\Gamma-\liminf _{n \rightarrow \infty} F_{\varepsilon_{n}}(u):=\inf \left\{\liminf _{n \rightarrow \infty} F_{\varepsilon_{n}}\left(u_{n}\right): u_{n} \rightharpoonup u \text { in } L^{p}\left(\Omega ; \mathbb{R}^{d}\right) \text { as } n \rightarrow \infty,\right. \\
\left.\mathcal{A} u_{n}=0 \text { for all } n \in \mathbb{N}\right\} .
\end{gathered}
$$

Formula (3.19) asserts that $\left\{F_{\varepsilon}\right\}_{\varepsilon} \Gamma$-converges as $\varepsilon \rightarrow 0^{+}$, with respect to the weak topology in $L^{p}\left(\Omega ; \mathbb{R}^{d}\right)$, to $\mathcal{F}_{\text {hom }}$ on $U_{\mathscr{A}}$, and is equivalent to proving that both the $\Gamma$-liminf inequality and the recovery sequence properties in Theorem 3.9 hold (see [39]).

Step 4. Fix $u \in \mathcal{U}_{\mathscr{A}}$, and let $w \in \mathcal{W}_{\mathcal{A}}$. It can be checked that

$$
\begin{equation*}
x \in \Omega \mapsto f_{\text {hom }}(x, u(x)) \tag{3.20}
\end{equation*}
$$

is a measurable map. Moreover, for a.e. $x \in \Omega$, we have $w(x, \cdot) \in \mathcal{V}_{\mathcal{A}}$. Thus, for a.e. $x \in \Omega$,

$$
\inf _{v \in \mathcal{V}_{\mathcal{A}}} f_{Y^{m}} f(x, y, u(x)+v(y)) \mathrm{d} y \leqslant f_{Y^{m}} f(x, y, u(x)+w(x, y)) \mathrm{d} y .
$$

Integrating this estimate over $\Omega$, and then taking the infimum over $w \in \mathcal{W}_{\mathcal{A}}$, we conclude that

$$
\int_{\Omega} f_{\text {hom }}(x, u(x)) \mathrm{d} x \leqslant \mathcal{F}_{\text {hom }}(u) .
$$

The proof of the converse inequality makes use of a measurable selection criterion proved in [61, Lemma 3.10] (also see [31]), and we refer to [59, PROPOSItion 4.6] for the details.

## 4. PHASE TRANSITIONS IN HETEROGENEOUS MEDIA

Heterogeneous media abound in nature, ranging from biological tissues [68] to geological formations [4]. An essential thermodynamic feature of such systems is phase transitions. The presence of heterogeneities during phase transformations is, in general, expected to lead to complex interactions such as pinning and depinning phenomena of interfacial structures, and stick-slip behaviors for possibly anisotropic interface motion [17]. In [36], Fonseca, Cristoferi, Hagerty, and Popovici initiate a project to understand the interaction of the dynamics of phase transitions with heterogeneities. Further progress is made in [32], and the goal of this section is to outline these developments.

The study of pattern formation in equilibrium configurations phase separation is an extremely complex phenomenon, which has attracted the interest of many mathematicians. In the case of homogeneous substances, variational models such as the Modica-Mortola functional (see $[78,79,86]$ ) and its vectorial (see $[12,65]$ ), anisotropic (see $[13,64]$ ), and nonisothermal variants (see [38]), have been proven capable of describing the stable configurations observed in experiments. For composite materials, it has been realized experimentally (see [17]) that the microscopic scale heterogeneities can affect the macroscopic equilibrium configurations, as well as the dynamics of interfaces. Therefore, physics requires the mathematical models to include these microscopic effects.

In this paper, we consider a variational approach to the study of phase transitions in heterogeneous media in the case where the scale of the heterogeneities is the same as those at which the phase transitions phenomenon takes place. In particular, we study a ModicaMortola like phase field model where the heterogeneities are modeled by oscillations in the potential. To be precise, let $d, N \geqslant 1$, fix an open bounded set $\Omega \subset \mathbb{R}^{N}$ with Lipschitz boundary and, for $\varepsilon>0$, define the energy $\mathscr{F}_{\varepsilon}: H^{1}\left(\Omega ; \mathbb{R}^{d}\right) \rightarrow[0, \infty]$ as

$$
\begin{equation*}
\mathscr{F}_{\varepsilon}(u):=\int_{\Omega}\left[\frac{1}{\varepsilon} W\left(\frac{x}{\varepsilon}, u(x)\right)+\varepsilon|\nabla u(x)|^{2}\right] \mathrm{d} x . \tag{4.1}
\end{equation*}
$$

Here $u \in H^{1}\left(\Omega ; \mathbb{R}^{d}\right)$ represents the phase field variable. The assumptions that the doublewell potential $W: \mathbb{R}^{N} \times \mathbb{R}^{d} \rightarrow[0, \infty)$ has to satisfy differ according to the questions addressed, and therefore we will present them in each section.

We are interested in understanding what is the sharp interface limit as the parameter $\varepsilon \rightarrow 0$. Local minimizers of this limit under a mass constraint will describe equilibrium configurations.

Previous investigations on models related to the one considered in this paper have been undertaken by several authors. In particular, in [6] (see also [5]) Ansini, Braides, and Chiadò Piat considered the case where oscillations are in the forcing term $f(\nabla u)$ (which generalizes $|\nabla u|^{2}$ ), while in [50] and [51] by Dirr, Lucia, and Novaga investigated the interaction of the fluid with a periodic mean zero external field. Moreover, in [26], Braides and Zeppieri studied the $\Gamma$ expansion of the scalar one-dimensional case, allowing the zeros of the potential to jump in a specific way. Finally, the case of higher-order derivatives is examined in [67] by Francfort and Müller.

## 5. PHASE FIELD MODEL

In this section, we present the results obtained in [32,33, 36,37].

### 5.1. Sharp interface limit

In order to study the sharp interface limit of the energy (4.1), we assume that the double-well potential $W: \mathbb{R}^{N} \times \mathbb{R}^{d} \rightarrow[0, \infty)$ satisfies the following properties:
(A1) For all $p \in \mathbb{R}^{d}, x \mapsto W(x, p)$ is $Q$-periodic, where $Q:=(-1 / 2,1 / 2)^{N}$;
(A2) $W$ is a Carathéodory function, i.e.,
(i) for all $p \in \mathbb{R}^{d}$, the function $x \mapsto W(x, p)$ is measurable,
(ii) for a.e. $x \in Q$, the function $p \mapsto W(x, p)$ is continuous;
(A3) There exist $z_{1}, z_{2} \in \mathbb{R}^{d}$ such that, for a.e. $x \in Q, W(x, p)=0$ if and only if $p \in\left\{z_{1}, z_{2}\right\}$,
(A4) There exists a continuous function $\widetilde{W}: \mathbb{R}^{d} \rightarrow[0, \infty)$, vanishing only at $p=z_{1}$ and at $p=z_{2}$, such that $\widetilde{W}(p) \leqslant W(x, p)$ for a.e. $x \in Q ;$
(A5) There exist $C>0$ and $q \geqslant 2$ such that

$$
\frac{1}{C}|p|^{q}-C \leqslant W(x, p) \leqslant C\left(1+|p|^{q}\right)
$$

for a.e. $x \in Q$ and all $p \in \mathbb{R}^{d}$.
Remark 5.1. Assumption (A2)(i) above is the strongest we can ask when modeling periodic inclusions of different materials. Indeed, when each cell $Q$ is composed of $k$ different inclusions of materials each in a region $E_{1}, \ldots, E_{k} \subset Q$, the potential $W$ takes the form

$$
W(x, p):=\sum_{i=1}^{k} W_{i}(p) \chi_{E_{i}}(x),
$$

where $W_{i}: \mathbb{R}^{d} \rightarrow[0, \infty)$ are continuous functions with quadratic growth at infinity and such that $W_{i}(p)=0$ if and only if $p \in\left\{z_{1}, z_{2}\right\}$. Therefore the function $W$ in the first variable is, in general, only measurable. Moreover, the continuity of $W$ in the second variable, the
nondegeneracy of the potential (A4), and the growth at infinity in the second variable (A5) are compatible with what is usually assumed in the physical literature.

The limiting functional will be an interfacial energy whose energy density is defined via a cell formula as follows.

Definition 5.2. For $v \in \mathbb{S}^{N-1}$, let $u_{0, v}: \mathbb{R}^{N} \rightarrow \mathbb{R}^{d}$ be the function

$$
u_{0, v}(x):= \begin{cases}z_{1} & \text { if } x \cdot v \leqslant 0 \\ z_{2} & \text { if } x \cdot v>0\end{cases}
$$

and denote by $Q_{\nu}$ the family of cubes centered at the origin with unit length sides and having two faces orthogonal to $v$. For $T>0, Q_{\nu} \in \mathcal{Q}_{\nu}$, and $\rho \in C_{c}^{\infty}(B(0,1))$ with $\int_{\mathbb{R}^{N}} \rho(x) \mathrm{d} x=1$, where $B(0,1)$ is the unit ball in $\mathbb{R}^{N}$, consider the class of functions

$$
\bigodot\left(\rho, Q_{\nu}, T\right):=\left\{u \in H^{1}\left(T Q_{v} ; \mathbb{R}^{d}\right): u=u_{0, v} * \rho \text { on } \partial\left(T Q_{\nu}\right)\right\} .
$$

We define the function $\sigma: \mathbb{S}^{N-1} \rightarrow[0, \infty)$ as

$$
\sigma(v):=\lim _{T \rightarrow \infty} g(v, T),
$$

where, for each $v \in \mathbb{S}^{N-1}$ and $T>0$,

$$
g(v, T):=\frac{1}{T^{N-1}} \inf \left\{\int_{T Q_{v}}\left[W(y, u(y))+|\nabla u|^{2}\right] \mathrm{d} y: Q_{v} \in Q_{\nu}, u \in \varphi\left(\rho, Q_{v}, T\right)\right\} .
$$

The main properties of the function $\sigma: \mathbb{S}^{N-1} \rightarrow[0, \infty)$ that are relevant for our study are collected in the following result. For the proof, see [36, lemma 4.1, remark 4.2,

## LEMMA 4.3, PROPOSITION 4.4].

Lemma 5.3. The following hold:
(i) For every $v \in \mathbb{S}^{N-1}$, the quantity $\sigma(v)$ is well defined and finite;
(ii) The value of $\sigma(v)$ does not depend on the choice of the mollifier $\rho$;
(iii) The map $v \mapsto \sigma(v)$ is upper semicontinuous on $\mathbb{S}^{N-1}$;
(iv) The infimum in the definition of $g(v, T)$ may be taken with respect to one fixed cube $Q_{\nu} \in \mathcal{Q}_{\nu}$, i.e., given $v \in \mathbb{S}^{N-1}$, for any $Q_{\nu} \in \mathcal{Q}_{\nu}$ it holds

$$
\sigma(\nu)=\lim _{T \rightarrow \infty} \frac{1}{T^{N-1}} \inf \left\{\int_{T Q_{\nu}}\left[W(y, u(y))+|\nabla u|^{2}\right] \mathrm{d} y: u \in \varphi\left(\rho, Q_{\nu}, T\right)\right\} .
$$

We are now in position to introduce the limiting functional.
Definition 5.4. Define the functional $\mathcal{F}_{0}: L^{1}\left(\Omega ; \mathbb{R}^{d}\right) \rightarrow[0, \infty]$ as

$$
\mathcal{F}_{0}(u):= \begin{cases}\int_{\partial^{*} A} \sigma\left(v_{A}(x)\right) \mathrm{d} \mathscr{H}^{N-1}(x) & \text { if } u \in \operatorname{BV}\left(\Omega ;\left\{z_{1}, z_{2}\right\}\right),  \tag{5.1}\\ +\infty & \text { else },\end{cases}
$$

where $A:=\left\{u=z_{1}\right\}$, and $v_{A}(x)$ denotes the measure theoretic external unit normal to the reduced boundary $\partial^{*} A$ of $A$ at the point $x$.



## FIGURE 1

The source of anistropy for the limiting functional. If $\nu_{A}(x)$ is oriented with a direction of periodicity of $W$, the (local) recovery sequence would simply be obtained by using a rescaled version of the recovery sequence for $\sigma\left(v_{A}(x)\right)$ in each yellow cube and by setting $z_{1}$ in the green region, and $z_{2}$ in the pink one. If, instead, $v_{A}(x)$ is not oriented with a direction of periodicity of $W$, the above procedure does not guarantee that we recover the desired energy, since the energy of such functions is not the sum of the energy of each cube.

Remark 5.5. Note that by Lemma 5.3 (i), it holds that $\mathcal{F}_{0}(u)<\infty$ for all $u \in \operatorname{BV}\left(\Omega ;\left\{z_{1}, z_{2}\right\}\right)$, and, by Lemma 5.3 (ii), the definition does not depend on the choice of the mollifier $\rho$.

Theorem 5.6. Let $\left\{\varepsilon_{n}\right\}_{n \in \mathbb{N}} \subset(0,1)$ be a sequence such that $\varepsilon_{n} \rightarrow 0^{+}$as $n \rightarrow \infty$. Assume that (A1), (A2), (A3), (A4), and (A5) hold.
(i) If $\left\{u_{n}\right\}_{n \in \mathbb{N}} \subset H^{1}\left(\Omega ; \mathbb{R}^{d}\right)$ is such that

$$
\sup _{n \in \mathbb{N}} \mathcal{F}_{\varepsilon_{n}}\left(u_{n}\right)<+\infty
$$

then, up to a subsequence (not relabeled), $u_{n} \rightarrow u$ in $L^{1}\left(\Omega ; \mathbb{R}^{d}\right)$, for some function $u \in \operatorname{BV}\left(\Omega ;\left\{z_{1}, z_{2}\right\}\right)$.
(ii) The functional $\mathscr{F}_{0}$ is the $\Gamma$-limit in the $L^{1}$ topology of the family of functionals $\left\{\mathcal{F}_{\varepsilon_{n}}\right\}_{n \in \mathbb{N}}$.

Remark 5.7. The most interesting aspect of the above result is the anisotropic character of the limiting functional. This might come as a surprise since the initial functional $\mathcal{F}_{\varepsilon}$ is isotropic in its penalization of gradients, but there is a hidden anisotropy: the possible mismatch between the directions of periodicity of $W$ and the local orientation of the limiting interface $\partial^{*} A$ (see Figure 1).

We would like to comment on the main ideas behind the proof of Theorem 5.6. Compactness follows by using classical arguments (see [65]), since the nondegeneracy assumption (A4) allows reducing to the case of a nonoscillating potential

$$
\mathcal{F}_{\varepsilon_{n}}\left(u_{n}\right) \geqslant \int_{\Omega}\left[\frac{1}{\varepsilon_{n}} \widetilde{W}\left(u_{n}(x)\right)+\varepsilon_{n}\left|\nabla_{n} u(x)\right|^{2}\right] \mathrm{d} x .
$$

The liminf inequality (see [36, PROPOSItion 6.1]) is based on a standard blow-up argument (see [62]) at a point $x_{0} \in \partial^{*} A$ to reduce to the case where the limiting function is $u_{0, v}$ and the domain is $Q_{\nu} \in Q_{\nu}$, where $v=v_{A}\left(x_{0}\right)$. Then, a technical lemma (see [36, Lemma 3.1]) in the spirit of De Giorgi's slicing method (see [46]) allows modifying the given sequence $\left\{u_{n}\right\}_{n \in \mathbb{N}} \subset H^{1}\left(Q_{\nu} ; \mathbb{R}^{d}\right)$ into a new sequence $\left\{v_{n}\right\}_{n \in \mathbb{N}} \subset H^{1}\left(Q_{\nu} ; \mathbb{R}^{d}\right)$ with $v_{n} \rightarrow u_{0, v}$ in $L^{1}$ such that

$$
\liminf _{n \rightarrow \infty} \mathcal{F}_{\varepsilon_{n}}\left(u_{n}\right) \geqslant \limsup _{n \rightarrow \infty} \mathcal{F}_{\varepsilon_{n}}\left(v_{n}\right)
$$

and $v_{n}=\rho_{n} * u_{0, \nu}$ on $\partial Q_{\nu}$, where $\rho_{n}(x):=\varepsilon_{n}^{-N} \rho\left(x / \varepsilon_{n}\right)$. The required inequality then follows by using a change of variable, and the definition of $\sigma(v)$ together with Lemma 5.3 (iv).

The main challenges are related to the proof of the limsup inequality (see [36, PropoSItion 7.1]) for a function $u \in \operatorname{BV}(\Omega,\{a, b\})$, which requires new geometric arguments. The idea is first to prove the result for functions $u \in \operatorname{BV}(\Omega ;\{a, b\})$, whose outer normals to the reduce boundary have rational coordinates, and then use the density of this class of functions in $\operatorname{BV}(\Omega ;\{a, b\})$ together with Reshetnyak's upper semicontinuity theorem (by Lemma 5.3 (iii) the function $v \mapsto \sigma(v)$ is upper semicontinuous on $\mathbb{S}^{N-1}$ ) to conclude in the general case. In order to tackle the first step, we use a general strategy developed by De Giorgi, which can be seen as a sort of reverse blow-up argument: we consider the localized $\Gamma$-limsup as a map on Borel sets and we prove that it is indeed a Radon measure $\lambda$. This is done by using a simplification of the De Giorgi-Letta coincidence criterion for Borel measures (see [47]) by Dal Maso, Fonseca, and Leoni (see [40, corollary 5.2]). Next, we show that $\lambda$ is absolutely continuous with respect to the measure $\mu:=\mathscr{H}^{N-1}{ }_{\left\llcorner\partial^{*} A\right.}$. The result follows by proving that the density of $\lambda$ with respect to $\mu$ at a point $x_{0} \in \partial^{*} A$ is bounded above by $\sigma\left(v_{A}\left(x_{0}\right)\right)$. It is in this step that we exploit the fact that $v_{A}\left(x_{0}\right) \in \mathbb{S}^{N-1} \cap \mathbb{Q}^{N-1}$. Indeed, by using the fact that $W$ is periodic (with a different period) also as a function on any cube $Q$ whose faces are normal to directions in $\mathbb{S}^{N-1} \cap \mathbb{Q}^{N-1}$, we can estimate the energy of a configuration similar to that in Figure 1 on the left.

Remark 5.8. The strategy used to prove the above result is robust enough to be easily adapted to prove the analogous result when a mass constraint is enforced. Moreover, as a consequence of the $\Gamma$-limit result, we get that the function $\sigma: \mathbb{S}^{N-1} \rightarrow[0, \infty)$ is continuous, and its 1-homogeneous extension is convex.

The upshot of the foregoing result is that microscopic heterogeneities during phase transitions result in anisotropic surface tensions at the macroscopic level. Natural follow-up questions are:
(1) Beyond convexity, what can one say about the effective surface tension $\sigma$ ? What functions $\sigma$ are attainable as effective surface tensions of phase transitions in periodic media?
(2) Considering the gradient flow dynamics of an energy as in (4.1), what are the $\varepsilon \rightarrow 0$ asymptotics? Does one indeed obtain a suitable weak formulation of anisotropic mean curvature flow, by analogy with the isotropic setting? Further-
more, what happens to the asymptotics of the gradient flow when the lengthscales of homogenization and phase transitions differ?

In [32], we provide partial answers to the first question above, by relating it to a geometry problem. In the sequel, we assume the product form of the potential $W$ :

$$
\begin{equation*}
W(y, \xi):=a(y)\left(1-u^{2}\right)^{2}, \quad y \in \mathbb{R}^{N}, u \in \mathbb{R} \tag{5.2}
\end{equation*}
$$

Here $a: \mathbb{R}^{N} \rightarrow \mathbb{R}$ is $Q$-periodic, and nondegenerate in the sense that

$$
\begin{equation*}
\theta \leqslant a(y) \leqslant \Theta, \quad y \in \mathbb{R}^{N}, \tag{5.3}
\end{equation*}
$$

for some $0<\theta<\Theta<\infty$. Note that assumptions (A1)-(A5) of Section 5.1 are satisfied with $z_{1}=-1, z_{2}=1$, and $\widetilde{W}(p):=\left(1-p^{2}\right)^{2}$. The fact that $u$ is scalar-valued is crucial for a number of the results proven in [32,33] since we use arguments based on the maximum principle. However, this is not the case of all the results, and we will indicate this as appropriate.

### 5.2. Bounds on the anisotropic surface tension $\sigma$

### 5.2.1. A geometric framework

Consider the periodic Riemannian metric on $\mathbb{R}^{N}$ that is conformal to the Euclidean one, defined as follows: given points $x, y \in \mathbb{R}^{N}$, we set

$$
d_{\sqrt{a}}(x, y):=\inf _{\gamma} \int_{0}^{1} \sqrt{a(\gamma(t)}|\dot{\gamma}(t)| d t
$$

where the infimum is taken over Lipschitz continuous curves $\gamma:[0,1] \rightarrow \mathbb{R}^{N}$ such that $\gamma(0)=x, \gamma(1)=y$. It is easily seen that the formula defining $d_{\sqrt{a}}$ is independent of the parameterization of the competitor curves $\gamma$. Furthermore, standard arguments via the HopfRinow theorem imply that $\mathbb{R}^{N}$ with the metric $d_{\sqrt{a}}$ is a complete metric space. Equivalently, geodesically complete: given any pair of points $x, y \in \mathbb{R}^{N}$ there exists a distance-minimizing geodesic joining them, whose length is equal to $d_{\sqrt{a}}(x, y)$ (see [86] for details). Now fix a direction $v \in \mathbb{S}^{N-1}$, and consider the plane $\Sigma_{\nu}$ through the origin with normal $\nu$,

$$
\Sigma_{v}:=\left\{y \in \mathbb{R}^{N}: y \cdot v=0\right\} .
$$

Next, define the signed distance function in the $d_{\sqrt{a}}$-metric to the plane $\Sigma_{v}$, via

$$
h_{v}(y):=\operatorname{sgn}(y \cdot v) \inf _{z \in \Sigma_{v}} d_{\sqrt{a}}(y, z)
$$

where the signum function is defined as

$$
\operatorname{sgn}(t):= \begin{cases}1, & t \geqslant 0 \\ -1, & t<0\end{cases}
$$

It can be shown (see [32, LEMMA 2.2]) that $h_{\nu}$ is Lipschitz continuous, with

$$
\begin{equation*}
\left|\nabla h_{v}(y)\right|=\sqrt{a(y)} \quad \text { at a.e. } y \in \mathbb{R}^{N} . \tag{5.4}
\end{equation*}
$$

These observations, together with (5.3), yield

$$
\begin{array}{ll}
\sqrt{\theta}(y \cdot v) \leqslant h_{v}(y) \leqslant \sqrt{\Theta}(y \cdot v), & y \cdot v \geqslant 0, \\
\sqrt{\Theta}(y \cdot v) \leqslant h_{v}(y) \leqslant \sqrt{\theta}(y \cdot v), & y \cdot v<0 . \tag{5.5}
\end{array}
$$

In order to explain the relationship that the $d_{\sqrt{a}}$-metric bears with the anisotropic surface tension $\sigma$, it is useful to revisit the case $a \equiv 1$, and the celebrated Modica-Mortola example. Then,

$$
\sigma(v)=\lim _{T \rightarrow \infty} \frac{1}{T^{N-1}} \inf \left\{\int_{T Q_{v}}\left[W(u(y))+|\nabla u|^{2}\right]: u \in \bigodot\left(\rho, Q_{v}, T\right)\right\}
$$

Elementary algebraic manipulations that effectively boil down to completing the square, yield that the infimum above is asymptotically reached by the one-dimensional profile satisfying equipartition of energy. In the model case of (5.2), this entails that the optimal cost is achieved by the choice $u(y)=q \circ(y \cdot v)$, where $q:=\tanh$. The associated cost is given by

$$
\begin{equation*}
\sigma(v) \equiv \sigma_{0}:=\int_{-\infty}^{\infty}\left[W(q \circ(y \cdot v))+|\nabla(q \circ(y \cdot v))|^{2}\right] d(y \cdot v)=2 \int_{-1}^{1} \sqrt{W(s)} d s \tag{5.6}
\end{equation*}
$$

To make the connection to the $\sqrt{a}$-metric, we begin by noting that when $a \equiv 1$ we have $h_{v}(y) \equiv y \cdot v$. Our main motivation, then, is to obtain a similar formula that is exact when $a$ is nonconstant, or at least supplies reasonable bounds for the nonconstant $v \mapsto \sigma(v)$. We do so by encoding the heterogeneous effects of $a$ into the geometry of the underlying space, i.e., by working in the $\sqrt{a}$-metric. We turn to making these comments precise.

Fix $v \in \mathbb{S}^{N-1}$. Then, the cell formula defining $\sigma(\nu)$, proven in $[36,37]$ and specialized to our setting, reads (see Lemma 5.3 (iv))

$$
\begin{gathered}
\sigma(v)=\lim _{T \rightarrow \infty} \frac{1}{T^{N-1}} \inf \left\{\int_{T Q_{v}}\left[a(y) W(u)+|\nabla u|^{2}\right] d y: u \in H^{1}\left(T Q_{\nu}\right)\right. \\
\left.u=\rho * u_{0, \nu} \text { on } \partial\left(T Q_{\nu}\right)\right\} .
\end{gathered}
$$

Here, we recall that $u_{0, v}(y):=\operatorname{sgn}(y \cdot v)$ and $\rho$ is any standard smooth normalized mollifier (it is shown in Lemma 5.3 (ii) that $\sigma(v)$ is independent of this choice). A preliminary step is to observe, by De Giorgi's slicing method (see [32, Lemma A.1]), that, equivalently,

$$
\begin{gather*}
\sigma(v)=\lim _{T \rightarrow \infty} \frac{1}{T^{N-1}} \inf \left\{\int_{T Q_{v}}\left[a(y) W(u)+|\nabla u|^{2}\right] d y: u \in H^{1}\left(T Q_{\nu}\right)\right. \\
\left.u=q \circ h_{v} \text { along } \partial\left(T Q_{\nu}\right)\right\} \tag{5.7}
\end{gather*}
$$

For each fixed $T \gg 1$, by the direct method of the calculus of variations, the variational problem inside the limit has a minimizer. Such a minimizer is, perhaps, not unique, but for each $T$ we select one, and call it $u_{T}$. We discuss various properties of $u_{T}$ below in Section 5.2.2. In light of (5.7), it is clear by energy comparison that

$$
\sigma(v) \leqslant \liminf _{T \rightarrow \infty} \frac{1}{T^{N-1}} \int_{T Q_{v}}\left[a(y) W\left(q \circ h_{v}\right)+\left|\nabla\left(q \circ h_{v}\right)\right|^{2}\right] d y .
$$

Towards proving the opposite bound, we introduce the function $\phi: \mathbb{R} \rightarrow \mathbb{R}$, by

$$
\phi(z):=2 \int_{0}^{z} \sqrt{W(s)} d s
$$

This function plays a fundamental role in the Modica-Mortola analysis corresponding to $a \equiv 1$. For any $T \gg 1$, using (5.4) and completing squares, we find

$$
\begin{align*}
& \frac{1}{T^{N-1}} \int_{T Q_{v}}\left[a(y) W\left(u_{T}\right)+\left|\nabla u_{T}\right|^{2}\right] d y \\
& =\frac{2}{T^{N-1}} \int_{T Q_{v}} \nabla h_{\nu} \cdot \sqrt{W\left(u_{T}\right)} \nabla u_{T} d y+\frac{1}{T^{N-1}} \int_{T Q_{v}}\left|\nabla u_{T}-\sqrt{W\left(u_{T}\right)} \nabla h_{\nu}\right|^{2} d y \\
& \geqslant \frac{1}{T^{N-1}} \int_{T Q_{v}} \nabla h_{v} \cdot \nabla\left(\phi\left(u_{T}\right)\right) d y \\
& =\frac{1}{T^{N-1}} \int_{T Q_{v}} \nabla h_{v} \cdot \nabla\left(\phi\left(q \circ h_{\nu}\right)\right) d y+\frac{1}{T^{N-1}} \int_{T Q_{v}} \nabla h_{v} \cdot \nabla\left(\phi\left(u_{T}\right)-\phi\left(q \circ h_{\nu}\right)\right) d y \\
& =\frac{1}{T^{N-1}} \int_{T Q_{v}}\left|\nabla h_{v}\right|^{2} \phi^{\prime}\left(q \circ h_{v}\right) q^{\prime}\left(h_{v}\right) d y \\
& +\frac{1}{T^{N-1}} \int_{T Q_{v}} \nabla h_{v} \cdot \nabla\left(\phi\left(u_{T}\right)-\phi\left(q \circ h_{v}\right)\right) d y \\
& =\frac{1}{T^{N-1}} \int_{T Q_{v}} 2 a(y) W\left(q \circ h_{\nu}\right) d y+\frac{1}{T^{N-1}} \int_{T Q_{v}} \nabla h_{\nu} \cdot \nabla\left(\phi\left(u_{T}\right)-\phi\left(q \circ h_{\nu}\right)\right) d y \\
& =\frac{1}{T^{N-1}} \int_{T Q_{v}}\left[a(y) W\left(q \circ h_{v}\right)+\left|\nabla\left(q \circ h_{v}\right)\right|^{2}\right] d y \\
& +\frac{1}{T^{N-1}} \int_{T Q_{v}} \nabla h_{v} \cdot \nabla\left(\phi\left(u_{T}\right)-\phi\left(q \circ h_{v}\right)\right) d y, \tag{5.8}
\end{align*}
$$

where in the last line we used the fact that the function $q \circ h_{v}$ achieves equipartition of energy. Indeed, by the definition of $h_{\nu}$, we have

$$
\left|\nabla\left(q \circ h_{v}\right)(y)\right|^{2}=\left(q^{\prime}\left(h_{v}(y)\right)^{2}\left|\nabla h_{v}(y)\right|^{2}=a(y) W\left(q\left(h_{v}(y)\right) .\right.\right.
$$

Provided we can control the error term

$$
\limsup _{T \rightarrow \infty}\left|\frac{1}{T^{N-1}} \int_{T Q_{v}} \nabla h_{\nu}(y) \cdot \nabla\left(\phi\left(u_{T}\right)-\phi\left(q \circ h_{v}\right)\right) d y\right|:=\lambda_{0}(v)
$$

we observe that the test function $q \circ h_{v}$ gives two-sided bounds on $\sigma(v)$. Controlling the term $\lambda_{0}$ is complicated by the fact that it couples a product of weakly converging sequences (on expanding domains). Indeed, rescaling using $y=T x$ in order to work in a fixed domain $Q_{\nu}$, the two weakly converging factors making up the above product are
(1) the oscillatory factor: by (5.4) and (5.3), the term $\left\{\nabla h_{v}(T \cdot)\right\}_{T}$, which is bounded in $L^{\infty}$, converges weakly-*; and
(2) the concentration factor: the terms $\nabla \phi\left(u_{T}(T \cdot)\right)$ and $\nabla \phi\left(q \circ h_{v}(T \cdot)\right.$ converge weakly-* to measures (see Section 5.2.2 for precise statements).

In particular, as one of the factors converges to a measure, standard tools such as compensated compactness, used traditionally to pass to the limit in products of weakly converging
sequences, are unavailable, and we must control this term "by hand." In Section 5.2.2 below, we obtain fine information on the concentration effects, and in Section 5.2.3 we deduce partial results concerning the oscillatory effects. Finally, we put these together in Section 5.2.4, where we obtain bounds on $\lambda_{0}(\nu)$.

### 5.2.2. Structure of minimizers of the cell formula

For fixed $T \gg 1$, let $u_{T} \in C^{2}\left(T Q_{\nu}\right)$ (by elliptic regularity) a minimizer of the energy

$$
\int_{T Q_{v}}\left[a(y) W(u)+|\nabla u|^{2}\right] d y
$$

among competitors that equal $q \circ h_{v}$ along the boundary $\partial\left(T Q_{v}\right)$, and set

$$
v_{T}(x):=u_{T}(T x), \quad x \in Q_{v} .
$$

which minimizes the energy.
Lemma 5.9. The functions $v_{T}$ converge in $L^{1}$ to $u_{0, v}: Q_{v} \rightarrow\{ \pm 1\}$.
The proof of this lemma (see [32, LEMMA 3.1]) is a nice application of the convexity of the one-homogeneous extension of $\sigma$ (see Remark 5.8), using Jensen's inequality. The argument, without any changes, holds in the complete generality of the setting of [36] on the potential (vectorial, coupled, measurable dependence on the fast variable), and does not rely on the specific structure requested in (5.2). Combining Lemma 5.9 with the results of Caffarelli-Cordoba [29], we find that the level sets of $v_{T}$, for $T$ sufficiently large, converge uniformly to $\Sigma_{\nu} \cap Q_{\nu}$.

Restricting ourselves to the scalar setting of (5.2), an argument using the strong maximum principle yields that, for all $T<\infty$, we have

$$
-1<u_{T}(y)<1
$$

(see [32, LEMMA 3.2]). In particular, $w_{T}:=\frac{1}{\sqrt{2}} \tanh ^{-1} u_{T}$ is well defined, finite, and smooth in $T Q_{\nu}$. Further, the function $w_{T}$ verifies the elliptic boundary value problem

$$
\begin{cases}\Delta w_{T}=\frac{4}{\sqrt{2}} \tanh w_{T}\left(\left|\nabla w_{T}\right|^{2}-a(y)\right), & y \in T Q_{\nu} \\ w_{T}(y)=h_{v}(y), & y \in \partial\left(T Q_{v}\right)\end{cases}
$$

Proposition 5.10. Let $w_{T}$ be as above, and let $T \gg 1$. There exist universal constants $\alpha_{0}$ and $\eta_{0}>0$ such that the following holds:

$$
\begin{cases}\sqrt{\Theta}(y \cdot v)-\alpha_{0} \geqslant w_{T}(y) \geqslant \sqrt{\theta}(y \cdot v)-\eta_{0}, & \text { if } w_{T}(y)>0  \tag{5.9}\\ -\sqrt{\theta}(y \cdot v)+\eta_{0} \geqslant w_{T}(y) \geqslant-\sqrt{\Theta}(y \cdot v)+\alpha_{0}, & \text { if } w_{T}(y)<0\end{cases}
$$

Proposition 5.10 asserts that, up to universal constants, the function $w_{T}$ satisfies exactly the same growth rates as the function $h_{\nu}$, see (5.5). To prove Proposition 5.10, consider, for instance, the lower bound in the first of the two inequalities in (5.9). The main observation is that the function $y \mapsto \zeta_{T}(y):=\frac{y \cdot v}{w_{T}(y)+\eta_{0}}$ satisfies an elliptic PDE that verifies a maximum principle. The remaining inequalities follow from similar arguments, and we refer the reader to [32, PROPOSItion 3.4] for details.

### 5.2.3. The planar metric problem

Our results on the distance function $h_{v}$ concern its large-scale behavior. The bounds on $\sigma$ that we discuss in Section 5.2.4 below, depend solely on the large-scale behavior of the distance functions $h_{v}$ for which one can readily invoke efficient numerical algorithms, for example fast marching and sweeping methods [85].

A natural question concerns the large-scale homogenized behavior of $h_{v}$, i.e., the characterization of the limit

$$
\lim _{T \rightarrow \infty} \frac{h_{v}(T y)}{T}, \quad y \in \mathbb{R}^{N},
$$

in a suitable topology of functions. We completely answer this question.
Theorem 5.11. Let $v \in \mathbb{S}^{N-1}$. There exists a real number $c(v) \in[\sqrt{\theta}, \sqrt{\Theta}]$ such that for each $K \subseteq \mathbb{R}^{N}$ compact, we have

$$
\lim _{T \rightarrow \infty} \sup _{y \in K}\left|\frac{1}{T} h_{v}(T y)-c(v)(y \cdot v)\right|=0
$$

Moreover, for all compact subsets $K$ of $\mathbb{R}^{N} \backslash \Sigma_{\nu}$, we have

$$
\lim _{T \rightarrow \infty} \sup _{y \in K}\left|\frac{1}{T(y \cdot v)} h_{v}(T y)-c(v)\right|=0
$$

We can interpret Theorem 5.11 as a homogenization result for the eikonal equation in half-spaces. Indeed, it is well known (see, for example, [77]) that for each fixed $v \in \mathbb{S}^{N-1}$, the functions $k_{T}(y):=T^{-1} h_{\nu}(T y)$ and $\ell(y):=c(\nu)(y \cdot v)$ are the unique viscosity solutions to

$$
\left\{\begin{array} { l l } 
{ | \nabla k _ { T } | = \sqrt { a ( T y ) } } & { \text { in } \{ y \cdot v \geqslant 0 \} , }  \tag{5.10}\\
{ k _ { T } = 0 } & { \text { on } \Sigma _ { v } , }
\end{array} \text { and } \quad \left\{\begin{array}{ll}
|\nabla \ell|=c(v) & \text { in }\{y \cdot v \geqslant 0\}, \\
\ell=0 & \text { on } \Sigma_{v}
\end{array}\right.\right.
$$

Theorem 5.11 shows that viscosity solutions of the heterogeneous eikonal equations, i.e., $k_{T}$ in (5.10), converge locally uniformly to $\ell$. A viscous and stochastic version of these equations (termed the "planar metric problem") was introduced by Armstrong and Cardaliaguet [7], and studied by others [55,56] in the context of stochastic homogenization of geometric flows. Small modifications of our arguments, in fact, yield homogenization theorems for first order Hamilton-Jacobi equations in almost periodic media in half-spaces, with Lipschitz dependence on the fast variable, and convex dependence on the gradient variable.

### 5.2.4. Bounds on the anisotropic surface tension

As explained in the string of inequalities (5.8), the function $q \circ h_{\nu}$ provides tight upper and lower bounds for the effective anisotropy $\sigma(v)$. To be precise, we have

Theorem 5.12. Let $\sigma: \mathbb{S}^{N-1} \rightarrow[0, \infty)$ be the anisotropic surface energy as in (5.2). Let $q: \mathbb{R} \rightarrow \mathbb{R}$ be defined by

$$
q(z):=\tanh (z), \quad z \in \mathbb{R} .
$$

For $v \in \mathbb{S}^{N-1}$, define

$$
\begin{aligned}
& \underline{\lambda}(v):=\liminf _{T \rightarrow \infty} \frac{1}{T^{N-1}} \int_{T Q_{v}}\left[a(y) W\left(q \circ h_{v}\right)+\left|\nabla\left(q \circ h_{v}\right)\right|^{2}\right] d y, \\
& \bar{\lambda}(v):=\limsup _{T \rightarrow \infty} \frac{1}{T^{N-1}} \int_{T Q_{v}}\left[a(y) W\left(q \circ h_{v}\right)+\left|\nabla\left(q \circ h_{v}\right)\right|^{2}\right] d y .
\end{aligned}
$$

There exist $\Lambda_{0}>0$ and $\lambda_{0}: \mathbb{S}^{N-1} \rightarrow\left[0, \Lambda_{0}\right]$ such that

$$
\bar{\lambda}(v)-\lambda_{0}(v) \leqslant \sigma(v) \leqslant \underline{\lambda}(v) .
$$

We remark that in general, $\lambda_{0}(v)$ is never zero, unless $a \equiv 1$.
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We review recent results on functional inequalities for systems of orthonormal functions. The key finding is that for various operators the orthonormality leads to a gain over a simple application of the triangle inequality. The operators under consideration are either related to Sobolev-type inequalities or to Fourier restriction-type inequalities.

MATHEMATICS SUBJECT CLASSIFICATION 2020
Primary 42B37; Secondary 35Q40, 46E35, 47B10, 47N50, 81Q10

## KEYWORDS

Lieb-Thirring inequality, orthonormal systems, Sobolev inequality, Strichartz inequality, Fourier restriction inequality

## 1. INTRODUCTION

For more than four decades, Lieb-Thirring inequalities have played an important role in various areas of mathematical physics and analysis. The progress that has been made towards the conjectures in the area and many extensions and generalizations of the original inequalities have been reviewed in the surveys [5,19,38,42,43,49], the textbooks [51,52], as well as in the forthcoming book [27]. In order to avoid too large an overlap with these existing works, the present contribution, which was invited by the organizers of the International Congress of Mathematicians 2022, to whom the author is most grateful, focuses only on one single aspect of these inequalities. Namely, we will consider Lieb-Thirring inequalities from the point of view of Sobolev-type inequalities for systems of orthonormal functions, and we discuss recent extensions, in particular, to the Strichartz and Stein-Tomas inequalities from harmonic analysis. We will also briefly comment on selected applications of these newly obtained bounds.

### 1.1. The general setup

Let $\mathscr{H}$ be a (typically complex) Hilbert space with norm denoted by $\|\cdot\|$ and let $X$ be a measure space, with measure denoted simply by $d x$ and with corresponding Lebesgue spaces $L^{q}(X)$. Assume that $T$ is a bounded linear operator from $\mathscr{H}$ to $L^{q}(X)$ for some $q>2$. That is, for all $f \in \mathscr{H}$,

$$
\begin{equation*}
\int_{X}|T f|^{q} d x \lesssim\|f\|^{q} \tag{1.1}
\end{equation*}
$$

As a consequence, if $f_{1}, \ldots, f_{N}$ are normalized in $\mathscr{H}$, then

$$
\int_{X}\left(\sum_{n=1}^{N}\left|T f_{n}\right|^{2}\right)^{q / 2} d x \lesssim N^{q / 2}
$$

This is a consequence of (1.1) and the triangle inequality in $L^{q / 2}$. The power $N^{q / 2}$ is best possible, as can be seen by taking all $f_{n}$ to be equal.

The question that interests us here is whether for a given operator $T$ there is a power

$$
\alpha<q / 2
$$

such that for all $N$ and all $f_{1}, \ldots, f_{N} \in \mathscr{H}$ satisfying the orthonormality constraint

$$
\left(f_{n}, f_{m}\right)=\delta_{n, m} \quad \text { for all } 1 \leq n, m \leq N
$$

one has

$$
\begin{equation*}
\int_{X}\left(\sum_{n=1}^{N}\left|T f_{n}\right|^{2}\right)^{q / 2} d x \lesssim N^{\alpha} \tag{1.2}
\end{equation*}
$$

As explained, for instance, in $[19,50,52]$, such bounds, if true, have important consequences in the mathematical physics of large fermionic quantum systems, density functional theory, and the theory of nonlinear evolution equations. Their study is also interesting from a purely analytical point of view and reveals aspects of the underlying operator $T$ which go beyond its boundedness.

At the moment there is no general principle that determines the exponent $\alpha$ directly from the operator $T$. Rather, inequalities of the form (1.2), if true, have been verified on a case by case basis. Most of the existing results concern the case where $T$ is (at least approximately) translation invariant. Finding a regime of orthonormal functions $f_{1}, \ldots, f_{N}$ with $N \rightarrow \infty$ where the power $\alpha$ in the bound (1.2) is saturated often relies on techniques of semiclassical and microlocal analysis.

### 1.2. Example: the HLS inequality

The above principle is most clearly illustrated on the example of the Hardy-Little-wood-Sobolev (HLS) inequality, also know as the weak Young inequality or the theorem of fractional integration; see, e.g., [51, theorem 4.3]. A particular case of this inequality states that for $0<s<d / 2$ the operator of convolution with $|x|^{-d+s}$ is bounded from $L^{2}\left(\mathbb{R}^{d}\right)$ to $L^{q}\left(\mathbb{R}^{d}\right)$ with $q=2 d /(d-2 s)$.

Its extension to systems of orthonormal functions is due to Lieb [48] and reads as follows.

Theorem 1. Let $0<s<d / 2$. Then, if $f_{1}, \ldots, f_{N}$ are orthonormal in $L^{2}\left(\mathbb{R}^{d}\right)$,

$$
\int_{\mathbb{R}^{d}}\left(\left.\left.\sum_{n=1}^{N}| | x\right|^{-d+s} * f_{n}\right|^{2}\right)^{d /(d-2 s)} d x \lesssim N
$$

Remarks 2.
(a) The power 1 of $N$ on the right side is best possible.
(b) The bound is equivalent (in a certain weak sense) to the Cwikel-Lieb-Rozenblum (CLR) bound

$$
N\left((-\Delta)^{s}+V\right) \lesssim \int_{\mathbb{R}^{d}} V_{-}^{d /(2 s)} d x
$$

on the number $N\left((-\Delta)^{s}+V\right)$ of negative eigenvalues of the generalized Schrödinger operator $(-\Delta)^{s}+V$ in $L^{2}\left(\mathbb{R}^{d}\right)$. Here $V(x)_{-}=\max \{-V(x), 0\}$. The meaning of "equivalent" will be explained in the next subsection. It is a "weak" form of equivalence, because this argument does not mean that the sharp constant in Theorem 1 is in one-to-one correspondence with the sharp constant in the CLR bound. This is in contrast to a form of duality that we will encounter later.
(c) The proof of Theorem 1 in [48] proceeds by reducing it to Cwikel's theorem [11]. Alternative, direct proofs of Theorem 1 were given in [17,58]. We present a different, unpublished proof in Subsection 1.5 below.
(d) Just like the HLS inequality, the bound in Theorem 1 is conformally invariant. This leads to a natural conjecture for its optimal constant [17].

### 1.3. The duality argument

Let us return to the general setting described in Subsection 1.1 and consider a bounded operator $T: \mathscr{H} \rightarrow L^{q}(X)$ for some $q>2$. By Hölder's inequality, this bound-
edness is equivalent to having, for any $W \in L^{2 q /(q-2)}(X)$ and any $f \in \mathscr{H}$,

$$
\int_{X}|W|^{2}|T f|^{2} d x \lesssim\|W\|_{2 q /(q-2)}^{2}\|f\|^{2}
$$

which, in turn, is equivalent to the boundedness of the operator $W T$ from $\mathscr{H}$ to $L^{2}(X)$ with norm

$$
\|W T\| \lesssim\|W\|_{2 q /(q-2)}
$$

Here, as usual, we do not distinguish in the notation between the function $W$ and the operator of multiplication by $W$. Moreover, $\|\cdot\|$ on the left side denotes the operator norm.

Let us now reformulate the desired inequality (1.2) in terms of the operator $W T$. We assume that $\alpha<q / 2$. Again by Hölder's inequality, we see that (1.2) is equivalent to

$$
\begin{equation*}
\sum_{n=1}^{N} \int_{X}|W|^{2}\left|T f_{n}\right|^{2} d x \lesssim N^{2 \alpha / q}\|W\|_{2 q /(q-2)}^{2} \tag{1.3}
\end{equation*}
$$

In order to state this previous inequality succinctly, we recall the notion of Schatten spaces. Background can be found, for instance, in [36,62]. For a compact operator $K$ between two Hilbert spaces, we denote by $\left(s_{n}(K)\right)_{n \in \mathbb{N}}$ the sequence of its singular values, that is, the square roots of the eigenvalues of the operator $K^{*} K$ in nonincreasing order, repeated according to multiplicities. Then, by definition, for any $0<r<\infty$, the Schatten class $\varsigma^{r}$ consists of all compact operators $K$ with $s .(K) \in \ell^{r}$. This is a normed linear space with respect to

$$
\|K\|_{r}:=\left(\sum_{n \in \mathbb{N}} s_{n}(K)^{r}\right)^{1 / r}
$$

Also, we will need the weak variant of this space, $\varsigma_{\text {weak }}^{r}$, consisting of all compact $K$ with $s .(K) \in \ell_{\text {weak }}^{r}$. For $2<r<\infty$, the following norm will appear naturally in our analysis:

$$
\|K\|_{r, \mathrm{w}}:=\sup _{N \in \mathbb{N}} N^{-1 / 2+1 / r}\left(\sum_{n=1}^{N} s_{n}(K)^{2}\right)^{1 / 2}
$$

It follows from the variational principle for sums of eigenvalues that

$$
\sum_{n=1}^{N} s_{n}(K)^{2}=\sup \left\{\sum_{n=1}^{N}\left\|K f_{n}\right\|^{2}: f_{1}, \ldots, f_{N} \text { orthonormal }\right\}
$$

From this and the triangle inequality in $\mathbb{R}^{N}$ it follows that $\|\cdot\|_{r, w}$ defines, indeed, a norm. It is also easy to see that $\|\cdot\|_{r, w}$ is equivalent to the more standard quasinorm in $\delta_{\text {weak }}^{r}$ defined by

$$
\|K\|_{r, \mathrm{w}}^{\prime}:=\sup _{n \in \mathbb{N}} n^{1 / r} s_{n}(K)
$$

The constants in this equivalence depend on $r>2$ and their explicit values can be found, for instance, in [17, Lemma 2.3], where another expression for $\|K\|_{r, w}$ is used.

Returning to the above setting, we now see that (1.3) is equivalent to the fact that $W T$ belongs to the weak Schatten class $\oint_{\text {weak }}^{2 q /(q-2 \alpha)}$ with

$$
\begin{equation*}
\|W T\|_{2 q /(q-2 \alpha), \mathrm{w}} \lesssim\|W\|_{2 q /(q-2)} \tag{1.4}
\end{equation*}
$$

To summarize, we have seen that the desired inequality (1.2) is equivalent to a quantitative compactness property of the operator $W T$, expressed in terms of a weak Schatten norm. The exponent $\alpha$ in (1.2) is in one-to-one correspondence with the Schatten exponent. What we have gained through this reformulation is, for instance, that we can use interpolation methods to prove trace ideal properties of the operators $T W$.

At this point we can present Lieb's proof of Theorem 1. Namely, Cwikel's theorem [11] says that, for $2<p<\infty$,

$$
\begin{equation*}
\|a(X) b(-i \nabla)\|_{p, \mathrm{w}} \lesssim\|a\|_{p}\|b\|_{p, \mathrm{w}} . \tag{1.5}
\end{equation*}
$$

Here $a(X)$ denotes the operator of multiplication by a function $a \in L^{p}\left(\mathbb{R}^{d}\right)$ in position space and $b(-i \nabla)$ denotes the operator of multiplication by a function $b \in L_{\text {weak }}^{p}\left(\mathbb{R}^{d}\right)$ in momentum space. The operator $T$ relevant for Theorem 1 is convolution with $|x|^{-d+s}$ which corresponds to multiplication by (a constant times) $|\xi|^{-s}$ in Fourier space. The latter function belongs to $L_{\text {weak }}^{d / s}\left(\mathbb{R}^{d}\right)$. Thus, (1.5) implies (1.4) with $\alpha=1$ and $q=2 d /(d-2 s)$, as claimed.

The proof of Cwikel's theorem in [17] goes in some sense the other way around. Namely, first Theorem 1 (or rather a slight generalization of it) is established, using the method of [58], and then the above duality argument is used to deduced (1.5).

We can now also explain the notion of weak equivalence in Remark 2 (b). Namely, by the Birman-Schwinger principle, the bounds there for negative eigenvalues of generalized Schrödinger operators are the same as bounds on the operator $W(-\Delta)^{-s / 2}$ in the quasinorm $\|\cdot\|_{d / s, \mathrm{w}}^{\prime}$, whereas by the above argument the bound in Theorem 1 is the same as a bound on this operator in the norm $\|\cdot\|_{d / s, \mathrm{w}}$.

### 1.4. A generalization

There is a far reaching generalization of Theorem 1. Namely, if $X$ is a sigma-finite measure space and $A$ is a nonnegative operator in $L^{2}(X)$ with heat semigroup satisfying, for some $v>2$,

$$
\|\exp (-t A)\|_{L^{2} \rightarrow L^{\infty}} \lesssim t^{-\nu / 4} \quad \text { for all } t>0
$$

then for all $u_{1}, \ldots, u_{N} \in \operatorname{dom} A^{1 / 2}$ satisfying $\left(A^{1 / 2} u_{n}, A^{1 / 2} u_{m}\right)=\delta_{n, m}$ for $1 \leq n, m \leq N$,

$$
\int_{X}\left(\sum_{n=1}^{N}\left|u_{n}\right|^{2}\right)^{v /(\nu-2)} d x \lesssim N
$$

This is shown in [17], improving earlier results in $[30,45]$ that require nonnegativity of the heat kernel.

This more general result reduces to Theorem 1 with $A=(-\Delta)^{s}$ and $u_{n}=$ a constant times $(-\Delta)^{-s / 2} f_{n}$. Another application concerns the case where $A$ is the Laplace-Beltrami operator on certain noncompact manifolds. For a compact manifold, the above assumption on the semigroup is not satisfied because of the zero eigenvalue, but one can add a positive constant to the Laplace-Beltrami operator.

### 1.5. Appendix: proof of Theorem 1

We present here an unpublished proof of Theorem 1. It is neither the most elementary one, nor one giving particularly good constants, but we think it is conceptually rather clear and might allow for interesting generalizations. In view of the previous subsection it provides an alternative proof of the CLR inequality and is based on some ideas of Conlon [9].

By the duality argument in Subsection 1.3, we need to prove (1.4) with $T$ equal to convolution with $|x|^{-d+s}, \alpha=1$, and $q=2 d /(d-2 s)$. Since the weak Schatten norm of $W T$ equals that of $(W T)^{*}=T \bar{W}$, it suffices to consider the latter operator. We have, using $\int|x-z|^{-d+s}|z-y|^{-d+s} d z=$ const $|x-y|^{-d+2 s}$ and the Fefferman-de la Llave decomposition [13],

$$
\begin{aligned}
\|T \bar{W} f\|^{2} & =\text { const } \iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} \frac{\overline{f(x)} W(x) \overline{W(y)} f(y)}{|x-y|^{d-2 s}} d x d y \\
& =\text { const } \int_{\mathbb{R}^{d}} d a \int_{0}^{\infty} \frac{d r}{r^{2 d+1-2 s}} \iint_{B_{r}(a) \times B_{r}(a)} \overline{f(x)} W(x) \overline{W(y)} f(y) d x d y .
\end{aligned}
$$

We apply this with $f=f_{n}$ for some orthonormal $f_{n}$ in $L^{2}\left(\mathbb{R}^{d}\right)$ and sum over $n$. For fixed $a$ and $r$, we estimate the double integral over $x$ and $y$ in two different ways. First, since the operator $\gamma$ with kernel $\sum_{n} \overline{f_{n}(x)} f_{n}(y)$ has operator norm one, we have

$$
\begin{aligned}
\left|\sum_{n=1}^{N} \iint_{B_{r}(a) \times B_{r}(a)} \overline{f_{n}(x)} W(x) \overline{W(y)} f_{n}(y) d x d y\right| & =\left|\left(\bar{W} \mathbb{1}_{B_{r}(a)}, \gamma \bar{W} \mathbb{1}_{B_{r}(a)}\right)\right| \\
& \leq \int_{B_{r}(a)}|W(x)|^{2} d x \\
& \lesssim r^{d}\left(M\left(|W|^{2}\right)\right)(a),
\end{aligned}
$$

where $M$ is the maximal function. Second, since $\gamma \geq 0$,

$$
\left|\sum_{n=1}^{N} \overline{f_{n}(x)} f_{n}(y)\right| \leq \sqrt{\rho(x)} \sqrt{\rho(y)}, \quad \text { where } \rho(x):=\sum_{n=1}^{N}\left|f_{n}(x)\right|^{2}
$$

so

$$
\begin{aligned}
\left|\sum_{n=1}^{N} \iint_{B_{r}(a) \times B_{r}(a)} \overline{f_{n}(x)} W(x) \overline{W(y)} f_{n}(y) d x d y\right| & \leq\left(\int_{B_{r}(a)} \sqrt{\rho(x)}|W(x)| d x\right)^{2} \\
& \lesssim r^{2 d}(M(|W| \sqrt{\rho}))(a)^{2}
\end{aligned}
$$

Inserting this into the above formula, we find

$$
\begin{aligned}
& \sum_{n=1}^{N}\left\|T \bar{W} f_{n}\right\|^{2} \lesssim \int_{\mathbb{R}^{d}} d a \int_{0}^{\infty} \frac{d r}{r^{2 d+1-2 s}} \min \left\{r^{d}\left(M\left(|W|^{2}\right)\right)(a), r^{2 d}(M(|W| \sqrt{\rho}))(a)^{2}\right\} \\
&= \mathrm{const} \int_{\mathbb{R}^{d}} d a(M(|W| \sqrt{\rho}))(a)^{2(1-2 s / d)}\left(M\left(|W|^{2}\right)\right)(a)^{2 s / d} \\
& \leq \operatorname{const}\left(\int_{\mathbb{R}^{d}}(M(|W| \sqrt{\rho}))(a)^{2 d /(d+2 s)} d a\right)^{1-(2 s / d)^{2}} \\
& \times\left(\int_{\mathbb{R}^{d}}\left(M\left(|W|^{2}\right)\right)(a)^{d /(2 s)} d a\right)^{(2 s / d)^{2}}
\end{aligned}
$$

By the boundedness of the maximal function on $L^{p}, 1<p<\infty$, this is bounded by a constant times

$$
\begin{aligned}
& \left(\int_{\mathbb{R}^{d}}|W|^{2 d /(d+2 s)} \rho^{d /(d+2 s)} d a\right)^{1-(2 s / d)^{2}}\left(\int_{\mathbb{R}^{d}}|W|^{d / s} d a\right)^{(2 s / d)^{2}} \\
& \quad \leq\left(\int_{\mathbb{R}^{d}}|W|^{d / s} d a\right)^{2 s / d}\left(\int_{\mathbb{R}^{d}} \rho d a\right)^{1-2 s / d}
\end{aligned}
$$

To summarize, we have shown that

$$
\sum_{n=1}^{N}\left\|T \bar{W} f_{n}\right\|^{2} \lesssim\|W\|_{d / s}^{2} N^{1-2 s / d}
$$

If we take the $f_{n}$ to be the eigenfunctions of $W T^{2} \bar{W}$ corresponding to its $N$ largest eigenvalues, the previous inequality becomes

$$
\sum_{n=1}^{N} s_{n}(T \bar{W})^{2} \lesssim\|W\|_{d / s}^{2} N^{1-2 s / d}
$$

This is the claimed bound on $T \bar{W}$ in the Schatten space $\delta_{\text {weak }}^{d / s}$.

## 2. SOBOLEV-TYPE INEQUALITIES FOR ORTHONORMAL FUNCTIONS

Before turning to the more recent bounds related to Fourier restriction, in this section we review some classical inequalities for orthonormal functions that are related to Sobolev inequalities. Those include, in particular, the classical Lieb-Thirring inequality in Theorem 4 below.

### 2.1. Bessel-potential bounds

The bounds in Theorem 1 concern $|x|^{-d+s} * f$, which is a constant multiple of the Riesz potential $(-\Delta)^{-s / 2} f$. We present a generalization, due to Lieb [48], of these bounds to the Bessel potentials $\left(-\Delta+m^{2}\right)^{-s / 2} f$ with $m>0$.

Theorem 3. Let $s>0$ and let

$$
\begin{cases}2 \leq q \leq \infty & \text { if } s>d / 2 \\ 2 \leq q<\infty & \text { if } s=d / 2 \\ 2 \leq q \leq 2 d /(d-2 s) & \text { if } s<d / 2\end{cases}
$$

Then, if $f_{1}, \ldots, f_{N}$ are orthonormal in $L^{2}\left(\mathbb{R}^{d}\right)$,

$$
\left\|\sum_{n=1}^{N}\left|\left(-\Delta+m^{2}\right)^{-s / 2} f_{n}\right|^{2}\right\|_{q / 2} \lesssim m^{d-2 s-2 d / q} N^{2 / q}
$$

The bound for $q=2 d /(d-2 s)$ if $s<d / 2$ follows as before using Cwikel's theorem (1.5). The remaining bounds follow similarly, but using the simpler bound

$$
\begin{equation*}
\|a(X) b(-i \nabla)\|_{p} \leq(2 \pi)^{-d / p}\|a\|_{p}\|b\|_{p} \tag{2.1}
\end{equation*}
$$

for $2 \leq p \leq \infty$. The latter bound is due to Kato, Seiler, and Simon (see, e.g., [62, theorem 4.1]) and can also be inferred from the Lieb-Thirring matrix inequality [54].

Since (2.1), in contrast to (1.5), involves a strong instead of a weak Schatten norm, a generalization of the bound in Theorem 3 to sums of the form $\sum_{n} v_{n}\left|\left(-\Delta+m^{2}\right)^{-s / 2} f_{n}\right|^{2}$ is possible provided, if $s>d / 2, q<2 d /(d-2 s)$. We discuss this in the next section.

Using bounds due to Solomyak [64] (and their natural extension to odd dimensions) it seems plausible that in the case $s=d / 2$ there is an endpoint bound in the Orlicz space $\exp L$ in the spirit of a Moser-Trudinger inequality. For instance, the bounds in [24] can be dualized to yield that, if $\Omega \subset \mathbb{R}^{2}$ is open and of finite measure, then for any $u_{1}, \ldots, u_{N} \in$ $H_{0}^{1}(\Omega)$ satisfying $\int_{\Omega} \nabla \overline{u_{n}} \cdot \nabla u_{m} d x=\delta_{n, m}$ for all $1 \leq n, m \leq N$,

$$
\int_{\Omega} \mathcal{A}\left(\left(C L_{N}\right)^{-1} \sum_{n=1}^{N}\left|u_{n}\right|^{2}\right) d x \leq|\Omega|,
$$

where $\mathcal{A}(t)=e^{t}-1-t, L_{N}=\sum_{n=1}^{N} n^{-1}$, and where $C$ is a universal constant.

### 2.2. The Lieb-Thirring inequality

The original LT inequality in its form for orthonormal functions reads as follows.
Theorem 4. Let $d \geq 1$ and $s>0$. Then, if $u_{1}, \ldots, u_{N} \in H^{s}\left(\mathbb{R}^{d}\right)$ are orthonormal in $L^{2}\left(\mathbb{R}^{d}\right)$,

$$
\sum_{n=1}^{N} \int_{\mathbb{R}^{d}}\left|(-\Delta)^{s / 2} u_{n}\right|^{2} d x \gtrsim \int_{\mathbb{R}^{d}}\left(\sum_{n=1}^{N}\left|u_{n}\right|^{2}\right)^{1+2 s / d} d x
$$

Remarks 5.
(a) The main point is that the implicit constant can be chosen independently of $N$.
(b) The bound is equivalent to the bound

$$
\sum_{j}\left|E_{j}\right| \lesssim \int_{\mathbb{R}^{d}} V_{-}^{1+d /(2 s)} d x
$$

on the sum of the negative eigenvalues (counted with multiplicities) of the generalized Schrödinger operator $(-\Delta)^{s}+V$ in $L^{2}\left(\mathbb{R}^{d}\right)$. This equivalence is, for instance, in the sense that the sharp constants in the two inequalities are in one-to-one correspondence.
(c) It is important in applications that the inequality in Theorem 4 extends to density matrices, namely, for any sequence $0 \leq \nu \in \ell^{\infty}$,

$$
\sum_{n} v_{n} \int_{\mathbb{R}^{d}}\left|(-\Delta)^{s / 2} u_{n}\right|^{2} d x \gtrsim\left(\sup _{n} v_{n}\right)^{-2 s / d} \int_{\mathbb{R}^{d}}\left(\sum_{n} v_{n}\left|u_{n}\right|^{2}\right)^{1+2 s / d} d x
$$

(d) Theorem 4 in $d=3$ with $s=1$ is due to Lieb and Thirring [53] and was the crucial ingredient in their proof of stability of matter; see also [52]. Their proof of Theorem 1 in [54] for $s=1$ extends to general $s$. Alternative proofs are due to [59], [56] and [61].
(e) Lieb and Thirring [54] made a famous conjecture about the optimal constant in the inequality in Theorem 4 for $s=1$; see, for instance, [19] for details. This predicts, in particular, that there is a fundamental difference between dimensions $d \leq 2$ and $d \geq 3$. This conjecture is open in any dimension.
(f) The currently best constants in Theorem 4 are due to [23]. A bound with "almost" the semiclassical constant and a gradient remainder term appears in [57].
(g) As a step towards the Lieb-Thirring conjecture, one can study the best constant in the inequality in Theorem 4 with fixed $N$. For $s=1$, it is shown in [20] that in dimensions $d \geq 3$ this constant is always strictly less than the optimal constant that works for arbitrary $N$. This is consistent with the Lieb-Thirring conjecture. For further results in this direction, see also [21, 22].

In the spirit of the generalization discussed in Subsection 1.4, Theorem 4 has been extended to abstract operators satisfying certain heat kernel bounds or Sobolev inequalities; see [30].

### 2.3. A more general Lieb-Thirring inequality

The following theorem provides a Sobolev inequality with exponent $q$ less than $2(1+2 s / d)$, the exponent in Theorem 4. The bound is deduced in [55] via a duality argument from a bound of Lieb and Thirring [54]. Note that the functions here are orthogonal, not necessarily orthonormal.

Theorem 6. Let $d \geq 1, s>0$ and $2<q<2(1+2 s / d)$. Then, if $u_{1}, \ldots, u_{N} \in H^{s}\left(\mathbb{R}^{d}\right)$ are orthogonal in $L^{2}\left(\mathbb{R}^{d}\right)$,

$$
\begin{aligned}
& \sum_{n=1}^{N} \int_{\mathbb{R}^{d}}\left|(-\Delta)^{s / 2} u_{n}\right|^{2} d x \\
& \quad \gtrsim\left(\sum_{n=1}^{N}\left\|u_{n}\right\|_{2}^{\frac{2(2 d-(d-2 s) q)}{2 d+4 s-d q}}\right)^{-\frac{2 d+4 s-d q}{d(q-2)}}\left(\int_{\mathbb{R}^{d}}\left(\sum_{n=1}^{N}\left|u_{n}\right|^{2}\right)^{\frac{q}{2}} d x\right)^{\frac{4 s}{d(q-2)}} .
\end{aligned}
$$

Remarks 7. (a) The implicit constant can be chosen independently of $N$.
(b) The bound is equivalent to the bound

$$
\sum_{j}\left|E_{j}\right|^{\gamma} \lesssim \int_{\mathbb{R}^{d}} V_{-}^{\gamma+d /(2 s)} d x
$$

on the sum of the negative eigenvalues (counted with multiplicities) of the generalized Schrödinger operator $(-\Delta)^{s}+V$ in $L^{2}\left(\mathbb{R}^{d}\right)$. Here $\gamma>1$ and $q<2(1+2 s / d)$ are related by

$$
q=\frac{2\left(\gamma+\frac{d}{2 s}\right)}{\gamma+\frac{d}{2 s}-1}, \quad \gamma=\frac{2 d-(d-2 s) q}{2 s(q-2)}
$$

(c) For $s=1$, Lieb and Thirring [54] made a famous conjecture about the optimal constant in the eigenvalue inequality in (b), which translates into a conjecture for the constant in Theorem 4. This conjecture was proved by Laptev and Weidl [44] for $\gamma \geq 3 / 2$, that is, $q \leq 2(d+3) /(d+1)$.
(d) The analysis mentioned in Remark 5 (f) concerning truncated versions of the inequality is applicable as well in the situation of Theorem 6 with $s=1$; see [20-22].

## 3. FOURIER RESTRICTION INEQUALITIES FOR ORTHONORMAL FUNCTIONS

We now turn to inequalities for systems of orthonormal functions that are mathematically related to the question of restricting the Fourier transform to hypersurfaces. Such a restriction is possible under certain curvature assumptions on the hypersurface and has important applications to partial differential equations.

### 3.1. Strichartz inequality for orthonormal functions

The Strichartz inequality $[39,66]$ concerns solutions $e^{i t \Delta} \psi$ of the free Schrödinger equation and quantifies their dispersive behavior. It states that if $d \geq 1,2 \leq q \leq \infty$ if $d=1$, $2 \leq q<\infty$ if $d=2$, and $2 \leq q \leq 2 d /(d-2)$ if $d \geq 3$, and $2 / p+d / q=d / 2$, then for all $\psi \in L^{2}\left(\mathbb{R}^{d}\right)$,

$$
\begin{equation*}
\int_{\mathbb{R}}\left(\int_{\mathbb{R}^{d}}\left|e^{i t \Delta} \psi\right|^{q} d x\right)^{p / q} d t \lesssim\|\psi\|_{2}^{p} \tag{3.1}
\end{equation*}
$$

Here is a version of this inequality for systems of orthonormal functions.
Theorem 8. Let $d \geq 1,2 \leq q<2(d+1) /(d-1)$ and $2 / p+d / q=d / 2$. Then, if $\psi_{1}, \ldots, \psi_{N} \in L^{2}\left(\mathbb{R}^{d}\right)$ are orthonormal in $L^{2}\left(\mathbb{R}^{d}\right)$,

$$
\int_{\mathbb{R}}\left(\int_{\mathbb{R}^{d}}\left(\sum_{n=1}^{N}\left|e^{i t \Delta} \psi_{n}\right|^{2}\right)^{q / 2} d x\right)^{p / q} d t \lesssim N^{p(q+2) /(4 q)}
$$

Remarks 9.
(a) The power of $N$ is best possible, as can be deduced from [28].
(b) The bound in Theorem 8 can be slightly improved, namely, for any sequence $0 \leq \nu \in \ell^{2 q /(q+2)}$,

$$
\int_{\mathbb{R}}\left(\int_{\mathbb{R}^{d}}\left(\sum_{n} v_{n}\left|e^{i t \Delta} \psi_{n}\right|^{2}\right)^{q / 2} d x\right)^{p / q} d t \lesssim\left(\sum_{n} v_{n}^{2 q /(q+2)}\right)^{p(q+2) /(4 q)} .
$$

The bound in the theorem corresponds to the case $v_{n} \in\{0,1\}$ and is equivalent to a bound for $v$ in the Lorentz space $\ell^{2 q /(q+2), 1}$. It is remarkable that, while in the extension of the bound in Theorem 1 the Lorentz space $\ell^{s, 1}$ is optimal, here it can be improved to the space $\ell^{s}$. The assumption $v \in \ell^{2 q /(q+2)}$ cannot be relaxed to $v \in \ell^{s}$ for any $s>2 q /(q+2)$ [28].
(c) Theorem 8 appears in [28] for $q \leq 2(d+2) / d$ and in [31] in the full range. The proof in [31] uses a duality argument, similarly to that in Subsection 1.3. In fact, it is slightly simpler, since the duality between $\varsigma^{r}$ and $\delta^{r}$ is more straightforward than that between $\delta_{\text {weak }}^{r}$ and the Lorentz space $\varsigma^{r^{\prime}, 1}$, which is at the core of Subsection 1.3. On the other hand, the fact that here we work in a mixed norm space $L_{t}^{p / 2} L_{x}^{q / 2}$ does not really complicate the argument.
(d) It is conjectured in [28] that Theorem 8 remains valid for $q=2(d+1) /$ $(d-1)$. At the same time it is shown there that the strengthening in (b) with the $\ell^{2 q /(q+2)}$-norm fails at $q=2(d+1) /(d-1)$. This conjecture was disproved in [2] in dimension $d=1$, but is still open for $d \geq 2$.
(e) There is a "semiclassical" version of the inequality where the Schrödinger equation is replaced by a transport equation for densities on the phase space. The proof in [28] can be adapted to this setting, as shown in [1]. For more on the connection between the two equations, see [60]. The disproof of the conjecture mentioned in (d) for $d=1$ was by disproving the corresponding conjecture in this simpler setting. It uses the existence of a Kakeya set of arbitrary small measure. The validity of this analogue conjecture for $d \geq 2$ is still open.
(f) There is a natural "one-particle constant," namely the sharp constant in (3.1). This was determined in the diagonal case $q=p$ in [14] for $d=1,2$. Besides, there is a semiclassical constant related to the inequality in (e). To which extent these two constants play a role for the sharp constant in Theorem 8, in analogy with the Lieb-Thirring conjecture, has not been investigated.

The restriction $q<2(d+1) /(d-1)$ in Theorem 8 is not present for the single function inequality (3.1). It is known that for orthonormal functions the case $q \geq 2(d+1)$ / $(d-1)$ behaves differently, but there are several open questions. The following is known.

Theorem 10. Let $d \geq 2,2(d+1) /(d-1) \leq q<2 d /(d-2)$, and $2 / p+d / q=d / 2$. Let $\beta<2 q /(d(q-2))$. Then, if $\psi_{1}, \ldots, \psi_{N} \in L^{2}\left(\mathbb{R}^{d}\right)$ are orthonormal in $L^{2}\left(\mathbb{R}^{d}\right)$,

$$
\int_{\mathbb{R}}\left(\int_{\mathbb{R}^{d}}\left(\sum_{n=1}^{N}\left|e^{i t \Delta} \psi_{n}\right|^{2}\right)^{q / 2} d x\right)^{p / q} d t \lesssim N^{p /(2 \beta)}
$$

Remarks 11.
(a) It is known that the bound in the theorem does not hold with an exponent $\beta>2 q /(d(q-2))$, as can be deduced from [33], but it is not known whether or not it holds with exponent $\beta=2 q /(d(q-2))$.
(b) Similarly as in the case of Theorem 8, the bound in Theorem 10 can be slightly improved, namely, for any sequence $0 \leq \nu \in \ell^{\beta}$ with $\beta<2 q /(d(q-2))$,

$$
\int_{\mathbb{R}}\left(\int_{\mathbb{R}^{d}}\left(\sum_{n} v_{n}\left|e^{i t \Delta} \psi_{n}\right|^{2}\right)^{q / 2} d x\right)^{p / q} d t \lesssim\left(\sum_{n} v_{n}^{\beta}\right)^{p /(2 \beta)}
$$

The bound is known to fail, in general, if $v \in \ell^{\beta}$ for $\beta>2 q /(d(q-2))$ [33].
(c) Theorem 10 appears in [33] (see the discussion there after Proposition 1). It is obtained by interpolation between Theorem 8 with $q$ near $2(d+1) /(d-1)$ and the bound (3.1) with $q$ near its maximal value $2 d /(d-2)$.
(d) If the conjecture mentioned in Remark 9 (d) is true, an interpolation argument (at least in dimensions $d \geq 3$ ) might yield Theorem 10 with $\beta=2 q /(d(q-2))$.
(e) Let us discuss the endpoints $q=2 d /(d-2)$ in $d \geq 3$ and $q=\infty$ in $d=1$, which are excluded in Theorem 10. At the endpoint $q=2 d /(d-2)$ in $d \geq 3$, it is known that there is no gain due to orthonormality over the triangle inequality, that is, the bound in (b) holds with $\beta=1$ and not with any larger power [33]. At the endpoint $q=\infty$, in $d=1$ it is known that the bound in (b) does not hold for $\beta \geq 2$ (see [28] and also [33, Proposition 1]) and one may wonder whether it holds for $\beta<2$. In [3] it is shown that the bound holds for $\beta \leq 4 / 3$ and that the slightly weaker inequality with the $L_{t}^{2, \infty} L_{x}^{\infty}$-norm instead of the $L_{t}^{2} L_{x}^{\infty}$-norm holds for all $\beta<2$.

Strichartz inequalities for orthonormal system have been proved for more general operators than $-\Delta$ (see, e.g., [4,31]) and for more regular functions (see, e.g., [2-4]).

One application of the Strichartz inequality for orthonormal functions concerns the nonlinear, time-dependent Hartree equation for infinite quantum systems. (Here "infinite" means that the initial data are allowed to have infinite trace.) Using Theorem 8, one can show global well-posedness and, for small initial data, dispersion for large time; see [31,60]. For the more involved case of a positive background density, see [46, 47].

Another application of the Strichartz inequality for orthonormal functions concerns Besov-space improvements of inequality (3.1) for single functions; see [31, corollary 9]. While these bounds can be derived using deep results from bilinear restriction theory, it is interesting to note that the proof via Theorem 8 is much more elementary.

### 3.2. Stein-Tomas inequality for orthonormal functions

The Fourier restriction problem is whether the Fourier transform of a function on $\mathbb{R}^{d}$ has a well-defined restriction to a hypersurface and, if so, to establish corresponding $L^{p}$ bounds. Sometimes it is helpful to study the equivalent, adjoint problem of Fourier extensions. From a harmonic analysis perspective, the Strichartz inequality corresponds to a Fourier extension inequality for the hypersurface $\left\{\left(\xi,-|\xi|^{2}\right): \xi \in \mathbb{R}^{d}\right\}$ in $\mathbb{R}^{d+1}$ endowed with a natural measure. Another paradigmatic case concerns the Fourier extension for the sphere. The corresponding result, due to Tomas [67] and Stein [65], states that, if $f \in$ $L^{2}\left(\mathbb{S}^{d-1}\right)$, then

$$
\begin{equation*}
\int_{\mathbb{R}^{d}}\left|\int_{\mathbb{S}^{d-1}} e^{i \omega \cdot x} f(\omega) d \omega\right|^{2(d+1) /(d-1)} d x \lesssim\|f\|_{L^{2}\left(\mathbb{S}^{d-1}\right)}^{2(d+1) /(d-1)} \tag{3.2}
\end{equation*}
$$

The inequality extends trivially to exponents greater than $2(d+1) /(d-1)$ on the left side, but a counterexample due to Knapp shows that $2(d+1) /(d-1)$ is the smallest possible exponent. Here is a version for orthonormal functions.

Theorem 12. Let $d \geq 2$. Then, if $f_{1}, \ldots, f_{N}$ are orthonormal in $L^{2}\left(\mathbb{S}^{d-1}\right)$,

$$
\int_{\mathbb{R}^{d}}\left(\sum_{n=1}^{N}\left|\int_{\mathbb{S}^{d-1}} e^{i \omega \cdot x} f_{n}(\omega) d \omega\right|^{2}\right)^{(d+1) /(d-1)} d x \lesssim N^{d /(d-1)}
$$

## Remarks 13. <br> (a) The power of $N$ is best possible, as can be deduced from [31].

(b) Similarly as Theorem 8, the bound in Theorem 12 can be slightly improved, namely, for any $0 \leq v \in \ell^{(d+1) / d}$,

$$
\int_{\mathbb{R}^{d}}\left(\sum_{n} v_{n}\left|\int_{\mathbb{S}^{d-1}} e^{i \omega \cdot x} f_{n}(\omega) d \omega\right|^{2}\right)^{(d+1) /(d-1)} d x \lesssim\left(\sum_{n} v_{n}^{(d+1) / d}\right)^{d /(d-1)}
$$

The assumption $v \in \ell^{(d+1) / d}$ cannot be relaxed to $v \in \ell^{r}$ for any $r>(d+1) / d$ [31].
(c) Theorem 12 appears in [31], where it is proved using a duality argument similarly as in Subsection 1.3.
(d) In analogy to Remark 9 (f), the optimal constant in (3.2) is only known for $d=3$ [15]; see also [29] for a connection between the optimal constants in (3.2) and (3.1). As far as we know, a "semiclassical inequality" corresponding to that in Theorem 12 has not been investigated.

One application of Theorem 12 concerns trace ideal bounds for the scattering matrix for Schrödinger operators $-\Delta+V$ in $L^{2}\left(\mathbb{R}^{d}\right)$ [31]. These bounds are universal in the sense that they only depend on the "energy" parameter and an $L^{p}$ norm of $V$, and the trace ideal exponent is shown to be optimal.

To motivate the discussion in the following subsection, we note that by the duality argument in Subsection 1.3 and by scaling, the bound in Theorem 12 (or rather in Remark 13 (b)) can be written as

$$
\left\|\mathcal{R}_{k} W\right\|_{2(d+1)} \lesssim k^{\frac{d-1}{2(d+1)}}\|W\|_{d+1}
$$

where $\mathcal{R}_{k}$ denotes restriction of the Fourier transform to the sphere $\{|\xi|=k\}$. Integrating this bound with respect to $k$ between $\lambda$ and $\lambda+1$, we obtain, in terms of the spectral projection $\Pi_{\lambda}=\mathbb{1}\left(\lambda^{2} \leq-\Delta \leq(\lambda+1)^{2}\right)$ with $\lambda \geq 1$,

$$
\left\|\Pi_{\lambda}|W|^{2} \Pi_{\lambda}\right\|_{d+1}=\left\|\bar{W} \Pi_{\lambda} W\right\|_{d+1} \leq \int_{\lambda}^{\lambda+1}\left\|\bar{W} \mathcal{R}_{k} W\right\|_{d+1} d k \lesssim \lambda^{\frac{d-1}{d+1}}\|W\|_{d+1}^{2}
$$

Dualizing back, we find that if $\left(f_{n}\right)$ are orthonormal in $L^{2}\left(\mathbb{R}^{d}\right)$ and satisfy supp $\hat{f}_{n} \subset\{\lambda \leq$ $|\xi| \leq \lambda+1\}$ with $\lambda \geq 1$ and if $0 \leq v \in \ell^{(d+1) / d}$, then

$$
\begin{equation*}
\left(\int_{\mathbb{R}^{d}}\left(\sum_{n} v_{n}\left|f_{n}\right|^{2}\right)^{\frac{d+1}{d-1}} d x\right)^{\frac{d-1}{d+1}} \lesssim \lambda^{\frac{d-1}{d+1}}\left(\sum_{n} v_{n}^{\frac{d+1}{d}}\right)^{\frac{d}{d+1}} \tag{3.3}
\end{equation*}
$$

### 3.3. Spectral cluster bounds

As shown by Sogge [63], the version (3.3) of the Stein-Tomas inequality has a generalization to closed manifolds. Here is a generalization of this theorem to the case of orthonormal functions from [32].

Theorem 14. Let $(M, g)$ be a smooth compact Riemannian manifold without boundary of dimension $d \geq 2$. Denote by $-\Delta_{g}$ the Laplace-Beltrami operator on $M$ and, for any $\lambda \geq 1$, let $\Pi_{\lambda}:=\mathbb{1}\left(\lambda^{2} \leq-\Delta_{g}<(\lambda+1)^{2}\right)$. Then, if $\left(f_{n}\right) \subset \Pi_{\lambda} L^{2}(M)$ are orthonormal in $L^{2}(M)$ and if $\left(v_{n}\right) \subset[0, \infty)$,

$$
\left\|\sum_{n} v_{n}\left|f_{n}\right|^{2}\right\|_{L^{q / 2}(M)} \lesssim \lambda^{2 s(q)}\left(\sum_{n} v_{n}^{\alpha(q)}\right)^{1 / \alpha(q)}
$$

where

$$
\left\{\begin{array}{lll}
s(q):=d\left(\frac{1}{2}-\frac{1}{q}\right)-\frac{1}{2}, & \alpha(q)=\frac{q(d-1)}{2 d} & \text { if } \frac{2(d+1)}{d-1} \leq q \leq \infty \\
s(q):=\frac{d-1}{2}\left(\frac{1}{2}-\frac{1}{q}\right), & \alpha(q)=\frac{2 q}{q+2} & \text { if } 2 \leq q \leq \frac{2(d+1)}{d-1}
\end{array}\right.
$$

## Remarks 15. (a) If there is a single nonzero $v_{n}$, the bound in Theorem 14 reduces

 to Sogge's bound [63]. Therefore, according to known results about this inequality, for each $(M, g)$ the exponent $2 s(q)$ of $\lambda$ is best possible. As shown in [32], for each $(M, g)$ the exponent $\alpha(q)$ is also best possible. Moreover, on $\mathbb{S}^{2}$ with its standard metric it can be shown that the inequality can be saturated even with $\nu_{n} \in\{0,1\}$ and an arbitrary prescribed sequence $\#\left\{n: v_{n}=1\right\}[32]$.(b) The proof of Theorem 14 relies on Schatten norm bounds for oscillatory integral operators satisfying the Carleson-Sjölin condition, which are of independent interest, but somewhat technical to state. They imply, for instance, Theorem 12.

### 3.4. Kenig-Ruiz-Sogge inequalities

In this final subsection we discuss resolvent bounds that are close in spirit to the Stein-Tomas theorem. The original result due to Kenig, Ruiz, and Sogge [40] states that, if $2 d /(d+2) \leq p \leq 2(d+1) /(d+3)$ (and $p>1$ if $d=2$ ), then for all $z \in \mathbb{C} \backslash[0, \infty)$,

$$
\begin{equation*}
\left\|(-\Delta-z)^{-1} f\right\|_{p^{\prime}} \lesssim|z|^{-d / 2+d / p-1}\|f\|_{p} \tag{3.4}
\end{equation*}
$$

For the case $d=2$, see, e.g., [16]. We mention that similar inequalities are valid also on Riemannian manifolds; see, e.g., $[8,12,34]$. A notable feature of the bounds (3.4) is that they do not deteriorate as $z$ approaches the positive real half-line and, for that reason, they are also known as "uniform" Sobolev inequalities. Note that the endpoint exponent $p=2(d+1)$ / $(d+3)$ is the dual of the exponent in the Stein-Tomas Fourier extension inequality (3.2) and, in fact, (3.2) is an easy consequence of (3.4).

For $p$ greater than this exponent, the uniformity is lost, in general. It can be restored, up to $p=2 d /(d+1)$ by using mixed norms involving an $L^{2}$-norm over angular variables [35]. A nonuniform inequality valid for $2(d+1) /(d+3)<p \leq 2$ is

$$
\left\|(-\Delta-z)^{-1} f\right\|_{p^{\prime}} \lesssim|z|^{-\left(\frac{1}{p}-\frac{1}{2}\right)} \operatorname{dist}\left(z, \mathbb{R}_{+}\right)^{-1+(d+1)\left(\frac{1}{p}-\frac{1}{2}\right)}\|f\|_{p}
$$

This bound follows by interpolation between the case $p=2(d+1) /(d+3)$ and the trivial bound at $p=2$. It appeared in an equivalent, dual form in [18]. Remarkably, it is best possible [41].

Inequality (3.4) is somewhat different from the others treated in this paper since it does not involve a Hilbert space norm and, since the operator $(-\Delta-z)^{-1}$ for $z \notin(-\infty, 0$ ] is not positive definite, it cannot be rewritten in such a form. Consequently, we cannot state a version for orthonormal functions, but we will directly state trace ideal bounds, similar to what is behind the proofs of the other bounds in this paper. The following two theorems are from [31] and [18], respectively.

Theorem 16. Let $d \geq 2$ and let $8 / 3 \leq q \leq 3$ if $d=2$ and $d \leq q \leq d+1$ if $d \geq 3$. Then, for all $z \in \mathbb{C} \backslash[0, \infty)$,

$$
\left\|W_{1}(-\Delta-z)^{-1} W_{2}\right\|_{(d-1) q /(d-q)} \lesssim|z|^{-1+d / q}\left\|W_{1}\right\|_{q}\left\|W_{2}\right\|_{q} .
$$

Theorem 17. Let $d \geq 1$ and let $q>d+1$. Then, for all $z \in \mathbb{C} \backslash[0, \infty)$,

$$
\left\|W_{1}(-\Delta-z)^{-1} W_{2}\right\|_{q} \lesssim|z|^{-1 / q} \operatorname{dist}(z,[0, \infty))^{-1+(d+1) / q}\left\|W_{1}\right\|_{q}\left\|W_{2}\right\|_{q} .
$$

The trace ideal exponent in Theorem 16 is best possible, as follows from the corresponding result for the Stein-Tomas inequality [31]. The optimal form of Theorem 16 for $d=2$ and $2<q<8 / 3$ is not known and we refer to [31] for some partial results.

The main application of Theorems 16 and 17 is to Lieb-Thirring inequalities for eigenvalues of Schrödinger operators with complex-valued potentials; see, e.g., [18,31]. This is an active area of research with many open question and we refer, for instance, to $[6,7,10$, $\mathbf{2 5 , 2 6 , 3 7}$ ] for more on this.
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# ON THE NONLINEAR STABILITY OF SHEAR FLOWS AND VORTICES ALEXANDRU D. IONESCU AND HAO JIA 

## ABSTRACT

In this article we present some of the main ideas in our recent work on the asymptotic stability of shear flows and vortices among solutions of the Euler equations in two dimensions. More precisely, we discuss the following results:
(1) a theorem on the nonlinear asymptotic stability of a large class of shear flows $(b(y), 0)$ in the finite channel $\mathbb{T} \times[0,1]$, defined by strictly increasing Gevrey smooth functions $b$, which are linear outside a compact subset of the interval $(0,1)$ and satisfy suitable spectral conditions;
(2) a theorem on the nonlinear asymptotic stability of point vortex solutions of the Euler equation in $\mathbb{R}^{2}$;
(3) heuristic analysis showing that the mechanism of inviscid damping is unlikely to work to produce global solutions of the $\alpha$-generalized SQG equation in two dimensions, for any parameter $\alpha>0$.
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## 1. INTRODUCTION

In this paper we present some of our recent results on the asymptotic stability of solutions of the two-dimensional incompressible Euler equation. More precisely, we consider solutions $u:[0, \infty) \times \mathscr{D} \rightarrow \mathbb{R}^{2}$ of the equation

$$
\begin{equation*}
\partial_{t} u+u \cdot \nabla u+\nabla p=0, \quad \operatorname{div} u=0 \tag{1.1}
\end{equation*}
$$

where the domain $\mathscr{D}$ is either the entire plane $\mathscr{D}=\mathbb{R}^{2}$ or the finite channel $\mathscr{D}=\mathbb{T} \times[0,1]$. Letting $\omega:=-\partial_{y} u^{x}+\partial_{x} u^{y}$ denote the vorticity field, equation (1.1) can be written as

$$
\begin{equation*}
\partial_{t} \omega+u \cdot \nabla \omega=0, \quad u=\nabla^{\perp} \psi=\left(-\partial_{y} \psi, \partial_{x} \psi\right), \quad \Delta \psi=\omega . \tag{1.2}
\end{equation*}
$$

In the case of the finite channel $\mathscr{D}=\mathbb{T} \times[0,1]$, we impose also the boundary conditions

$$
\begin{equation*}
\psi(x, 0) \equiv 0, \quad \psi(x, 1) \equiv C_{0}, \tag{1.3}
\end{equation*}
$$

where $C_{0}$ is a constant preserved by the flow.
The two-dimensional incompressible Euler equation is globally well posed for smooth initial data, by the classical result of Wolibner [48]. The long-time behavior of general solutions is, however, very difficult to understand, due to the lack of a global relaxation mechanism. A more realistic goal is to study the global nonlinear dynamics of solutions that are close to steady states of the 2D Euler equation. Coherent structures, such as shear flows and vortices, are particularly important in the study of the 2D Euler equation, since numerical simulations and physical experiments, such as those of $[2,3,9,21,34,35,40,41]$, show that they tend to form dynamically and become the dominant feature of solutions.

The main topic in this article is the study of asymptotic stability of shear flows and vortices. This is a classical subject and a fundamental problem in hydrodynamics. Early investigations were started by Rayleigh [38], Kelvin [27], Orr [37], Taylor [44], among many others, with a focus on mode stability. More detailed understanding of general spectral properties and suitable linear decay estimates were obtained later, see, for example, $[8,10,17,42]$. In the direction of nonlinear results, Arnold [1] proved a general stability theorem, using the energy method, but this does not give asymptotic information on the global dynamics.

The full nonlinear asymptotic stability problem has only been investigated in recent years, starting with the work of Bedrossian-Masmoudi [7], who proved nonlinear stability in the simplest case of perturbations of the Couette flow, i.e., showing that small perturbations of the Couette flow on the infinite cylinder $\mathbb{T} \times \mathbb{R}$ converge weakly to nearby shear flows. This result was extended by the authors [23] to the finite channel $\mathbb{T} \times[0,1]$, in order to be able to consider solutions with finite energy. In [24] the authors also proved asymptotic stability of point vortex solutions in $\mathbb{R}^{2}$, showing that small perturbations converge to a radial profile, and the position of the point vortex stabilizes rapidly at the center of the final radial profile. Finally, in [25] the authors proved nonlinear asymptotic stability of a large family of monotonic shear flows (a similar theorem was proved slightly later and independently by Masmoudi-Zhao [33]). In this article we discuss the main ideas of our papers [23-25].

The linearized equations around other stationary solutions were also investigated intensely in the last few years, and linear inviscid damping and decay was proved in many
cases of physical interest, see, for example, [4, 15, 20,45-47, 49, 50]. However, it also became clear that there are major conceptual difficulties in passing from linear to nonlinear stability, such as the presence of "resonant times" in the nonlinear problem, which require refined Fourier analysis techniques, and the fact that the final state of the flow is determined dynamically by the global evolution and cannot be described in terms of the initial data.

Nonlinear inviscid damping is a very subtle mechanism of stability that has only been established in 2 dimensions and for Euler-type equations. In fact, the heuristic analysis we present in Section 3 of this article suggests that this mechanism fails to produce global solutions of the $\alpha$-generalized SQG equation in 2 dimensions, for any parameter $\alpha>0$.

The Euler equations can also be viewed as the limiting case of the Navier-Stokes equations with small viscosity $v>0$. In the presence of viscosity, one can have much more robust stability results, both in 2 and 3 dimensions, for initial data that is sufficiently small relative to $v$. See the recent papers $[5,6,12,18]$ and references therein.

We note also that the problem of nonlinear inviscid damping is connected to the well-known Landau damping effect for the Vlasov-Poisson equations. We refer to the celebrated work of Mouhot-Villani [36] for the physical background and more references.

### 1.1. Monotonic shear flows

We consider a perturbative regime for the Euler equation (1.1), with velocity field given by $(b(y), 0))+u(x, y)$ and vorticity given by $-b^{\prime}(y)+\omega$. We define the Gevrey spaces $\mathcal{E}^{\lambda, s}(\mathbb{T} \times \mathbb{R})$ as the spaces of $L^{2}$ functions $f$ on $\mathbb{T} \times \mathbb{R}$ defined by the norm

$$
\begin{equation*}
\|f\|_{\mathcal{G} \lambda, s(\mathbb{T} \times \mathbb{R})}:=\left\|e^{\lambda\langle k, \xi)^{s}} \tilde{f}(k, \xi)\right\|_{L_{k, \xi}^{2}}<\infty, \quad s \in(0,1], \lambda>0 \tag{1.4}
\end{equation*}
$$

In the above $(k, \xi) \in \mathbb{Z} \times \mathbb{R}$ and $\tilde{f}$ denotes the Fourier transform of $f$ in $(x, y)$. More generally, for any interval $I \subseteq \mathbb{R}$ we define the Gevrey spaces $\mathcal{E}^{\lambda, s}(\mathbb{T} \times I)$ by

$$
\begin{equation*}
\|f\|_{\mathcal{E}^{\lambda, s}(\mathbb{T} \times I)}:=\|E f\|_{\mathcal{E}^{\lambda, s}(\mathbb{T} \times \mathbb{R})} \tag{1.5}
\end{equation*}
$$

where $E f(x):=f(x)$ if $x \in I$ and $E f(x):=0$ if $x \notin I$. The use of Gevrey spaces is necessary in the context of inviscid damping, mainly due to loss of regularity during the flow.

We will assume that the background shear flow $b \in C^{\infty}(\mathbb{R})$ satisfies the following:
(A) For some $\vartheta_{0} \in(0,1 / 10]$ and $\beta_{0}>0$

$$
\begin{equation*}
\vartheta_{0} \leq b^{\prime}(y) \leq 1 / \vartheta_{0} \quad \text { for } y \in[0,1] \quad \text { and } \quad b^{\prime \prime}(y) \equiv 0 \quad \text { for } y \notin\left[2 \vartheta_{0}, 1-2 \vartheta_{0}\right], \tag{1.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\|b\|_{L^{\infty}(0,1)}+\left\|b^{\prime \prime}\right\|_{\mathcal{E}^{\beta_{0}, 1 / 2}} \leq 1 / \vartheta_{0} \tag{1.7}
\end{equation*}
$$

(B) The associated linear operator $L_{k}: L^{2}(0,1) \rightarrow L^{2}(0,1), k \in \mathbb{Z} \backslash\{0\}$, given by $L_{k} f=b(y) f-b^{\prime \prime}(y) \varphi_{k}, \quad$ where $\partial_{y}^{2} \varphi_{k}-k^{2} \varphi_{k}=f, \varphi_{k}(0)=\varphi_{k}(1)=0$,
has no discrete eigenvalues and, therefore, by the general theory of Fredholm operators, the spectrum of $L_{k}$ is purely continuous spectrum $[b(0), b(1)]$ for all $k \in \mathbb{Z} \backslash\{0\}$.

For any function $H=H(x, y): \mathbb{T} \times \mathbb{R} \rightarrow \mathbb{C}$, let $\langle H\rangle=\langle H\rangle(y)$ denote the average of $H$ in $x$. Our main result in [25] is the following theorem:

Theorem 1.1. Assume that $\beta_{0}, \vartheta_{0}>0$ and $b$ satisfies the assumptions above. Then there are constants $\beta_{1}>0$ and $\bar{\varepsilon}>0$ such that the following statement is true:

Assume that $\omega_{0}$ has compact support in $\mathbb{T} \times\left[2 \vartheta_{0}, 1-2 \vartheta_{0}\right]$, and satisfies

$$
\begin{equation*}
\left\|\omega_{0}\right\|_{\mathcal{B}_{\beta_{0}, 1 / 2}(\mathbb{T} \times \mathbb{R})}=\varepsilon \leq \bar{\varepsilon}, \quad \int_{\mathbb{T}} \omega_{0}(x, y) d x=0 \quad \text { for any } y \in[0,1] . \tag{1.9}
\end{equation*}
$$

Let $\omega:[0, \infty) \times \mathbb{T} \times[0,1] \rightarrow \mathbb{R}$ denote the global smooth solution to the Euler equation

$$
\left\{\begin{array}{l}
\partial_{t} \omega+b(y) \partial_{x} \omega-b^{\prime \prime}(y) \partial_{x} \psi+u \cdot \nabla \omega=0,  \tag{1.10}\\
u=\left(u^{x}, u^{y}\right)=\left(-\partial_{y} \psi, \partial_{x} \psi\right), \quad \Delta \psi=\omega, \quad \psi(t, x, 0)=\psi(t, x, 1)=0
\end{array}\right.
$$

with initial data $\omega_{0}$. Then we have the following conclusions:
(i) For all $t \geq 0, \operatorname{supp} \omega(t) \subseteq \mathbb{T} \times\left[\vartheta_{0}, 1-\vartheta_{0}\right]$.
(ii) There exists $F_{\infty}(x, y) \in \mathcal{E}^{\beta_{1}, 1 / 2}$ with $\operatorname{supp} F_{\infty} \subseteq \mathbb{T} \times\left[\vartheta_{0}, 1-\vartheta_{0}\right]$ such that

$$
\begin{equation*}
\left\|\omega(t, x+t b(y)+\Phi(t, y), y)-F_{\infty}(x, y)\right\|_{\mathcal{E} \beta_{1}, 1 / 2}(\mathbb{T} \times[0,1])<\beta_{0, \vartheta_{0}, \kappa} \frac{\varepsilon}{\langle t\rangle} \tag{1.11}
\end{equation*}
$$

for all $t \geq 0$, where

$$
\begin{equation*}
\Phi(t, y):=\int_{0}^{t}\left\langle u^{x}\right\rangle(\tau, y) d \tau \tag{1.12}
\end{equation*}
$$

(iii) We define the smooth functions $\psi_{\infty}, u_{\infty}:[0,1] \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
\partial_{y}^{2} \psi_{\infty}=\left\langle F_{\infty}\right\rangle, \quad \psi_{\infty}(0)=\psi_{\infty}(1)=1, \quad u_{\infty}(y):=-\partial_{y} \psi_{\infty}(y) \tag{1.13}
\end{equation*}
$$

Then the velocity field $u=\left(u^{x}, u^{y}\right)$ satisfies the bounds

$$
\begin{equation*}
\left\|\left\langle u^{x}\right\rangle(t, y)-u_{\infty}(y)\right\|_{\mathcal{E}_{1}, 1 / 2}(\mathbb{T} \times[0,1]), ~ \frac{\varepsilon}{\langle t\rangle^{2}} \tag{1.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\langle t\rangle\left\|u^{x}(t, x, y)-\left\langle u^{x}\right\rangle(t, y)\right\|_{L^{\infty}(\mathbb{T} \times[0,1])}+\langle t\rangle^{2}\left\|u^{y}(t, x, y)\right\|_{L^{\infty}(\mathbb{T} \times[0,1])} \lesssim \varepsilon . \tag{1.15}
\end{equation*}
$$

### 1.1.1. Remarks

The simplest case $b(y)=y$ (the Couette flow) was treated earlier in [7, 23]. We discuss now some of the assumptions and conclusions of our main theorem.
(1) Equation (1.10) for the vorticity deviation is equivalent to the original Euler equations (1.1)-(1.3). The condition $\int_{\mathbb{T}} \omega_{0}(x, y) d x=0$ can be imposed without loss of generality, by replacing the shear flow $b(y)$ with the nearby shear flow $b(y)+\left\langle u_{0}^{x}\right\rangle(y)$.
(2) The assumption on the compact support of $\omega_{0}$ is likely necessary to prove scattering in Gevrey spaces. Indeed, Zillinger [49] showed that scattering does not hold in high Sobolev spaces unless one assumes that the vorticity vanishes at high order at the boundary. This is due to what is called "boundary effect," which is not consistent with inviscid damping. Investigating the boundary effect in the context of asymptotic stability of Euler or Navier-Stokes equations is an interesting topic by itself, but we will not address it here.
(3) The assumption on the support of $b^{\prime \prime}$ is necessary to preserve the compact support of $\omega(t)$ in $\mathbb{T} \times\left[\vartheta_{0}, 1-\vartheta_{0}\right]$, due to the nonlocal term $b^{\prime \prime}(y) \partial_{x} \psi$ in (1.10). Assumption (1.6) on the uniform monotonicity of the function $b$ is also important for our proof, to ensure a uniform rate of inviscid damping. It is an open question to investigate what happens in the case of nonmonotone shear flows which are linearly stable, such as Kolmogorov or Poiseuille flows.
(4) There is a large class of shear flows $b$ satisfying our assumptions, for instance, functions $b(y)$ satisfying $b^{\prime}(y) \geq 1$ and $\left|b^{\prime \prime \prime}(y)\right|<1, y \in[0,1]$.
(5) The Gevrey regularity assumption (1.9) on the initial data $\omega_{0}$ is likely sharp. See the recent construction of nonlinear instability of Deng-Masmoudi [16] for the Couette flow in slightly larger Gevrey spaces, and the more definitive counterexamples to inviscid damping in low Sobolev spaces by Lin-Zeng [30].
(6) The most important statement in Theorem 1.1 is (1.11), which provides strong control on the "profile" of the vorticity and from which the other statements follow easily. We note that the convergence (1.11) of the profile for vorticity holds in a slightly weaker Gevrey space, since $\beta_{1}<\beta_{0}$. This is connected with the use of energy functionals with decreasing time-dependent weights to control the profile, and is a reflection of the phenomenon that "decay costs regularity" in inviscid damping.
(7) At the qualitative level, our main conclusion (1.11) shows that the vorticity $\omega$ converges weakly to the function $\left\langle F_{\infty}\right\rangle(y)$. This is consistent with a far-reaching conjecture regarding the long-time behavior of solutions of the $2 D$ Euler equation, see [43], which predicts that for general generic solutions the vorticity field converges, as $t \rightarrow \infty$, weakly but not strongly in $L_{\mathrm{loc}}^{2}$ to a steady state. Proving such a conjecture for general solutions is, of course, well beyond the current PDE techniques, but the nonlinear asymptotic stability results we have so far in [7,23-25] are consistent with this conjecture.
(8) One can gain some intuition and explain the more technical conclusions in Theorem 1.1 by examining a simple explicit case, corresponding to the Couette flow $b(y)=y$. In this case $b^{\prime \prime}(y)=0$ and the linearization of the main equation (1.10) is

$$
\begin{equation*}
\partial_{t} \omega+y \partial_{x} \omega=0, \tag{1.16}
\end{equation*}
$$

which was studied by Orr in a pioneering work [37]. To simplify the discussion, assume that $x \in \mathbb{T}, y \in \mathbb{R}$ (to avoid the boundary issue which is not our main concern here). By direct calculation, we have $\omega(t, x, y)=\omega_{0}(x-y t, y)$. The stream function is given by
$\Delta \psi(t, x, y)=\omega(t, x, y)$ for $(x, y) \in \mathbb{T} \times \mathbb{R}$, so in the Fourier space we have the formulas

$$
\begin{equation*}
\widetilde{\omega}(t, k, \xi)=\widetilde{\omega_{0}}(k, \xi+k t), \quad \widetilde{\psi}(t, k, \xi)=-\frac{\widetilde{\omega_{0}}(k, \xi+k t)}{k^{2}+|\xi|^{2}} \tag{1.17}
\end{equation*}
$$

We remark that the conclusions in the full nonlinear Theorem 1.1 are consistent with these explicit formulas. Indeed, if $\omega_{0}$ is smooth, so $\widetilde{\omega_{0}}(k, \xi)$ decays fast in $(k, \xi)$, then:
(i) The main contribution comes from the frequencies $\xi=-k t+O(1)$, therefore $\widetilde{\psi}(t, k, \xi)$ decays like $|k|^{-2}\langle t\rangle^{-2}$ if $k \neq 0$. Similarly, since $u^{x}=-\partial_{y} \psi$ and $u^{y}=\partial_{x} \psi$, we see that $\widetilde{u^{x}}$ decays like $|k|^{-1}\langle t\rangle^{-1}$ and $\widetilde{u^{y}}$ decays like $|k|^{-1}\langle t\rangle^{-2}$, as claimed in (1.15).
(ii) It can be seen from (1.17) that the functions $\omega(t, x, y)$ and $\psi(t, x, y)$ are not uniformly smooth as $t \rightarrow \infty$, in the coordinates $x, y$. To identify smooth "profiles," we need to make changes of coordinates, i.e., we define

$$
\begin{equation*}
z=x-t v, \quad v=y, \quad F(t, z, v)=\omega(t, x, y), \quad \phi(t, z, v)=\psi(t, x, y) \tag{1.18}
\end{equation*}
$$

Notice that $F(t, z, v)=\omega_{0}(z, v)$ (independent of $t$ ), while $\phi(t, z, v)$ is uniformly smooth for all $t$ provided that $\omega_{0}$ is smooth. Taking the Fourier transform in $z$, $v$, we have the formula

$$
\begin{equation*}
\widetilde{\phi}(t, k, \xi)=-\frac{\widetilde{\omega_{0}}(k, \xi)}{k^{2}+|\xi-k t|^{2}} \tag{1.19}
\end{equation*}
$$

An important observation of Orr is that for $k \neq 0$ and large $\xi$, the normalized stream function $\phi$ (as well as the velocity field) experiences a transient growth as $t$ approaches the "critical time" $t_{c}=\xi / k$ before decaying to zero. This can be seen easily from the formula (1.19). This transient growth on the linearized level turns out to be crucial for the nonlinear analysis as well, and leads to the high regularity assumptions (Gevrey spaces) that are required for the nonlinear perturbation theory.

### 1.2. Point vortices

Vortices (radial functions) are stationary solutions of the Euler equation in $\mathbb{R}^{2}$ in vorticity formulation (1.2). The stability of vortices is a major open problem for 2D Euler equations, which is challenging even at the linear level as shown in [4] in the case of radially decreasing vortices.

In [24] we initiated the rigorous study of the full nonlinear asymptotic stability problem for vortices of the Euler equation in $\mathbb{R}^{2}$. We consider the simplest class of vortices, called point vortices, which are $\delta$-functions centered at points in $\mathbb{R}^{2}$. Such solutions (and more generally the so called $N$-vortex solutions) are models of general solutions with vorticity concentrated sharply in small neighborhoods, and have been studied by many authors. See, for instance, the classical work of Kirchhoff [28], C. C. Lin [29], and the book of MajdaBertozi [31] for more references.

To state our main conclusions, consider solutions of the form

$$
\begin{equation*}
\text { vorticity field }=\kappa \delta(P(t))+\omega, \quad \text { velocity field }=\nabla^{\perp} \Delta^{-1} \delta(P(t))+u \tag{1.20}
\end{equation*}
$$

where $\kappa \in \mathbb{R} \backslash\{0\}$ is the strength of the point vortex, $\delta(P(t))$ is the Dirac mass centered at $P(t)=\left(P_{1}(t), P_{2}(t)\right) \in \mathbb{R}^{2}$. We assume that $P(t)$ is not in the support of $\omega$, which will be satisfied as part of our analysis. Then the perturbation $\omega$ satisfies the equation

$$
\begin{equation*}
\partial_{t} \omega+U \cdot \nabla \omega+u \cdot \nabla \omega=0, \quad \text { for }(x, y, t) \in \mathbb{R}^{2} \times[0, \infty) \tag{1.21}
\end{equation*}
$$

where

$$
\begin{equation*}
U=\nabla^{\perp} \Delta^{-1} \delta(P(t))=\frac{\kappa}{2 \pi} \nabla^{\perp} \log |(x, y)-P(t)| \tag{1.22}
\end{equation*}
$$

The velocity field $u$ and the stream function $\psi$ are determined through

$$
\begin{align*}
& u=\nabla^{\perp} \psi=\left(-\partial_{y} \psi, \partial_{x} \psi\right) \\
& \Delta \psi=\omega, \quad \lim _{|(x, y)| \rightarrow \infty}\left\{\psi(x, y)-\frac{c_{0}}{2 \pi} \log |(x, y)|\right\}=0, \tag{1.23}
\end{align*}
$$

where

$$
\begin{equation*}
c_{0}:=\int_{\mathbb{R}^{2}} \omega(t, x, y) d x d y \tag{1.24}
\end{equation*}
$$

is a constant preserved by the flow for all times (as long as the support of $\omega(t)$ is away from $P(t)$ ). In addition, the center $P(t)$ satisfies the transport ODE

$$
\begin{equation*}
P^{\prime}(t)=\nabla^{\perp} \psi(t, P(t)) \tag{1.25}
\end{equation*}
$$

Equations (1.21)-(1.25) can be derived rigorously when the vortex $P(t)$ lies outside of the support of $\omega(t)$, see, for example, [32]. In our case, this support condition is propagated dynamically by the flow, as a consequence of the proof of stability.

In [24] we prove axisymmetrization around a point vortex. More precisely, we prove that small, Gevrey smooth, and compactly supported perturbations symmetrize around the point vortex whose location changes in time and converges fast as $t \rightarrow \infty$.

Theorem 1.2. Assume that $\kappa \in \mathbb{R} \backslash\{0\}, \lambda \in(0, \infty), M \in(1, \infty)$, and $\omega_{0} \in C_{0}^{\infty}\left(\mathbb{R}^{2}\right)$ satisfies the support property $\operatorname{supp} \omega_{0} \subseteq\left\{x \in \mathbb{R}^{2}:|x| \in[1 / M, M]\right\}$. Assume that

$$
\begin{equation*}
\int_{\mathbb{R}^{2}} e^{\lambda\langle\xi, \eta\rangle^{1 / 2}}\left|\widetilde{\omega_{0}}(\xi, \eta)\right|^{2} d \xi d \eta \leq \varepsilon^{2} \tag{1.26}
\end{equation*}
$$

for a sufficiently small constant $\varepsilon \leq \varepsilon(\kappa, M, \lambda)$, where $\widetilde{\omega_{0}}$ denotes the Fourier transform of $\omega_{0}$. Then there is a unique smooth global solution $(\omega, P)$ of the system (1.21)-(1.25) such that $P(t)$ stays outside of the support of $\omega(t)$ for all $t \geq 0$. Moreover,

$$
\begin{equation*}
\left|P(t)-P_{\infty}\right| \lesssim \varepsilon e^{-c\langle t)^{1 / 2}} \quad \text { for all } t \geq 0 \tag{1.27}
\end{equation*}
$$

for some $P_{\infty} \in \mathbb{R}^{2}$ and $c=c(\kappa, M, \lambda)>0$, and the vorticity $\omega(t)$ converges weakly to $a$ Gevrey-2 regular function $\omega_{\infty} \in C^{\infty}\left(\mathbb{R}^{2}\right)$ which is radial with respect to $P_{\infty}$, as $t \rightarrow \infty$.

### 1.2.1. Adapted polar coordinates and precise results

To understand the mechanism of convergence in Theorem 1.2, we need to analyze the Euler equations in the polar coordinates, recentered around the moving point vortex $P(t)$. Let

$$
\begin{equation*}
(x, y)=P(t)+r(\cos \theta, \sin \theta) \tag{1.28}
\end{equation*}
$$

In $(r, \theta)$ coordinates, we set the functions $u_{r}^{\prime}, u_{\theta}^{\prime}, \psi^{\prime}, \omega^{\prime}$ as follows:

$$
\begin{align*}
& \omega^{\prime}(t, \theta, r)=\omega(t, x, y), \quad \psi^{\prime}(t, \theta, r)=\psi(t, x, y)  \tag{1.29}\\
& u_{r}^{\prime}(t, \theta, r) e_{r}+u_{\theta}^{\prime}(t, \theta, r) e_{\theta}=u(t, x, y)
\end{align*}
$$

where $e_{r}:=(\cos \theta, \sin \theta), e_{\theta}:=(-\sin \theta, \cos \theta)$. Equation (1.21) can be rewritten as

$$
\begin{equation*}
\partial_{t} \omega^{\prime}-\left(P^{\prime}(t), e_{r}\right) \partial_{r} \omega^{\prime}-\frac{1}{r}\left(P^{\prime}(t), e_{\theta}\right) \partial_{\theta} \omega^{\prime}+\frac{\kappa}{2 \pi r^{2}} \partial_{\theta} \omega^{\prime}-\frac{\partial_{\theta} \psi^{\prime} \partial_{r} \omega^{\prime}-\partial_{r} \psi^{\prime} \partial_{\theta} \omega^{\prime}}{r}=0 \tag{1.30}
\end{equation*}
$$

where the stream function $\psi^{\prime}(t, \theta, r)$ can be calculated through

$$
\begin{equation*}
\partial_{r}^{2} \psi^{\prime}+\frac{1}{r} \partial_{r} \psi^{\prime}+\frac{1}{r^{2}} \partial_{\theta}^{2} \psi^{\prime}=\omega^{\prime}, \quad \lim _{r \rightarrow \infty}\left\{\psi^{\prime}(t, r, \theta)-\frac{c_{0}}{2 \pi} \log r\right\}=0 \tag{1.31}
\end{equation*}
$$

In the above,

$$
\begin{equation*}
P^{\prime}(t)=\frac{1}{2 \pi} \int_{0}^{\infty} \int_{0}^{2 \pi}(\sin \theta,-\cos \theta) \omega^{\prime}(t, \theta, r) d \theta d r \tag{1.32}
\end{equation*}
$$

and $\left(P^{\prime}(t), e_{r}\right),\left(P^{\prime}(t), e_{\theta}\right)$ denote the scalar products between the vectors $P^{\prime}(t), e_{r}$, and $e_{\theta}$. The velocity field $\left(u_{\theta}^{\prime}, u_{r}^{\prime}\right)$ can be calculated according to the formulas

$$
\begin{equation*}
u_{\theta}^{\prime}(t, \theta, r)=\partial_{r} \psi^{\prime}, \quad u_{r}^{\prime}(t, \theta, r)=-(1 / r) \partial_{\theta} \psi^{\prime} \tag{1.33}
\end{equation*}
$$

The following theorem is the full quantitative version of our main result in [24]:
Theorem 1.3. Assume that $\beta_{0}, \vartheta_{0} \in(0,1 / 8], \kappa \in(0, \infty)$, and assume $\omega_{0}^{\prime}$ is smooth initial data, satisfying the support condition $\operatorname{supp} \omega_{0}^{\prime} \subseteq \mathbb{T} \times\left[\vartheta_{0}, 1 / \vartheta_{0}\right]$ and the smallness condition

$$
\begin{equation*}
\left\|\omega_{0}^{\prime}\right\|_{\mathcal{E}^{\beta_{0}, 1 / 2}(\mathbb{T} \times \mathbb{R})}=\varepsilon \leq \bar{\varepsilon} \tag{1.34}
\end{equation*}
$$

where $\bar{\varepsilon}=\bar{\varepsilon}\left(\beta_{0}, \vartheta_{0}, \kappa\right)>0$ is sufficiently small and the Gevrey spaces $\mathcal{E}^{\beta_{0}, 1 / 2}(\mathbb{T} \times \mathbb{R})$ are defined as in (1.4). We have the following conclusions:
(i) (global regularity) There exist $\beta_{1}=\beta_{1}\left(\beta_{0}, \vartheta_{0}, \kappa\right)>0$ and a unique global solution $\omega^{\prime} \in C\left([0, \infty): \mathcal{E}^{\beta_{1}, 1 / 2}(\mathbb{T} \times \mathbb{R})\right)$ of the system (1.30)-(1.32) with initial data $\omega^{\prime}(0)=\omega_{0}^{\prime}$ such that $\operatorname{supp} \omega^{\prime}(t) \subseteq \mathbb{T} \times\left[\vartheta_{0} / 2,2 / \vartheta_{0}\right]$ and $|P(t)|<$ $\vartheta_{0} / 100$ for any $t \in[0, \infty)$.
(ii) (asymptotic stability) There exist $\Omega_{\infty} \in \mathscr{G}^{\beta_{1}, 1 / 2}(\mathbb{T} \times \mathbb{R})$ and $P_{\infty}=\left(P_{\infty}^{1}, P_{\infty}^{2}\right) \in$ $\mathbb{R}^{2}$ with supp $\Omega_{\infty} \subseteq \mathbb{T} \times\left[\vartheta_{0} / 2,2 / \vartheta_{0}\right]$ and $\left|P_{\infty}\right| \leq \vartheta_{0} / 100$ such that

$$
\begin{gather*}
\left\|\omega^{\prime}\left(t, \theta+\kappa t /\left(2 \pi r^{2}\right)+\Phi(t, r), r\right)-\Omega_{\infty}(\theta, r)\right\|_{\mathscr{G}^{\beta_{1}, 1 / 2}(\mathbb{T} \times \mathbb{R})} \lesssim \varepsilon\langle t\rangle^{-1}  \tag{1.36}\\
\left|P(t)-P_{\infty}\right| \lesssim \varepsilon e^{-\beta_{1} t^{1 / 2}}, \tag{1.35}
\end{gather*}
$$

for any $t \geq 0$. Here

$$
\begin{equation*}
\Phi(t, r):=\int_{0}^{t} \frac{\left\langle u_{\theta}^{\prime}\right\rangle(\tau, r)}{r} d \tau=\int_{0}^{t} \frac{\left\langle\partial_{r} \psi^{\prime}\right\rangle(\tau, r)}{r} d \tau \tag{1.37}
\end{equation*}
$$

(iii) (control of the velocity field) The velocity field $u^{\prime}$ satisfies the asymptotic bounds

$$
\begin{gather*}
\left\|\left\langle u_{\theta}^{\prime}\right\rangle(t, r)-u_{\infty}^{\prime}(r)\right\|_{\mathcal{E}_{\beta_{1}, 1 / 2}(\mathbb{R})} \lesssim \varepsilon\langle t\rangle^{-2},  \tag{1.38}\\
\langle t\rangle\left\|u_{\theta}^{\prime}(t, \theta, r)-\left\langle u_{\theta}^{\prime}\right\rangle(t, r)\right\|_{L^{\infty}(\mathbb{T} \times \mathbb{R})}+\langle t\rangle^{2}\left\|u_{r}^{\prime}(t, \theta, r)\right\|_{L^{\infty}(\mathbb{T} \times \mathbb{R})} \lesssim \varepsilon, \tag{1.39}
\end{gather*}
$$

where the function $u_{\infty}^{\prime} \in \mathcal{E}^{\beta_{1}, 1 / 2}(\mathbb{R})$ is defined by

$$
\partial_{r}\left(r u_{\infty}^{\prime}(r)\right)=r \Omega_{\infty}(r), \quad u_{\infty}^{\prime}(r)= \begin{cases}0 & \text { if } r \leq \vartheta_{0} / 2 \\ c_{0} /(2 \pi) & \text { if } r \geq 2 / \vartheta_{0}\end{cases}
$$

### 1.2.2. Remarks

(1) We notice the similarities between Theorem 1.1 (in the Couette case $b(y)=y$ ) and Theorem 1.3. In the point vortex case, the inviscid damping is generated by the term $\frac{\kappa}{2 \pi r^{2}} \partial_{\theta} \omega^{\prime}$ in (1.30), $\kappa \neq 0$. Indeed, at the linearized level, equation (1.30) is

$$
\begin{equation*}
\partial_{t} \omega^{\mathrm{lin}}+\frac{\kappa}{2 \pi r^{2}} \partial_{\theta} \omega^{\mathrm{lin}}=0 \tag{1.40}
\end{equation*}
$$

with the explicit solution

$$
\begin{equation*}
\omega^{\operatorname{lin}}(t, \theta, r)=\omega_{0}^{\operatorname{lin}}\left(\theta-\kappa t /\left(2 \pi r^{2}\right), r\right) \tag{1.41}
\end{equation*}
$$

Using now (1.31), we can express $\psi_{k}^{\text {lin }}, k \in \mathbb{Z} \backslash\{0\}$, as

$$
\begin{equation*}
\psi_{k}^{\operatorname{lin}}(t, r)=\int_{\mathbb{R}} G_{k}(r, \rho) \omega_{0, k}^{\operatorname{lin}}(\rho) e^{-i k \kappa t /\left(2 \pi \rho^{2}\right)} d \rho \tag{1.42}
\end{equation*}
$$

where $\psi_{k}^{\text {lin }}$ and $\omega_{0, k}^{\text {lin }}$ denote the $k$ th Fourier modes of the functions $\psi^{\text {lin }}$ and $\omega_{0}^{\text {lin }}$ in $\theta$ and $G_{k}$ is the associated Green function for the operator $\partial_{r}^{2}+\partial_{r} / r-k^{2} / r^{2}$. These formulas and integration by parts in $\rho$ lead to pointwise decay in time for the velocity field $u^{\text {lin }}=$ $\left(u_{\theta}^{\mathrm{lin}}, u_{r}^{\operatorname{lin}}\right)=\left(\partial_{r} \psi^{\operatorname{lin}},-\partial_{\theta} \psi^{\operatorname{lin}} / r\right)$, consistent with the bounds (1.39). In other words, the main conclusions of Theorem 1.3 can be verified for the linearized flow as a consequence of the explicit formulas (1.41)-(1.42), as expected.
(2) The main difference between Theorems 1.1 and 1.3 comes from the global shift caused by the movement of the vortex $P(t)$. It is very important to prove that the point vortex stabilizes rapidly, according to (1.36), which gives just the right amount of decay to compensate for the loss of regularity caused by changes of variables and mixing.
(3) Finally, we note that the assumption that the point vortex lies outside the support of the perturbation is necessary for inviscid damping in Gevrey spaces. This is analogous to the "boundary effect" discussed earlier in the context of shear flows.

### 1.3. Organization

The rest of this paper is organized as follows: in Section 2 we discuss the main ideas in the proofs of Theorems 1.1 and 1.3. In Section 3 we discuss the limitations of the mechanism of inviscid damping, showing that it cannot be used to prove global regularity of solutions of the generalized SQG equations.

## 2. MAIN IDEAS

In this section we discuss some of the main ideas involved in the proofs of Theorems 1.1 and 1.3. Most of our discussion will be focused on the harder case of general monotonic shear flows, but some of the key ideas apply also in the case of point vortices.

### 2.1. Renormalization and the new equations

We introduce now a nonlinear change of variables and define the main quantities we need to control uniformly in time. We need to unwind the transportation in $x$. Assume that $\omega:[0, T] \times \mathbb{T} \times[0,1]$ is a sufficiently smooth solution of the system (1.10),

$$
\begin{align*}
& \partial_{t} \omega+b(y) \partial_{x} \omega-b^{\prime \prime}(y) \partial_{x} \psi+u \cdot \nabla \omega=0 \\
& \left(u^{x}, u^{y}\right)=\left(-\partial_{y} \psi, \partial_{x} \psi\right), \quad \Delta \psi=\omega, \quad \psi(t, x, 1)=\psi(t, x, 0)=0 \tag{2.1}
\end{align*}
$$

which is supported in $\mathbb{T} \times\left[\vartheta_{0}, 1-\vartheta_{0}\right]$ at all times $t \in[0, T]$, satisfying $\|\langle\omega\rangle(t)\|_{H^{10}} \ll 1$. We make the nonlinear change of variables

$$
\begin{equation*}
v=b(y)+\frac{1}{t} \int_{0}^{t}\left\langle u^{x}\right\rangle(\tau, y) d \tau, \quad z=x-t v \tag{2.2}
\end{equation*}
$$

The point of this change of variables is to eliminate two of the nondecaying terms in the evolution equation in (2.1), namely the terms $b(y) \partial_{x} \omega$ and $\left\langle u^{x}\right\rangle \partial_{x} \omega$. The change of variable $y \rightarrow v$ is crucial for our analysis, and it allows us to link the renormalized stream function $\phi$ to the profile $F$ using the elliptic equation (2.7). The point is that this equation has constant coefficients at the linear level, so it is compatible with Fourier analysis.

Then we define the functions

$$
\begin{gather*}
F(t, z, v):=\omega(t, x, y), \quad \phi(t, z, v):=\psi(t, x, y),  \tag{2.3}\\
V^{\prime}(t, v):=\partial_{y} v(t, y), \quad V^{\prime \prime}(t, v):=\partial_{y y} v(t, y), \quad \dot{V}(t, v):=\partial_{t} v(t, y),  \tag{2.4}\\
B^{\prime}(t, v):=\partial_{y} b(y), \quad B^{\prime \prime}(t, v):=\partial_{y y} b(y) . \tag{2.5}
\end{gather*}
$$

The evolution equation in (2.1) becomes

$$
\begin{equation*}
\partial_{t} F-B^{\prime \prime} \partial_{z} \phi-V^{\prime} \partial_{v} P_{\neq 0} \phi \partial_{z} F+\left(\dot{V}+V^{\prime} \partial_{z} \phi\right) \partial_{v} F=0, \tag{2.6}
\end{equation*}
$$

where $P_{\neq 0}$ is projection off the zero mode, $P_{\neq 0} H(t, z, v)=H(t, z, v)-\langle H\rangle(t, v)$. The renormalized vorticity $\phi$ satisfies the elliptic-type equation

$$
\begin{equation*}
\partial_{z}^{2} \phi+\left(V^{\prime}\right)^{2}\left(\partial_{v}-t \partial_{z}\right)^{2} \phi+V^{\prime \prime}\left(\partial_{v}-t \partial_{z}\right) \phi=F \tag{2.7}
\end{equation*}
$$

The functions $V^{\prime}, V^{\prime \prime}, B^{\prime}, B^{\prime \prime}, \dot{V}$ also satisfy suitable evolution or elliptic equations in the new variables $(t, v)$, which can be derived from (2.1) and the definitions, such as

$$
\begin{gather*}
\partial_{t} B^{\prime}(t, v)+\dot{V} \partial_{v} B^{\prime}(t, v)=\partial_{t} B^{\prime \prime}(t, v)+\dot{V} \partial_{v} B^{\prime \prime}(t, v)=0,  \tag{2.8}\\
\partial_{t}\left(V^{\prime}-B^{\prime}\right)+\dot{V} \partial_{v}\left(V^{\prime}-B^{\prime}\right)=\mathscr{H} / t  \tag{2.9}\\
\partial_{t} \mathscr{H}+\dot{V} \partial_{v} \mathscr{H}=-\mathscr{H} / t-V^{\prime}\left\langle\partial_{v} P_{\neq 0} \phi \partial_{z} F\right\rangle+V^{\prime}\left\langle\partial_{z} \phi \partial_{v} F\right\rangle, \tag{2.10}
\end{gather*}
$$

where

$$
\begin{equation*}
\mathscr{H}(t, v):=t V^{\prime}(t, v) \partial_{v} \dot{V}(t, v)=B^{\prime}(t, v)-V^{\prime}(t, v)-\langle F\rangle(t, v) . \tag{2.11}
\end{equation*}
$$

Equations (2.6)-(2.11) are the main equations we analyze in our proof.

### 2.2. Energy functionals and imbalanced weights

The main idea is to control the regularity of $F$ for all $t \geq 0$, as well as other quantities such as $\phi, V^{\prime}, V^{\prime \prime}, B^{\prime}, B^{\prime \prime}, \dot{V}$, using a bootstrap argument involving energy functionals and space-time norms. These norms depend on families of weights $A_{k}(t, \xi), A_{N R}(t, \xi), A_{R}(t, \xi)$, $k \in \mathbb{Z}, \xi \in \mathbb{R}$, which have to be designed carefully to control the nonlinearities.

To identify the main issue and motivate the choice of weights, assume first that $F$ and $\phi$ satisfy the simplified closed system

$$
\begin{equation*}
\partial_{t} F-\partial_{v} P_{\neq 0} \phi \partial_{z} F=0, \quad \partial_{z}^{2} \phi+\left(\partial_{v}-t \partial_{z}\right)^{2} \phi=F \tag{2.12}
\end{equation*}
$$

for $(z, v, t) \in \mathbb{T} \times \mathbb{R} \times[0, \infty)$. Compared to the original equations (2.6)-(2.7), we assume that $b^{\prime \prime} \equiv 0$ (the Couette flow) and keep only one nonlinear term, the "reaction term" $\partial_{v} P_{\neq 0} \phi \cdot \partial_{z} F$. We would like to control, uniformly in time, an energy functional of the form

$$
\begin{equation*}
\mathcal{E}(t):=\sum_{k \in \mathbb{Z}} \int_{\mathbb{R}} A_{k}^{2}(t, \xi)|\tilde{F}(t, k, \xi)|^{2} d \xi \tag{2.13}
\end{equation*}
$$

where $\tilde{F}$ denotes the spacial Fourier transform of $F$, for a suitable weight $A_{k}(t, \xi)$ which decreases in $t$. Let $\mathbb{Z}^{*}=\mathbb{Z} \backslash\{0\}$ and notice that

$$
\begin{equation*}
\widetilde{\partial_{v} P_{\neq 0} \phi}(t, k, \xi)=-\frac{i \xi}{k^{2}} \frac{\tilde{F}(t, k, \xi)}{1+|t-\xi / k|^{2}} \mathbf{1}_{\mathbb{Z}^{*}}(k) \tag{2.14}
\end{equation*}
$$

When $|\xi| \gg k^{2}$, the factor $\xi / k^{2}$ in (2.14) indicates a loss of one full derivative in $v$ in the resonant region $\left\{(t, k, \xi):|t-\xi / k| \ll|\xi| / k^{2}, k^{2} \ll|\xi|\right\}$. This is a major obstruction to proving stability, which cannot be removed by standard symmetrization techniques.

The key original idea of Bedrossian-Masmoudi [7] is to use imbalanced weights $A_{k}(t, \xi)$ to absorb this derivative loss, taking advantage of the favorable structure of the nonlinearity that does not allow for contributions to the resonant region to come from bilinear interactions of small frequencies and frequencies in the resonant region (due to the factor $\partial_{z} F$ in the reaction term). More precisely, the weights have to satisfy the unusual property

$$
\begin{equation*}
\frac{A_{\ell}(t, \eta)}{A_{k}(t, \xi)} \approx\left|\frac{\eta}{\ell^{2}}\right| \frac{1}{1+|t-\eta / \ell|} \tag{2.15}
\end{equation*}
$$

when $k \neq \ell, \ell \neq 0, \xi=\eta+O(1), k=\ell+O(1)$, and $1+|t-\eta / \ell| \ll|\eta| / \ell^{2}$. In addition, these weights have to decrease in time, in the quantitative form,

$$
\begin{equation*}
-\frac{\partial_{t} A_{\ell}(t, \xi)}{A_{\ell}(t, \xi)} \gtrsim \frac{1}{\langle t-\xi / k\rangle} \tag{2.16}
\end{equation*}
$$

if $k \in \mathbb{Z} \backslash\{0\},\langle t-\xi / k\rangle \lesssim|\xi| / k^{2}$, and $|\ell| \leq\langle\xi\rangle$, in order to be able to control some of the nonlinear terms using the Cauchy-Kowalevski terms coming from time differentiation of the energy functional $\mathcal{E}$. This leads to loss of regularity of the profile $F$ during the evolution, which is the price to pay to prove nonlinear decay of the stream function $\phi$.

### 2.2.1. The weights $A_{N R}, A_{R}, A_{k}$

For the sake of completeness, we summarize here the construction of our main imbalanced weights $A_{R}, A_{N R}, A_{k}$ in [23-25]. Given $\delta_{0}=\delta_{0}\left(\beta_{0}, \vartheta_{0}\right)>0$, we define first the decreasing function $\lambda:[0, \infty) \rightarrow\left[\delta_{0}, 3 \delta_{0} / 2\right]$ by

$$
\begin{equation*}
\lambda(0)=\frac{3}{2} \delta_{0}, \quad \lambda^{\prime}(t)=-\frac{\delta_{0} \sigma_{0}^{2}}{\langle t\rangle^{1+\sigma_{0}}}, \tag{2.17}
\end{equation*}
$$

for small positive constant $\sigma_{0}$ (say $\sigma_{0}=0.01$ ). Then we define

$$
\begin{gather*}
A_{R}(t, \xi):=\frac{e^{\lambda(t)(\xi)^{1 / 2}}}{b_{R}(t, \xi)} e^{\sqrt{\delta}(\xi\rangle^{1 / 2}}, \quad A_{N R}(t, \xi):=\frac{e^{\lambda(t)(\xi)^{1 / 2}}}{b_{N R}(t, \xi)} e^{\sqrt{\delta}(\xi)^{1 / 2}}  \tag{2.18}\\
A_{k}(t, \xi):=e^{\lambda(t)\langle k, \xi\rangle^{1 / 2}}\left(\frac{e^{\sqrt{\delta}(\xi\rangle^{1 / 2}}}{b_{k}(t, \xi)}+e^{\sqrt{\delta}|k|^{1 / 2}}\right) \tag{2.19}
\end{gather*}
$$

where $\delta>0$ is a small constant and $k \in \mathbb{Z}$.
To construct the main functions $b_{k}, b_{N R}, b_{R}$ that appear in (2.18)-(2.19), we start by defining two functions $w_{N R}, w_{R}:[0, \infty) \times \mathbb{R} \rightarrow[0,1]$, which distinguish between resonant and nonresonant regions and play a key role in the analysis. Resonance is measured in terms of the size of the denominators $\langle t-\xi / k\rangle$, which appear in formula (2.14). The intervals $I_{k, \eta}$ defined below, where this factor is small are called "resonant" intervals. Notice the imbalance in (2.24) between the weights $w_{R}(t, \eta)$ and $w_{N R}(t, \eta)$, especially around the center of the resonant intervals, consistent with the loss of derivative discussed earlier.

Assume that $\delta>0$ is small, $\delta \ll \delta_{0}$. For $|\eta| \leq \delta^{-10}$, we define simply

$$
\begin{equation*}
w_{N R}(t, \eta):=1, \quad w_{R}(t, \eta):=1 \tag{2.20}
\end{equation*}
$$

For $\eta>\delta^{-10}$, we define $k_{0}(\eta):=\left\lfloor\sqrt{\delta^{3} \eta}\right\rfloor$. For $l \in\left\{1, \ldots, k_{0}(\eta)\right\}$, we define

$$
\begin{equation*}
t_{l, \eta}:=\frac{1}{2}\left(\frac{\eta}{l+1}+\frac{\eta}{l}\right), \quad t_{0, \eta}:=2 \eta, \quad I_{l, \eta}:=\left[t_{l, \eta}, t_{l-1, \eta}\right] . \tag{2.21}
\end{equation*}
$$

Notice that $\left|I_{l, \eta}\right| \approx \eta / l^{2}$ and

$$
\delta^{-3 / 2} \sqrt{\eta} / 2 \leq t_{k_{0}(\eta), \eta} \leq \cdots \leq t_{l, \eta} \leq \eta / l \leq t_{l-1, \eta} \leq \cdots \leq t_{0, \eta}=2 \eta .
$$

We define

$$
\begin{equation*}
w_{N R}(t, \eta):=1, w_{R}(t, \eta):=1 \quad \text { if } t \geq t_{0, \eta}=2 \eta \tag{2.22}
\end{equation*}
$$

Then we define, for $k \in\left\{1, \ldots, k_{0}(\eta)\right\}$,

$$
w_{N R}(t, \eta):= \begin{cases}\left(\frac{1+\delta^{2}|t-\eta / k|}{1+\delta^{2}\left|t_{k-1, \eta}-\eta / k\right|}\right)^{\delta_{0}} w_{N R}\left(t_{k-1, \eta}, \eta\right) & \text { if } t \in\left[\eta / k, t_{k-1, \eta}\right]  \tag{2.23}\\ \left(\frac{1}{1+\delta^{2}|t-\eta / k|}\right)^{1+\delta_{0}} w_{N R}(\eta / k, \eta) & \text { if } t \in\left[t_{k, \eta}, \eta / k\right] .\end{cases}
$$

We define also the weight $w_{R}$ by the formula

$$
w_{R}(t, \eta):= \begin{cases}w_{N R}(t, \eta) \frac{1+\delta^{2}|t-\eta / k|}{1+\delta^{2} \eta /\left(8 k^{2}\right)} & \text { if }|t-\eta / k| \leq \eta /\left(8 k^{2}\right)  \tag{2.24}\\ w_{N R}(t, \eta) & \text { if } t \in I_{k, \eta},|t-\eta / k| \geq \eta /\left(8 k^{2}\right)\end{cases}
$$

for any $k \in\left\{1, \ldots, k_{0}(\eta)\right\}$ and notice that for $t \in I_{k, \eta}$,

$$
\begin{equation*}
\frac{\partial_{t} w_{N R}(t, \eta)}{w_{N R}(t, \eta)} \approx \frac{\partial_{t} w_{R}(t, \eta)}{w_{R}(t, \eta)} \approx \frac{\delta^{2}}{1+\delta^{2}|t-\eta / k|} \tag{2.25}
\end{equation*}
$$

For small values of $t=(1-\beta) t_{k_{0}(\eta), \eta}, \beta \in[0,1]$, we define $w_{N R}$ and $w_{R}$ by the formulas

$$
\begin{equation*}
w_{N R}(t, \eta)=w_{R}(t, \eta):=\left(e^{-\delta \sqrt{\eta}}\right)^{\beta} w_{N R}\left(t_{k_{0}(\eta), \eta}, \eta\right)^{1-\beta} \tag{2.26}
\end{equation*}
$$

If $\eta<-\delta^{-10}$, then we define $w_{R}(t, \eta):=w_{R}(t,|\eta|), w_{N R}(t, \eta):=w_{N R}(t,|\eta|)$, and $I_{k, \eta}:=I_{-k,-\eta}$. To summarize, the resonant intervals $I_{k, \eta}$ are defined for $(k, \eta) \in \mathbb{Z} \times \mathbb{R}$ satisfying $|\eta|>\delta^{-10}, 1 \leq|k| \leq \sqrt{\delta^{3}|\eta|}$, and $\eta / k>0$.

Finally, we define the weights $w_{k}(t, \eta)$ by the formula

$$
w_{k}(t, \eta):= \begin{cases}w_{N R}(t, \eta) & \text { if } t \notin I_{k, \eta}  \tag{2.27}\\ w_{R}(t, \eta) & \text { if } t \in I_{k, \eta}\end{cases}
$$

If particular, $w_{k}(t, \eta)=w_{N R}(t, \eta)$ unless $|\eta|>\delta^{-10}, 1 \leq|k| \leq \sqrt{\delta^{3}|\eta|}, \eta / k>0$, and $t \in I_{k, \eta}$.

The functions $w_{N R}, w_{R}$, and $w_{k}$ have the right size but lack optimal smoothness in the frequency parameter $\eta$, mainly due to the jump discontinuities of the function $k_{0}(\eta)$. This smoothness is important in symmetrization arguments (energy control of the transport terms) and in commutator arguments. To correct this problem, we fix $\varphi: \mathbb{R} \rightarrow[0,1]$ an even smooth function supported in $[-8 / 5,8 / 5]$ and equal to 1 in $[-5 / 4,5 / 4]$, and let $d_{0}:=\int_{\mathbb{R}} \varphi(x) d x$. For $k \in \mathbb{Z}$ and $Y \in\{N R, R, k\}$, let

$$
\begin{align*}
b_{Y}(t, \xi) & :=\int_{\mathbb{R}} w_{Y}(t, \rho) \varphi\left(\frac{\xi-\rho}{L_{\delta^{\prime}}(t, \xi)}\right) \frac{1}{d_{0} L_{\delta^{\prime}}(t, \xi)} d \rho \\
L_{\delta^{\prime}}(t, \xi) & :=1+\frac{\delta^{\prime}\langle\xi\rangle}{\langle\xi\rangle^{1 / 2}+\delta^{\prime} t}, \quad \delta^{\prime} \in[0,1] . \tag{2.28}
\end{align*}
$$

The length $L_{\delta^{\prime}}(t, \xi)$ in (2.28) is chosen to optimize the smoothness in $\xi$ of the functions $b_{Y}(t, \cdot)$, while not changing significantly the size of the weights. The parameter $\delta^{\prime}$ is fixed sufficiently small, depending only on $\delta$.

These definitions can be used to prove the key properties (2.15)-(2.16), as well as many other properties needed in the nonlinear analysis. We notice also that

$$
\begin{align*}
& e^{\lambda(t)\langle\xi\rangle^{1 / 2}} \leq A_{N R}(t, \xi) \leq A_{R}(t, \xi) \leq e^{\lambda(t)\langle\xi\rangle^{1 / 2}} e^{2 \sqrt{\delta}(\xi)^{1 / 2}}, \\
& e^{\lambda(t)\langle k, \xi\rangle^{1 / 2}} \leq A_{k}(t, \xi) \leq 2 e^{\lambda(t)\langle k, \xi\rangle^{1 / 2}} e^{2 \sqrt{\delta}\langle k, \xi\rangle^{1 / 2}}, \tag{2.29}
\end{align*}
$$

for any $k \in \mathbb{Z}, t \geq 0$, and $\xi \in \mathbb{R}$. Finally, to prove commutator estimates in the context of our problem, we need to know that the weights vary sufficiently slowly in $\xi$. In our case the weights satisfy the key inequalities

$$
\begin{equation*}
\left|A_{k}(t, \xi)-A_{k}(t, \eta)\right| \lesssim\left[\frac{C(\delta)}{\langle k, \xi\rangle^{1 / 2}}+\sqrt{\delta}\right] \max \left\{A_{k}(t, \xi), A_{k}(t, \eta)\right\} \tag{2.30}
\end{equation*}
$$

if $\langle\xi-\eta\rangle \lesssim 1 \ll \min \{\langle k, \xi\rangle,\langle k, \eta\rangle\}$. Such bounds are suitable to control the commutators by letting $\delta$ small enough, due to the gain of $\sqrt{\delta}$ at large frequencies.

### 2.3. The auxiliary nonlinear profile

In the case of general shear flows, an essential new difficulty that is not present in the Couette case, is the additional linear term $B^{\prime \prime} \partial_{z} \phi$ in (2.6). This linear term cannot be treated as a perturbation if $b^{\prime \prime}$ is not assumed small. On the linearized level, one can understand the evolution by using spectral analysis, especially the regularity analysis of generalized eigenfunctions corresponding to the continuous spectrum. However, it is still a challenge to combine the linear spectral analysis with the more sophisticated Fourier analysis tools needed for controlling the nonlinearity. We deal with this basic issue in two steps: first, we define an auxiliary nonlinear profile $F^{*}(t)$ given by

$$
\begin{equation*}
F^{*}(t, z, v)=F(t, z, v)-\int_{0}^{t} B^{\prime \prime}(0, v) \partial_{z} \phi^{\prime}(s, z, v) d s \tag{2.31}
\end{equation*}
$$

Thus $F^{*}$ takes into account the linear effect accumulated up to time $t$ and can be bounded perturbatively, using the methods outlined in the previous subsection. The function $\phi^{\prime}$ is a small but crucial modification of $\phi$, defined as the unique solution to the elliptic equation

$$
\begin{align*}
& \partial_{z}^{2} \phi^{\prime}+\left(B_{0}^{\prime}\right)^{2}\left(\partial_{v}-t \partial_{z}\right)^{2} \phi^{\prime}+B_{0}^{\prime \prime}\left(\partial_{v}-t \partial_{z}\right) \phi^{\prime}=F,  \tag{2.32}\\
& \phi^{\prime}(t, b(0))=\phi^{\prime}(t, b(1))=0,
\end{align*}
$$

on $\mathbb{T} \times[b(0), b(1)]$. This equation is obtained by freezing the coefficients of the main elliptic equation (2.7) at time $t=0$ to gain additional smoothness.

On a heuristic level, we expect that the full evolution of $F$ consists of two contributions: the main, linear evolution that changes the size of the profile most significantly, and a small but rough (compared with the linear evolution) nonlinear correction. We can view (2.31) as a bounded linear transformation in both space and time from $F$ to $F^{*}$ which takes into account the bulk linear evolution. The key point is that this transformation can be inverted to get bounds on the full profile $F$ from bounds on $F^{*}$.

### 2.4. Control of the full profile

We still need to recover the bounds on $F$ and the improved bounds on $F-F^{*}$. This is a critical step where we need to use our main spectral assumption and the precise estimates on the linearized flow. To link $F-F^{*}$ with the linearized flow, we define an auxiliary function $\phi^{*}$, which can be approximately viewed as a stream function associated with $F^{*}$, and set $g=F-F^{*}, \varphi:=\phi^{\prime}-\phi^{*}$. The functions $g$ and $\varphi$ satisfy the inhomogeneous
linear system with trivial initial data

$$
\begin{align*}
& \partial_{t} g-B_{0}^{\prime \prime}(v) \partial_{z} \varphi=H, \quad g(0, z, v)=0  \tag{2.33}\\
& B_{0}^{\prime}(v)^{2}\left(\partial_{v}-t \partial_{z}\right)^{2} \varphi+B_{0}^{\prime \prime}(v)\left(\partial_{v}-t \partial_{z}\right) \varphi+\partial_{z}^{2} \varphi=g(t, z, v),
\end{align*}
$$

where $(t, z, v) \in[0, \infty) \times \mathbb{T} \times[b(0), b(1)]$. The functions $B_{0}^{\prime}(v)=B^{\prime}(0, v)$ and $B_{0}^{\prime \prime}(v)=$ $B^{\prime \prime}(0, v)$ are time-independent, very smooth, and can be expressed in terms of the original shear flow $b$. The source term $H$ is given by $H=B_{0}^{\prime \prime}(v) \partial_{z} \phi^{*}$.

The function $\phi^{*}$ is determined by the auxiliary profile $F^{*}$. Since we have already proved quadratic bounds on the profile $F^{*}$, we can use elliptic estimates to prove quadratic bounds on $\phi^{*}$, and then on the source term $H$. Therefore, we can think of (2.33) as a linear inhomogeneous system with trivial initial data, and adapt the linear theory to our situation.

Decomposing in modes, conjugating by $e^{-i k v t}$, and using Duhamel's formula, we can further reduce to the study of the homogeneous initial-value problem

$$
\begin{align*}
& \partial_{t} g_{k}+i k v g_{k}-i k B_{0}^{\prime \prime} \varphi_{k}=0, \quad g_{k}(0, v)=X_{k}(v) e^{-i k a v}  \tag{2.34}\\
& \left(B_{0}^{\prime}\right)^{2} \partial_{v}^{2} \varphi_{k}+B_{0}^{\prime \prime}(v) \partial_{v} \varphi_{k}-k^{2} \varphi_{k}=g_{k}, \quad \varphi_{k}(b(0))=\varphi_{k}(b(1))=0
\end{align*}
$$

for $(t, v) \in[0, \infty) \times[b(0), b(1)]$, where $k \in \mathbb{Z} \backslash\{0\}$ and $a \in \mathbb{R}$.

### 2.5. Analysis of the linearized flow

Equation (2.34) was analyzed, at least when $a=0$, by Wei-Zhang-Zhao in [45] and by the second author in [26]. We follow the approach in [26]. The main idea is to use the spectral representation formula and reduce the analysis of the linearized flow to the analysis of generalized eigenfunctions corresponding to the continuous spectrum.

More precisely, using general spectral theory, we can express the stream function as an oscillatory integral of the spectral density function (which depends both on the physical and the spectral variables). As a consequence, given data $X_{k}$ smooth and satisfying $\operatorname{supp} X_{k} \subseteq\left[b\left(\vartheta_{0}\right), b\left(1-\vartheta_{0}\right)\right]$ we find a representation formula

$$
\begin{align*}
\widetilde{g_{k}}(t, \xi)= & \widetilde{X_{k}}(\xi+k t+k a)  \tag{2.35}\\
& +i k \int_{0}^{t} \int_{\mathbb{R}} \widetilde{B_{0}^{\prime \prime}}(\zeta) \widetilde{\Pi_{k}^{\prime}}(\xi+k t-\zeta-k \tau, \xi+k t-\zeta, a) d \zeta d \tau
\end{align*}
$$

for the solution $g_{k}$ of the linear evolution equation (2.34), where $\Pi_{k}^{\prime}(\xi, \eta, a)$ can be expressed in terms of a family of generalized eigenfunctions. As proved in [26], these eigenfunctions cannot be calculated explicitly, but can be estimated very precisely in the Fourier space,

$$
\begin{equation*}
\left\|(|k|+|\xi|) W_{k}(\eta+k a) \widetilde{\Pi_{k}^{\prime}}(\xi, \eta, a)\right\|_{L_{\xi, \eta}^{2}} \lesssim \delta\left\|W_{k}(\eta) \widetilde{X_{k}}(\eta)\right\|_{L_{\eta}^{2}} \tag{2.36}
\end{equation*}
$$

for any $a \in \mathbb{R}$, for a large family of weights $W_{k}$ that satisfy a slow variation property similar to (2.30). This leads to suitable control on the functions $g_{k}=F_{k}-F_{k}^{*}$, which allows us to close the bootstrap argument.

### 2.6. Energy functionals and the bootstrap proposition

We are now ready to summarize our main argument: given a solution $\omega:[0, T] \times$ $\mathbb{T} \times[0,1] \rightarrow \mathbb{R}$ of equation (2.1), we define first the functions $F, \phi, V^{\prime}, V^{\prime \prime}, \dot{V}, B^{\prime}, B^{\prime \prime}, \mathscr{H}$ as in (2.3)-(2.5) and (2.11). To construct useful energy functionals, we need to modify the functions $V^{\prime}, B^{\prime}, B^{\prime \prime}$ which are not "small," so we define the new variables

$$
\begin{align*}
& B_{0}^{\prime}(v):=B^{\prime}(0, v)=\left(\partial_{y} b\right)\left(b^{-1}(v)\right), \quad B_{0}^{\prime \prime}(v):=B^{\prime \prime}(0, v)=\left(\partial_{y}^{2} b\right)\left(b^{-1}(v)\right), \\
& V_{*}^{\prime}:=V^{\prime}-B_{0}^{\prime}, \quad B_{*}^{\prime}:=B^{\prime}-B_{0}^{\prime}, \quad B_{*}^{\prime \prime}:=B^{\prime \prime}-B_{0}^{\prime \prime} \tag{2.37}
\end{align*}
$$

Our main goal is to control the functions $F$ and $\phi$. For this we need to consider two auxiliary functions $F^{*}$ and $\phi^{\prime}$, defined as in (2.31)-(2.32). Then we define the renormalized elliptic profiles

$$
\begin{align*}
\Theta(t, z, v) & :=\left(\partial_{z}^{2}+\left(\partial_{v}-t \partial_{z}\right)^{2}\right)(\Psi(v) \phi(t, z, v))  \tag{2.38}\\
\Theta^{*}(t, z, v) & :=\left(\partial_{z}^{2}+\left(\partial_{v}-t \partial_{z}\right)^{2}\right)\left(\Psi(v)\left(\phi(t, z, v)-\phi^{\prime}(t, z, v)\right)\right),
\end{align*}
$$

where $\Psi: \mathbb{R} \rightarrow[0,1]$ is a Gevrey class cut-off function, satisfying

$$
\begin{align*}
& \left\|e^{\langle\xi)^{3 / 4}} \widetilde{\Psi}(\xi)\right\|_{L^{\infty}} \lesssim 1,  \tag{2.39}\\
& \operatorname{supp} \Psi \subseteq\left[b\left(\vartheta_{0} / 4\right), b\left(1-\vartheta_{0} / 4\right)\right], \quad \Psi \equiv 1 \text { in }\left[b\left(\vartheta_{0} / 3\right), b\left(1-\vartheta_{0} / 3\right)\right] .
\end{align*}
$$

Our bootstrap argument is based on controlling simultaneously energy functionals and space-time integrals. For this we need carefully chosen weights $A_{N R}, A_{R}$, and $A_{k}$, defined as in Section 2.2.1. Let $\dot{A}_{Y}(t, \xi):=\left(\partial_{t} A_{Y}\right)(t, \xi) \leq 0, Y \in\{N R, R, k\}$, and define, for any $t \in[0, T]$,

$$
\begin{gather*}
\mathcal{E}_{f}(t):=\sum_{k \in \mathbb{Z}} \int_{\mathbb{R}} A_{k}^{2}(t, \xi)|\tilde{f}(t, k, \xi)|^{2} d \xi, \quad f \in\left\{F, F^{*}\right\}, \\
\mathcal{B}_{f}(t):=\int_{1}^{t} \sum_{k \in \mathbb{Z}} \int_{\mathbb{R}}\left|\dot{A}_{k}(s, \xi)\right| A_{k}(s, \xi)|\tilde{f}(s, k, \xi)|^{2} d \xi d s,  \tag{2.40}\\
\left.\mathcal{E}_{F-F^{*}}(t):=\sum_{k \in \mathbb{Z}^{*}} \int_{\mathbb{R}}(1+\langle k, \xi\rangle /\langle t\rangle) A_{k}^{2}(t, \xi) \mid \overline{\left(F-F^{*}\right.}\right)\left.(t, k, \xi)\right|^{2} d \xi, \\
\left.\mathcal{B}_{F-F^{*}}(t):=\int_{1}^{t} \sum_{k \in \mathbb{Z}^{*}} \int_{\mathbb{R}}(1+\langle k, \xi\rangle /\langle s\rangle)\left|\dot{A}_{k}(s, \xi)\right| A_{k}(s, \xi) \mid \overline{\left(F-F^{*}\right.}\right)\left.(s, k, \xi)\right|^{2} d \xi d s, \\
\mathcal{E}_{\Phi}(t):=\sum_{k \in \mathbb{Z}^{*}} \int_{\mathbb{R}} A_{k}^{2}(t, \xi) \frac{|k|^{2}\langle t\rangle^{2}}{|\xi|^{2}+|k|^{2}\langle t\rangle^{2}}|\widetilde{\Phi}(t, k, \xi)|^{2} d \xi, \quad \Phi \in\left\{\Theta, \Theta^{*}\right\},  \tag{2.41}\\
\mathcal{B}_{\Phi}(t):=\int_{1}^{t} \sum_{k \in \mathbb{Z}^{*}} \int_{\mathbb{R}}\left|\dot{A}_{k}(s, \xi)\right| A_{k}(s, \xi) \frac{|k|^{2}\langle s\rangle^{2}}{|\xi|^{2}+|k|^{2}\langle s\rangle^{2}}|\widetilde{\Phi}(s, k, \xi)|^{2} d \xi d s,  \tag{2.42}\\
\mathcal{E}_{g}(t):=\int_{\mathbb{R}} A_{R}^{2}(t, \xi)|\tilde{g}(t, \xi)|^{2} d \xi, \quad g \in\left\{V_{*}^{\prime}, B_{*}^{\prime}, B_{*}^{\prime \prime}\right\}, \\
\mathcal{B}_{g}(t):=\int_{1}^{t} \int_{\mathbb{R}}\left|\dot{A}_{R}(s, \xi)\right| A_{R}(s, \xi)|\tilde{g}(s, \xi)|^{2} d \xi d s, \tag{2.43}
\end{gather*}
$$

$$
\begin{align*}
\mathcal{E}_{\mathscr{H}}(t) & :=\mathcal{K}^{2} \int_{\mathbb{R}} A_{N R}^{2}(t, \xi)(\langle t\rangle /\langle\xi\rangle)^{3 / 2}|\tilde{\mathscr{H}}(t, \xi)|^{2} d \xi \\
\mathscr{B}_{\mathscr{H}}(t) & :=\mathcal{K}^{2} \int_{1}^{t} \int_{\mathbb{R}}\left|\dot{A}_{N R}(s, \xi)\right| A_{N R}(s, \xi)(\langle s\rangle /\langle\xi\rangle)^{3 / 2}|\tilde{\mathscr{H}}(s, \xi)|^{2} d \xi d s, \tag{2.44}
\end{align*}
$$

where $\mathbb{Z}^{*}:=\mathbb{Z} \backslash\{0\}$ and $\mathcal{K} \geq 1$ is a large constant that depends only on $\delta$.
Our main bootstrap proposition is the following:
Proposition 2.1. Assume $T \geq 1$ and $\omega \in C\left([0, T]: \mathcal{E}^{2 \delta_{0}, 1 / 2}\right)$ is a sufficiently smooth solution of the system (2.1), with the property that $\omega(t)$ is supported in $\mathbb{T} \times\left[\vartheta_{0}, 1-\vartheta_{0}\right]$ and that $\|\langle\omega\rangle(t)\|_{H^{10}} \ll 1$ for all $t \in[0, T]$. Define $F, F^{*}, \Theta, \Theta^{*} B_{*}^{\prime}, B_{*}^{\prime \prime}, V_{*}^{\prime}, \mathcal{H}$ as above. Assume that $\varepsilon_{1}$ is sufficiently small (depending on $\delta$ ),

$$
\begin{equation*}
\sum_{g \in\left\{F, F^{*}, F-F^{*}, \Theta, \Theta^{*}, V_{*}^{\prime}, B_{*}^{\prime}, B_{*}^{\prime \prime}, \mathscr{H}\right\}} \mathcal{E}_{g}(t) \leq \varepsilon_{1}^{3} \quad \text { for any } t \in[0,1] \text {, } \tag{2.45}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{g \in\left\{F, F^{*}, F-F^{*}, \Theta, \Theta^{*}, V_{*}^{\prime}, B_{*}^{\prime}, B_{*}^{\prime \prime}, \mathscr{H}\right\}}\left[\mathcal{E}_{g}(t)+\mathscr{B}_{g}(t)\right] \leq \varepsilon_{1}^{2} \quad \text { for any } t \in[1, T] . \tag{2.46}
\end{equation*}
$$

Then for any $t \in[1, T]$, we have the improved bounds

$$
\begin{equation*}
\sum_{g \in\left\{F, F^{*}, F-F^{*}, \Theta, \Theta^{*}, V_{*}^{\prime}, B_{*}^{\prime}, B_{*}^{\prime \prime}, \mathscr{H}\right\}}\left[\mathcal{E}_{g}(t)+\mathscr{B}_{g}(t)\right] \leq \varepsilon_{1}^{2} / 2 . \tag{2.47}
\end{equation*}
$$

Moreover, we also have the stronger bounds for $t \in[1, T]$, namely

$$
\begin{equation*}
\sum_{g \in\{F, \Theta\}}\left[\varepsilon_{g}(t)+\mathscr{B}_{g}(t)\right] \lesssim \delta \varepsilon_{1}^{3} \tag{2.48}
\end{equation*}
$$

This proposition is the main ingredient in the proof of Theorem 1.1 in [25]. Its proof is based on implementing the steps outlined in Sections 2.2-2.5. It is important to control not only the main variables $F, \Theta, F^{*}$ and $\Theta^{*}$, but also the variables $V_{*}^{\prime}, B_{*}^{\prime}$, and $B_{*}^{\prime \prime}$ which are connected to the change of variables $y \rightarrow v$. These variables appear in many nonlinear terms, so it is important to control their smoothness precisely, as part of a combined bootstrap argument, in a way that is consistent with the smoothness of the functions $F$ and $\Theta$.

The function $\mathscr{H}$ plays a different role, as it is the only variable that decays in time and encodes the convergence of the system as $t \rightarrow \infty$. This function decays at a rate of $\langle t\rangle^{-3 / 4}$, in a weaker topology, which shows that the function $\partial_{v} \dot{V}$ decays fast at an integrable rate of $\langle t\rangle^{-7 / 4}$, again in a weaker topology. We remark also that the bootstrap control on the variable $F-F^{*}$ is slightly stronger than on the variables $F$ and $F^{*}$ separately, which is needed to compensate for the lack of symmetry in some of the transport terms.

## 3. AN UNSTABLE MODEL: THE GENERALIZED SQG EQUATION

We consider now the generalized surface quasigeostrophic equations (gSQG)

$$
\left\{\begin{array}{l}
\partial_{t} \theta+u \cdot \nabla \theta=0, \quad(t, x) \in[0, T) \times \mathscr{D}  \tag{3.1}\\
u=-\nabla^{\perp}(-\Delta)^{-1+\alpha / 2} \theta
\end{array}\right.
$$

where $\alpha \in[0,2]$ and $\mathscr{D}$ is a domain in $\mathbb{R}^{2}$. The case $\alpha=1$ corresponds to the surface quasigeostrophic (SQG) equation, introduced by Constantin-Majda-Tabak [13] as a model for the full 3D Euler equations. Notice that the case $\alpha=0$ corresponds to the 2D incompressible Euler equations and the case $\alpha=2$ produces stationary solutions.

These are the so-called active scalar equations, which have been analyzed extensively both in the setting of smooth solutions $\theta$ and in the setting of the so-called $\alpha$-patches, which are solutions for which $\theta$ is a step function. The local regularity theory is generally well understood: as expected, suitable initial data lead to local in time unique solutions that propagate the regularity of the initial data, both in the smooth and the patch setting (see, for example, $[13,19,22,39]$ for regularity results of this type).

The construction of nontrivial global solutions for the gSQG equations is a very challenging open problem for all parameters $\alpha \in(0,2)$, both in the smooth and in the patch case (the construction of solutions that blow up in finite time is also a challenging open problem, but we will not discuss it here). In fact, the only known nonstationary global solutions of finite energy, both in the smooth and the patch setting, are special rotating solutions, periodic in time. See the recent work [11] for the construction of such solutions in the harder smooth case, and more references. See also [14] for the construction of a stable class of global solutions in the patch case, using the mechanism of dispersion, but which have infinite energy.

It is tempting to try to use the mechanism of inviscid damping to construct families of nontrivial global solutions of the gSQG equations, at least for some parameters $\alpha \in(0,2)$, by perturbing around stationary solutions. The easiest would be to perturb around shear flows on the finite channel domain $\mathscr{D}=\mathbb{T} \times[0,1]$, in particular around the Couette flow corresponding to $\theta(t, x, y)=-1$. The fractional Laplacian $(-\Delta)^{-1+\alpha / 2}$ on the domain $\mathscr{D}=\mathbb{T} \times[0,1]$ can be defined using explicit spectral theory. The vorticity deviation $\omega=$ $\theta+1:[0, T] \times \mathbb{T} \times[0,1] \rightarrow \mathbb{R}$ satisfies the system

$$
\begin{align*}
& \partial_{t} \omega+\partial_{y} a(y) \partial_{x} \omega-\partial_{y} \psi \partial_{x} \omega+\partial_{x} \psi \partial_{y} \omega=0, \\
& \psi=-(-\Delta)^{-1+\alpha / 2} \omega, \quad \psi(t, x, 1)=\psi(t, x, 0)=0, \tag{3.2}
\end{align*}
$$

where $a=a(y)$ is given by $\left(-\partial_{y}^{2}\right)^{1-\alpha / 2} a(y)=-1, a(0)=a(1)=0$. Notice that if $\alpha=0$ this is the same as the Euler equation (2.1) for the Couette flow $b(y)=y-1 / 2$, as expected.

At first glance it seems plausible to adapt the ideas described in Sections 2.1-2.2 to prove global regularity of the system (3.2), at least for some $\alpha>0$ small. One can still perform a nonlinear change of variables and derive a system of equations for a profile $F$, as in Section 2.1. A simplified version of this system is the closed equation

$$
\begin{equation*}
\partial_{t} F-\partial_{v} P_{\neq 0} \Phi \partial_{z} F=0, \quad \widetilde{P_{\neq 0}} \Phi(t, k, \xi)=\frac{\tilde{F}(t, k, \xi)}{\left[k^{2}+(\xi-t k)^{2}\right]^{1-\alpha / 2}} \mathbf{1}_{\mathbb{Z}^{*}}(k) \tag{3.3}
\end{equation*}
$$

for the smooth function $F:[0, T] \times \mathbb{T} \times \mathbb{R} \rightarrow \mathbb{R}$, which is analogous to the simplified equation (2.12) considered in Section 2.2.

Surprisingly, our analysis (in collaboration also with Javier Gómez-Serrano) reveals that the system (3.3) is unstable, for any $\alpha>0$. To see this, let

$$
\begin{align*}
& \mathcal{E}_{F}(t):=\sum_{k \in \mathbb{Z}^{*}} \int_{\mathbb{R}} W_{k}^{2}(t, \xi)|\tilde{F}(t, k, \xi)|^{2} d \xi \\
& \mathcal{B}_{F}(t):=\sum_{k \in \mathbb{Z}^{*}} \int_{0}^{t} \int_{\mathbb{R}}\left|\dot{W}_{k}(s, \xi)\right| W_{k}(s, \xi)|\tilde{F}(s, k, \xi)|^{2} d \xi, \tag{3.4}
\end{align*}
$$

where $\mathbb{Z}^{*}=\mathbb{Z} \backslash\{0\}$. We will show below that it is not possible to find a family of weights $W_{k}$, decreasing in $t$ and compatible with nonlinear analysis, for which one could control the energy functional $\mathscr{E}_{F}$ for uniformly all times.

Indeed, we calculate

$$
\begin{align*}
\frac{d}{d t} \mathcal{E}_{F}(t)= & \sum_{k \in \mathbb{Z}^{*}} \int_{\mathbb{R}} 2 \dot{W}_{k}(t, \xi) W_{k}(t, \xi)|\tilde{F}(t, k, \xi)|^{2} d \xi \\
& +2 \Re \sum_{k \in \mathbb{Z}^{*}} \int_{\mathbb{R}} W_{k}^{2}(t, \xi) \partial_{t} \tilde{F}(t, k, \xi) \overline{\tilde{F}(t, k, \xi)} d \xi \tag{3.5}
\end{align*}
$$

Therefore, since $\partial_{t} W_{k} \leq 0$, for any $t \in[1, T]$, we have

$$
\begin{equation*}
\mathcal{E}_{F}(t)+2 \mathscr{B}_{F}(t)=\mathcal{E}_{F}(0)+\int_{0}^{t}\left\{2 \mathfrak{R} \sum_{k \in \mathbb{Z}^{*}} \int_{\mathbb{R}} W_{k}^{2}(s, \xi) \partial_{s} \tilde{F}(s, k, \xi) \overline{\tilde{F}(s, k, \xi)} d \xi\right\} d s \tag{3.6}
\end{equation*}
$$

Using equation (3.3), the cubic term on the right-hand side of (3.6) is equal to

$$
\begin{align*}
& C\left|2 \Re\left\{\sum_{k, \ell \in \mathbb{Z}^{*}} \int_{0}^{t} \int_{\mathbb{R}^{2}} W_{k}^{2}(s, \xi) i \eta \widetilde{\Phi}(s, \ell, \eta) i(k-\ell) \tilde{F}(s, k-\ell, \xi-\eta) \overline{\tilde{F}(s, k, \xi)} d \xi d \eta d s\right\}\right| \\
&=C \left\lvert\, 2 \mathfrak{R}\left\{\sum_{k, \ell \in \mathbb{Z}^{*}} \int_{0}^{t} \int_{\mathbb{R}^{2}} W_{k}^{2}(s, \xi) \frac{\eta \tilde{F}(s, \ell, \eta) \tilde{F}(s, k, \xi)}{\left[\ell^{2}+(\eta-s \ell)^{2}\right]^{1-\alpha / 2}}(k-\ell)\right.\right. \\
&\times \tilde{F}(s, k-\ell, \xi-\eta) d \xi d \eta d s\} \mid \\
&=C \left\lvert\, \sum_{k, \ell \in \mathbb{Z}^{*}} \int_{0}^{t} \int_{\mathbb{R}^{2}}\left[\frac{\eta W_{k}^{2}(s, \xi)}{\left[\ell^{2}+(\eta-s \ell)^{2}\right]^{1-\alpha / 2}}-\frac{\xi W_{\ell}^{2}(s, \eta)}{\left[k^{2}+(\xi-s k)^{2}\right]^{1-\alpha / 2}}\right]\right. \\
& \times \tilde{F}(s, \ell, \eta) \tilde{F}(s, k, \xi)(k-\ell) \tilde{F}(s, k-\ell, \xi-\eta) d \xi d \eta d s \mid \tag{3.7}
\end{align*}
$$

where in the last identity we use symmetrization in $(k, \xi)$ and $(\ell, \eta)$, based on the fact that $F$ is real-valued.

We restrict ourselves to the range

$$
\begin{equation*}
\xi, \eta=N+O(1), \quad k=2, \ell=1 \tag{3.8}
\end{equation*}
$$

where $N$ is very large. This corresponds to the main "reaction term" in the original equation (3.3), where the frequency of $\Phi$ in the nonlinearity is large and the frequency of $F$ is small.

To estimate the right-hand side of (3.6) using the bulk term $\mathscr{B}_{F}$ defined in (3.4), we need that the weights satisfy the inequality

$$
\begin{align*}
& \left|\frac{\eta W_{2}^{2}(s, \xi)}{\left[1+(\eta-s)^{2}\right]^{1-\alpha / 2}}-\frac{\xi W_{1}^{2}(s, \eta)}{\left[4+(\xi-2 s)^{2}\right]^{1-\alpha / 2}}\right| \\
& \quad \lesssim \sqrt{\left|\dot{W}_{2}(s, \xi)\right| W_{2}(s, \xi)} \sqrt{\left|\dot{W}_{1}(s, \eta)\right| W_{1}(s, \eta)} \tag{3.9}
\end{align*}
$$

for all $\xi, \eta=N+O(1)$ and $s \in[0, \infty)$.
Assume that we are further restricting to a neighborhood of the largest resonant time $s=N+O(1)$. We notice that in this case the two terms on the left-hand side of (3.9) cannot have a meaningful cancelation because the denominator of the first term varies uniformly between 1 and $C$ if $\xi$ and $s$ are fixed and $\eta=N+O(1)$, while all the other numerators and denominators vary much less. So we would need

$$
\begin{aligned}
& \frac{\eta W_{2}^{2}(s, \xi)}{\left[1+(\eta-s)^{2}\right]^{1-\alpha / 2}}+\frac{\xi W_{1}^{2}(s, \eta)}{\left[4+(\xi-2 s)^{2}\right]^{1-\alpha / 2}} \\
& \quad \lesssim \sqrt{\left|\dot{W}_{2}(s, \xi)\right| W_{2}(s, \xi)} \sqrt{\left|\dot{W}_{1}(s, \eta)\right| W_{1}(s, \eta)}
\end{aligned}
$$

for all $\xi, \eta, s=N+O(1)$. In other words, the symmetrization performed in (3.7) does not help in the resonant case $\xi, \eta, s=N+O(1)$. In particular, for all $\eta, s=N+O(1)$,

$$
\begin{equation*}
N W_{2}^{2}(s, \eta)+N^{-1+\alpha} W_{1}^{2}(s, \eta) \lesssim W_{2}(s, \eta) W_{1}(s, \eta) \sqrt{\frac{\left|\dot{W}_{2}(s, \eta)\right|}{W_{2}(s, \eta)} \frac{\left|\dot{W}_{1}(s, \eta)\right|}{W_{1}(s, \eta)}} \tag{3.10}
\end{equation*}
$$

Using the mean inequality twice, this can only be satisfied if

$$
\begin{equation*}
N^{\alpha / 2} \lesssim \frac{\left|\dot{W}_{2}(s, \eta)\right|}{W_{2}(s, \eta)}+\frac{\left|\dot{W}_{1}(s, \eta)\right|}{W_{1}(s, \eta)}, \quad \text { if } s, \eta=N+O(1) \tag{3.11}
\end{equation*}
$$

Unfortunately, it is not possible to find suitable weights that satisfy a bound like (3.11), for any $\alpha>0$. This is because the weights also need to satisfy basic bounds like

$$
\begin{equation*}
W_{k}(s, \xi) \approx W_{k}(s, \eta) \tag{3.12}
\end{equation*}
$$

for any $s \in[0, \infty), k \in\{1,2\}$, and $\xi, \eta \in \mathbb{R},|\xi-\eta| \leq 1$. These bounds are essential in order for the weights to be compatible with nonlinear analysis. Letting $W_{k}(s, \xi)=e^{\lambda_{k}(s, \xi)}, k \in \mathbb{Z}$, and $\lambda=\lambda_{1}+\lambda_{2}$, it follows from (3.11)-(3.12) that $\lambda:[0, \infty) \times \mathbb{R} \rightarrow[0, \infty)$ is a decreasing function in $s$ satisfying

$$
\begin{equation*}
\langle\eta\rangle^{\alpha / 2} \lesssim\left|\left(\partial_{s} \lambda\right)(s, \eta)\right|, \quad|\lambda(s, \eta)-\lambda(s, \xi)| \lesssim 1 \tag{3.13}
\end{equation*}
$$

if $\eta \gg 1,|\eta-s| \leq 2$, and $|\xi-\eta| \leq 2$. We use these inequalities with $s=\eta=N \gg 1$ and recall that $\alpha>0$ to see that

$$
\begin{equation*}
\lambda(N-1, N-1) \geq \lambda(N, N)+c N^{\alpha / 2} . \tag{3.14}
\end{equation*}
$$

We can then apply this inductively to conclude that $\lambda(N-n, N-n) \geq \lambda(N, N)+c n N^{\alpha / 2}$ for $n=1, \ldots, N / 2$. In particular, $\lambda(N / 2, N / 2) \geq c N^{1+\alpha / 2}$, which would force $\lambda(0, N / 2) \geq$ $c N^{1+\alpha / 2}$ (since $\lambda$ is decreasing in $s$ ). However, this is not compatible with the bounds (3.12) when $s=0$, giving the final contradiction.

Notice that most of this argument applies in the Euler case $\alpha=0$, except that (3.13) does not imply (3.14) (in fact, our weights $A_{k}$ constructed in Section 2.2 . 1 satisfy (3.13) but not (3.14)). To summarize, these calculations show that the main construction used in the proof of global stability of the Couette flow for the 2D Euler equations does not extend to any more singular generalized SQG equations.
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# MEAN-FIELD LIMITS FOR QUANTUM SYSTEMS AND NONLINEAR GIBBS MEASURES 

MATHIEU LEWIN


#### Abstract

We consider the linear Schrödinger equation describing $N$ quantum (bosonic) particles at equilibrium and study its behavior as $N$ tends to infinity. We place the system in the meanfield regime, in which the particles are very tightly packed but interact weakly. In this limit we prove that they become essentially independent and identically distributed according to a nonlinear partial differential equation. Our main tool is the quantum de Finetti theorem, an abstract result about how independence can arise due to symmetry in such systems. By considerably increasing the randomness in the system, we can also obtain nonlinear Gibbs measures. Those are probability measures over an infinite-dimensional space, which play a major role in different areas of mathematics. The two- and three-dimensional cases are particularly challenging due to the necessity of using a renormalization procedure to cancel infinities.
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## 1. INTRODUCTION

Mathematics is efficient in describing some aspects of our world [63]. Many complicated natural phenomena are well reproduced using rather simple equations. More than that, abstract results or principles can sometimes even be used to predict new phenomena, later confirmed by experiments. This happened many times in physics in the 20th century, in particular through arguments based on symmetry. Several elementary particles were discovered this way (such as the positron predicted by Dirac in 1928 and discovered later by Anderson in 1932 or, more recently, the Higgs boson). In this respect, mathematics is not just an efficient tool to model our world, it can sometimes also be used to explore it.

Quantum mechanics is certainly one of the physical theories relying the most on mathematics. This is in part due to the strong influence of Hilbert in Göttingen, where Heisenberg and Born invented the "new quantum mechanics" around 1925 [56,58]. In fact, several mathematical concepts used all the time today (such as the Hilbert space) have been invented in this context [62]. This is a culmination of Hilbert's program to axiomatize physics, his 6th problem at the International Congress of Mathematics in 1900 [31].

At about the same time that quantum mechanics was being formalized, Bose [10] and Einstein [19] predicted the existence of a new state of matter, now called a Bose-Einstein condensate. Their argument was again mainly based on symmetry. Under the assumption that the wave function of a set of $N$ particles is invariant under the action of the permutation group $\mathfrak{S}_{N}$, they found that those particles would have to behave rather strangely when $N$ gets large, at very low temperatures. When the temperature passes below some critical value, they start traveling through the whole system at macroscopic distances, and all adopt the exact same behavior on average. A condensate is thus a macroscopic piece of quantum matter, where quantum effects can almost be observed with the human eye. The particles respecting this symmetry are now called bosons; famous examples include photons and helium atoms. Even if Bose-Einstein condensation (BEC) was suspected to play a role in many experiments (e.g., for the superfluidity of liquid helium), it was only in 1995 that a condensate could finally be realized in the laboratory [4,13]. This was recognized by a Nobel prize in 2001 and is still a very active subject of research in theoretical and experimental physics.

The argument of Bose and Einstein concerned noninteracting particles, and it can be made rigorous. However, real particles interact with each other and providing a mathematical proof of condensation in this case turned out to be very difficult, even at zero temperature. This was finally achieved in a series of works by Lieb, Seiringer, and Yngvason [43-46, 50] starting in 1998. These works belong to a large trend of research in analysis and mathematical physics which was stimulated by the numerous experimental discoveries starting from 1995.

In this paper I present the results obtained on the subject with my collaborators in the four articles [37, 38, 41, 42] published in the period 2014-2021. In [37] we realized with Phan Thành Nam and Nicolas Rougerie that BEC can, to some extent, be understood through a purely abstract result, the quantum de Finetti theorem. A version of this theorem was proved in 1969 [ 33,60 ] within the framework of operator algebras, and it currently plays an important role in quantum information theory. Its use for the condensation of bosons had, however,
been rather anecdotal. The classical version of de Finetti's theorem dates back to 1931 and is often called the Hewitt-Savage theorem [14, 30]. It plays a central role in probability and statistics. Loosely speaking, the latter says that a sequence of infinitely many exchangeable random variables is essentially automatically independent and identically distributed (i.i.d.). More precisely, its law must be the convex combination of i.i.d. random variables. Similarly, we will see that the emergent macroscopic i.i.d. behavior of the bosons in a condensate is a consequence of their indistinguishability, which implies a certain symmetry under permutations.

This point of view allowed us to push forward the mathematical analysis of condensates. In particular, in $[38,41]$ we started to look at a new situation where the randomness between the condensed particles is considerably increased, due to the temperature. This corresponded to looking at how the condensate is forming, just before the phase transition. We showed that the condensed bosons are then described by nonlinear Gibbs measures. These probability measures in infinite dimension play a major role in several areas of mathematics. They, for instance, appear in the study of rough stochastic partial differential equations and of deterministic equations with random initial data (as promoted by Bourgain [11,12] and now studied by many authors). Our new program has generated some interest and important achievements followed, in particular by Fröhlich, Knowles, Schlein, and Sohinger [22-24].

We shall restrict here our attention to a particular regime, called the mean-field limit. The system is assumed to be very dense (hence the particles meet very often) but the particles interact only a little. The many-particle interaction then gets replaced by an effective nonlinear interaction, seen by all the particles in the system, which leads to a nonlinear partial differential equation. This is not the most common regime in experiments [4,13]. The system is often rather dilute such that the particles instead meet rarely. The Lieb-Seiringer-Yngvason analysis in this case is more involved and requires more assumptions [43-46,50].

In the next section we introduce the Schrödinger model for $N$ bosons. In Section 3 we review our main results on Bose-Einstein condensation in the mean-field limit from [37, 42]. We then turn in Section 4 to a different mean-field regime where nonlinear Gibbs measures appear [38,41]. Due to space limitations, we will avoid entering too much into the technical details. We will also not be able to cite all the existing literature. In addition to $[37,38,41,42]$, we refer to a previous proceedings [36] for more references (in particular on the physics side), and to [57] for a recent and detailed review of known results.

## 2. THE $N$-PARTICLE QUANTUM MODEL

We consider a system composed of $N$ identical particles evolving in $\mathbb{R}^{d}$. Physically $d \in\{1,2,3\}$, but for the moment any $d \geqslant 1$ is allowed. We assume that interactions take place by pairs and are described with an even potential $w: \mathbb{R}^{d} \rightarrow \mathbb{R}$. We ignore more complicated events involving three or more particles at a time. We also submit our system to an external potential $V: \mathbb{R}^{d} \rightarrow \mathbb{R}$, which is typically used to ensure that the particles do not escape.

In classical mechanics, our particles would be described by $N$ vectors $\left\{\left(x_{j}, p_{j}\right)\right\}_{j=1}^{N}$ in $\mathbb{R}^{d} \times \mathbb{R}^{d}$, where $x_{j}$ is the position of the $j$ th particle and $p_{j}=m v_{j}$ is its momentum
(mass times velocity). The time evolution is a Hamiltonian system based on the energy

$$
\mathscr{H}_{\mathrm{cl}}\left(x_{1}, p_{1}, \ldots, x_{N}, p_{N}\right)=\sum_{j=1}^{N} \frac{\left|p_{j}\right|^{2}}{2 m}+\sum_{j=1}^{N} V\left(x_{j}\right)+\lambda \sum_{1 \leqslant j<k \leqslant N} w\left(x_{j}-x_{k}\right),
$$

with the usual symplectic form on the phase space. The three terms are respectively the kinetic energy, the potential energy, and the interaction energy. We have inserted a coupling constant $\lambda$ which we will later use to tune the strength of the interaction between the particles. The usual Hamilton equations lead to Newton's equations that the acceleration is proportional to the forces felt by each particle (which depend on the positions of all the others). Stationary states correspond to critical points of $\mathscr{H}_{\mathrm{cl}}$. Those always have all the $p_{j}$ equal to 0 (the particles do not move!). Equilibrium states are those where $\mathscr{H}_{\mathrm{cl}}$ is a local minimum. Of interest are also measures on the phase space $\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)^{N}$ which are globally invariant under the Hamiltonian flow. This is the case of any function of the conserved Hamiltonian $\mathscr{H}_{\mathrm{cl}}$ but an important example is given by the Gibbs measures

$$
\begin{align*}
& \mathcal{P}\left(x_{1}, p_{1}, \ldots, x_{N}, p_{N}\right)=Z^{-1} e^{-T^{-1} \mathscr{H}_{\mathrm{cl} 1}\left(x_{1}, p_{1}, \ldots, x_{N}, p_{N}\right)} \\
& Z:=\int_{\mathbb{R}^{2 d N}} e^{-T^{-1} \mathscr{H}_{\mathrm{cl}}} \mathrm{~d} x_{1} \cdots \mathrm{~d} p_{N} \tag{2.1}
\end{align*}
$$

where $T$ is a temperature used to model the amount of randomness in the system. In the limit $T \rightarrow 0^{+}$, the probability measure $\mathcal{P}$ concentrates on the minimum of $\mathscr{H}_{\mathrm{cl}}$.

For microscopic particles such as atoms, the classical model is not sufficiently precise and one has to switch to quantum mechanics. The basic principle is to give up the idea that one can know the exact positions and momenta of the particles. Instead, quantum mechanics provides us with two probability measures on $\left(\mathbb{R}^{d}\right)^{N}$ corresponding to the possible positions and momenta, respectively. These two probability measures are not independent, on account of Heisenberg's uncertainty principle which states that positions and velocities cannot be known simultaneously to an arbitrary precision. This principle is mathematically expressed using the Fourier transform. Namely, our $N$ quantum particles are represented by a square-integrable function $\Psi \in L^{2}\left(\mathbb{R}^{d N}, \mathbb{C}\right)$ called the wave function, normalized in the manner $\int_{\mathbb{R}^{d N}}|\Psi|^{2}=1$, and it is postulated that

- $\left|\Psi\left(x_{1}, \ldots, x_{N}\right)\right|^{2}$ is the probability density that the particles are at $x_{1}$, $\ldots, x_{N} \in \mathbb{R}^{d}$;
- $\left|\widehat{\Psi}\left(p_{1}, \ldots, p_{N}\right)\right|^{2}$ is the probability density that they have the momenta $p_{1}$, $\ldots, p_{N}{ }^{1}$

Integrating the above two probability densities against the classical energy and using that $\widehat{-i \partial_{x_{j}} \Psi}=p_{j} \widehat{\Psi}$, we find that the quantum energy can be expressed in terms of $\Psi$ as

$$
\begin{equation*}
\mathcal{E}(\Psi)=\frac{1}{2 m} \int_{\mathbb{R}^{d N}}|\nabla \Psi|^{2}+\sum_{j=1}^{N} \int_{\mathbb{R}^{d N}} V\left(x_{j}\right)|\Psi|^{2}+\lambda \sum_{1 \leqslant j<k \leqslant N} \int_{\mathbb{R}^{d N}} w\left(x_{j}-x_{k}\right)|\Psi|^{2} \tag{2.2}
\end{equation*}
$$

$$
\mathbf{1} \quad \operatorname{Here} \widehat{\Psi}\left(p_{1}, \ldots, p_{N}\right)=(2 \pi)^{-\frac{d N}{2}} \int_{\mathbb{R}^{d N}} \Psi\left(x_{1}, \ldots, x_{N}\right) e^{-i \sum_{j=1}^{N} x_{j} \cdot p_{j}} \mathrm{~d} x_{1} \cdots \mathrm{~d} x_{N}
$$

This is the quadratic form associated with the operator

$$
\begin{equation*}
H_{N, \lambda}:=\sum_{j=1}^{N} \frac{-\Delta_{x_{j}}}{2 m}+\sum_{j=1}^{N} V\left(x_{j}\right)+\lambda \sum_{1 \leqslant j<k \leqslant N} w\left(x_{j}-x_{k}\right) \tag{2.3}
\end{equation*}
$$

which is our main object of interest. We will work in a system of units so that $2 m=1$.
Since our $N$ particles are all the same, the two probability densities $|\Psi|^{2}$ and $|\widehat{\Psi}|^{2}$ must be symmetric functions, that is, invariant if we permute their variables. Some additional constraints are thus needed on $\Psi$. Only two possible choices can preserve the linear character of quantum mechanics, namely $\Psi$ must itself be either symmetric or antisymmetric. This corresponds to the two types of quantum particles existing in Nature, respectively called bosons and fermions. In this paper we exclusively consider the bosonic case, and hence restrict $H_{N, \lambda}$ to the subspace of symmetric square-integrable functions, denoted by

$$
\begin{aligned}
& L_{s}^{2}\left(\left(\mathbb{R}^{d}\right)^{N}, \mathbb{C}\right) \\
& \quad=\left\{\Psi \in L^{2}\left(\left(\mathbb{R}^{d}\right)^{N}, \mathbb{C}\right): \Psi\left(x_{\sigma(1)}, \ldots, x_{\sigma(N)}\right)=\Psi\left(x_{1}, \ldots, x_{N}\right), \forall \sigma \in \mathbb{S}_{N}\right\} .
\end{aligned}
$$

We emphasize that each $x_{j}$ is in $\mathbb{R}^{d}$. We are not permuting the coordinates of a given particle.
The quantum model is again a Hamiltonian system, in infinite dimension. Equilibrium states are critical points of the quantum energy $\mathcal{E}$ in (2.2), on the unit sphere of $L_{s}^{2}\left(\left(\mathbb{R}^{d}\right)^{N}, \mathbb{C}\right)$. Those are exactly the symmetric eigenfunctions of the Hamiltonian $H_{N, \lambda}$, which solve Schrödinger's equation

$$
\begin{equation*}
H_{N, \lambda} \Psi=E \Psi \tag{2.4}
\end{equation*}
$$

We will be particularly interested in what is called the ground state (the equilibrium state of lowest possible energy), that is, the first eigenfunction. The corresponding energy is

$$
E(N, \lambda):=\min \sigma\left(H_{N, \lambda}\right)=\inf _{\int|\Psi|^{2}=1} \mathcal{E}(\Psi)
$$

where $\sigma(H)$ denotes the spectrum of an operator $H$. Other states of interest are quantum Gibbs states, which are given by a formula similar to the classical case (2.1) by

$$
\begin{equation*}
\Gamma_{T, N, \lambda}:=Z_{T, N, \lambda}^{-1} e^{-T^{-1} H_{N, \lambda}}, \quad Z_{T, N, \lambda}=\operatorname{Tr}\left(e^{-T^{-1} H_{N, \lambda}}\right) \tag{2.5}
\end{equation*}
$$

with the trace taken only over the symmetric subspace $L_{s}^{2}\left(\left(\mathbb{R}^{d}\right)^{N}, \mathbb{C}\right)$. Those are compact operators which involve the whole spectrum of the quantum operator $H_{N, \lambda}$. The corresponding free energy of the system is then given by

$$
\begin{equation*}
F(T, N, \lambda):=-T \log Z_{T, N, \lambda} \tag{2.6}
\end{equation*}
$$

and it converges to $E(N, \lambda)$ in the limit $T \rightarrow 0^{+}$. We postpone the presentation of the precise assumptions on the potentials $V$ and $w$ which ensure that this is all well defined.

Finding the equilibrium states (2.4) or the Gibbs state (2.5) requires diagonalizing the operator $H_{N, \lambda}$. Due to the high dimensionality of the problem, this is impossible in most physical situations, even numerically at a sufficiently high precision. It is therefore important to rely on simpler approximations that are both precise enough and suitable to numerical
investigation. One of the most famous is the mean-field model, which consists in assuming that the particles are independent but evolve in an effective, self-consistent, potential which replaces the many-particle interaction. The linear many-body Schrödinger equation (2.4) on $\mathbb{R}^{d N}$ is then replaced by a more tractable nonlinear equation in $\mathbb{R}^{d}$. Introduced by Curie and Weiss to describe phase transitions in the classical Ising model, the mean-field method is now extremely popular in many areas of physics, and has even spread to other fields like biology and social sciences. We explain in the next section how the $N$-particle quantum system in fact converges to such a nonlinear problem in a specific limit.

## 3. MEAN-FIELD LIMIT TO THE GROSS-PITAEVSKII EQUATION

Gross-Pitaevskii theory. In a fully condensed system, the $N$ bosons are by definition i.i.d. and the corresponding wave function is factorized, that is,

$$
\begin{equation*}
\Psi\left(x_{1}, \ldots, x_{N}\right)=u^{\otimes N}\left(x_{1}, \ldots, x_{N}\right):=u\left(x_{1}\right) \cdots u\left(x_{N}\right), \tag{3.1}
\end{equation*}
$$

for some normalized $u \in L^{2}\left(\mathbb{R}^{d}, \mathbb{C}\right)$. After some computation, one finds that the energy of such a state equals $\mathcal{E}(\Psi)=N \mathcal{E}_{\mathrm{GP}}(u)$ where $\mathcal{E}_{\mathrm{GP}}$ is the Gross-Pitaevskii (GP) energy [28,54],

$$
\begin{align*}
\mathcal{E}_{\mathrm{GP}}(u)= & \int_{\mathbb{R}^{d}}|\nabla u(x)|^{2} \mathrm{~d} x+\int_{\mathbb{R}^{d}} V(x)|u(x)|^{2} \mathrm{~d} x \\
& +\frac{\lambda(N-1)}{2} \iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} w(x-y)|u(x)|^{2}|u(y)|^{2} \mathrm{~d} x \mathrm{~d} y . \tag{3.2}
\end{align*}
$$

It is often also called "Hartree" when $w$ is a smooth function. When $w$ is proportional to a Dirac delta, one often uses the acronym NLS for "nonlinear Schrödinger." Historically designed to describe quantized vortices in superfluid helium (in which it applies to only a small fraction of the particles), the Gross-Pitaevskii model is now the main tool to study Bose-Einstein condensates. If we minimize over all normalized $u$, we obtain the smallest possible energy per particle of a fully condensed system

$$
\begin{equation*}
e_{\mathrm{GP}}:=\inf _{\int_{\mathbb{R}^{d}}|u|^{2}=1} \varepsilon_{\mathrm{GP}}(u) . \tag{3.3}
\end{equation*}
$$

An associated minimizer $u_{0}$, when it exists, solves the nonlinear eigenvalue equation

$$
\begin{equation*}
\left(-\Delta+V(x)+\lambda(N-1)\left|u_{0}\right|^{2} * w(x)\right) u_{0}(x)=\varepsilon_{0} u_{0}(x) \tag{3.4}
\end{equation*}
$$

where $\varepsilon_{0}$ is a Lagrange multiplier associated with the normalization constraint in $L^{2}\left(\mathbb{R}^{d}\right)$. The nonlinearity is only through the "mean-field potential" $\left|u_{0}\right|^{2} * w$. Equation (3.4) has been used with impressive success to describe Bose-Einstein condensates. A famous example is the vortices appearing in rotating gases, see Figure 1. Note that $\mathcal{E}_{\mathrm{GP}}$ also provides a Hamiltonian system, whose dynamics is given by the nonlinear Schrödinger equation

$$
\begin{equation*}
i \partial_{t} u=\left(-\Delta+V+\lambda(N-1)|u|^{2} * w\right) u \tag{3.5}
\end{equation*}
$$



## FIGURE 1

(Left) Experimental pictures of the density of fast rotating Bose-Einstein condensates from [1] (© AAAS with permission). (Right) Numerical calculation of $\left|u_{0}\right|^{2}$ for the Gross-Pitaevskii solution $u_{0}$ of (3.4) with additional terms describing the rotation, using GPELab [5] (© Antoine \& Duboscq with permission). The dots are small vortices appearing under the effect of rotation, which seem to be placed on a triangular lattice [2].

Mean-field limit. The proof of Bose-Einstein condensation requires understanding how independence arises in an interacting system. The interactions will have to be weak and there are (at least) two ways this could happen. The first is when they are rare, which is the dilute regime appropriate for many experiments. Another situation is when the interactions are small in amplitude, that is, $\lambda$ is small. In order to have them play a role, many collisions are then needed. This corresponds to a high density regime where the particles meet very often but interact only a little bit each time. The latter is our mean-field regime. Surprisingly, very similar theorems are expected in the two opposite regimes.

The mean-field regime corresponds to taking $N \rightarrow \infty$, with the potential $V$ used to confine most particles to a finite region of space. At the same time, we take $\lambda \rightarrow 0$. From the formula (3.2) of the GP energy and the GP equation (3.4), we see that the interesting regime is $\lambda \sim 1 / N$. This makes the quantum Hamiltonian $H_{N, \lambda}$ essentially of order $N$. To simplify some expressions including (3.2) and (3.4), we simply choose

$$
\lambda=\frac{1}{N-1}
$$

and denote $H_{N}:=H_{N, \lambda}, E(N)=E(N, \lambda)$, etc. Then $e_{\mathrm{GP}}$ is independent of $N$. Using $E(N) \leqslant \mathcal{E}\left(u^{\otimes N}\right)=N \mathcal{E}_{\mathrm{GP}}(u)$ and minimizing over $u$, we obtain the simple upper bound

$$
\begin{equation*}
E(N) \leqslant N e_{\mathrm{GP}} \tag{3.6}
\end{equation*}
$$

We need technical assumptions on the potentials $V$ and $w$ to make everything meaningful. In the whole paper we distinguish two situations:

- (confined case) $w$ and $V_{-}=\max (0,-V)$ are in $L^{p}\left(\mathbb{R}^{d}, \mathbb{R}\right)+L^{\infty}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ with $p=1$ if $d=1, p>1$ if $d=2$ and $p=d / 2$ if $d \geqslant 3, V_{+}$is in $L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ and diverges at infinity;
- (unconfined or locally-confined case) $V$ and $w$ are in $L^{p}\left(\mathbb{R}^{d}, \mathbb{R}\right)+L^{\infty}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ with $p$ as above, and tend to 0 at infinity.

These conditions are not optimal and can be weakened in several ways. The most important is that we make no assumption on the sign of $w$ or its Fourier transform $\hat{w}$. The interaction can be repulsive, attractive, or both.

Theorem 1 (Convergence of energy [37]). Under the previous assumptions, we have

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{E(N)}{N}=e_{\mathrm{GP}} \tag{3.7}
\end{equation*}
$$

In the confined case, if, in addition, $\int_{\mathbb{R}^{d}} e^{-T^{-1} V(x)} \mathrm{d} x<\infty$ for all $T>0$, then we have the same limit for $F(T, N)$ in (2.6), for all $T>0$.

Similar results have been shown in many particular situations, but Theorem 1 is, to my knowledge, the first generic result. Important previous works in the same spirit include [6, 49] for unconfined systems, and $[20,55,61]$ in the confined case. The limit for $F(T, N)$ says that the temperature plays no role at the considered scale. In Section 4 we look at the case where $T \rightarrow \infty$ and get a different limit. A simple proof of Theorem 1, different from that of [37], is provided in the appendix. The argument is inspired of $[34,49]$ and was first written in the proceedings [36] but, unfortunately, never published. It is also described in [57, СнAP. 2].

The reader should think that our model is expressed at the macroscopic scale where condensation happens. But interactions typically take place at the microscopic scale. After changing units, in $d=3$ the more physical dilute limit corresponds to replacing $w(x)$ by $N^{3} w(N x)$ in our model. That the interaction becomes $N$-dependent generates many difficulties. Under further assumptions on $w$, the same limit (3.7) was proved in [43,44, 46], with $w$ replaced by $8 \pi a \delta$ in $\mathcal{E}_{\mathrm{GP}}$, with $a>0$ the scattering length of $w$ and $\delta$ the Dirac delta. The positive temperature case is handled in [16,17].

Our next goal is to prove that the system is really condensed, that is, the bosons are essentially independent. Unfortunately, one cannot expect that $\Psi_{N}$ will be close in norm to a factorized state such as (3.1). Changing one of the $u$ 's in the tensor product (that is, exciting one particle out of the condensate) would only affect the total energy to an $O(1)$ hence not change the main result. The proper way to express Bose-Einstein condensation is, following Penrose and Onsager [53], through the corresponding $k$-particle density matrices. Those are the quantum equivalent of marginals in probability theory, which appear for events involving only $k$ particles at a time. They are defined for all $k \geqslant 1$ through their integral kernel by $\Gamma_{\Psi_{N}}^{(k)}\left(x_{1}, \ldots, x_{k}, y_{1}, \ldots, y_{k}\right):=\frac{N!}{(N-k)!} \int_{\mathbb{R}^{d(N-k)}} \Psi_{N}\left(x_{1}, \ldots, x_{k}, Z\right) \overline{\Psi\left(y_{1}, \ldots, y_{k}, Z\right)} d Z$. This is a compact operator with trace equal to $\frac{N!}{(N-k)!}$, hence an operator norm bounded by

$$
\begin{equation*}
\left\|\Gamma_{\Psi_{N}}^{(k)}\right\| \leqslant \frac{N!}{(N-k)!} \underset{N \rightarrow \infty}{\sim} N^{k} . \tag{3.8}
\end{equation*}
$$

For large bosonic systems in normal conditions (such as a gas or a solid), $\Gamma_{\Psi_{N}}^{(k)}$ will stay of order one. Penrose and Onsager [53] suggested that a signature of Bose-Einstein condensation is when some eigenvalues are of order $N^{k}$. In fact, factorized states such as (3.1) saturate
the bound in (3.8) since their $k$-particle density matrices are all of rank one:

$$
\Gamma_{u^{\otimes N}}^{(k)}=\frac{N!}{(N-k)!}\left|u^{\otimes k}\right\rangle\left\langle u^{\otimes k}\right| .
$$

Here we use the bra-ket notation for the operator $|f\rangle\langle g| u:=\langle g, u\rangle f$. The following says that, in the mean-field limit, condensation happens precisely on the set of minimizers of the Gross-Pitaevskii energy.

Theorem 2 (Convergence of states [37]). Under the previous assumptions on $V$ and $w$, let $\Psi_{N}$ be any sequence such that $\left\langle\Psi_{N}, H_{N} \Psi_{N}\right\rangle=E(N)+o(N)$. In the confined case, there exist a subsequence $N_{j} \rightarrow \infty$ and a probability measure $\mu$ on $\mathcal{M}=\left\{\right.$ minimizers for $\left.e_{\mathrm{GP}}\right\}$, invariant under multiplication by phase factors, such that

$$
\begin{equation*}
\lim _{N_{j} \rightarrow \infty} \frac{\Gamma_{\Psi_{N_{j}}}^{(k)}}{\left(N_{j}\right)^{k}}=\int_{\mathcal{M}}\left|u^{\otimes k}\right\rangle\left\langle u^{\otimes k}\right| \mathrm{d} \mu(u), \quad \forall k \geqslant 1, \tag{3.9}
\end{equation*}
$$

strongly in trace norm. In the unconfined or locally-confined case, the result is the same except that $\mathcal{M}=\left\{\right.$ weak limits of minimizing sequences for $\left.e_{\mathrm{GP}}\right\}$ and the limit in (3.9) a priori only holds weakly-* in the trace class.

The simplest case is when $\mathcal{M}=\left\{e^{i \theta} u_{0}, \theta \in[0,2 \pi)\right\}$, that is, the GP minimizer is unique modulo phase. Then there will always be complete Bose-Einstein condensation on $u_{0}$ and no need to extract subsequences. One should probably think of $\mu$ as a probability over experiments, where only one GP minimizer $u_{0}$ is usually observed at a time. Note that it is possible to construct sequences $\Psi_{N}$ converging to any chosen probability $\mu$ on $\mathcal{M}$. The exact ground state of $H_{N}$ might converge to a definite $\mu$, but this is not addressed in the theorem. In the unconfined or locally-confined case, the result only gives condensation for the particles that stay in a neighborhood of the origin (due to the weak limits in the statement). All the information about the particles escaping to infinity is lost.

The main tool for proving Theorems 1 and 2 is the quantum de Finetti theorem. The following is our version of this result from [37], which involves weak limits and is thus stronger than the historical theorem from $[33,60]$.

Theorem 3 (Quantum de Finetti [33,37,60]). Let $\Psi_{N}$ be any sequence of normalized symmetric wave functions in $L_{s}^{2}\left(\left(\mathbb{R}^{d}\right)^{N}, \mathbb{C}\right)$. Assume that the $k$-particle density matrices satisfy

$$
\begin{equation*}
\frac{\Gamma_{\Psi_{N}}^{(k)}}{N^{k}} \stackrel{\rightharpoonup}{*}^{(k)}, \quad \forall k \geqslant 1, \tag{3.10}
\end{equation*}
$$

weakly-* in the trace class. Then there exists a probability measure $\mu$ on the unit ball $B=$ $\left\{u \in L^{2}\left(\mathbb{R}^{d}\right),\|u\|_{L^{2}} \leqslant 1\right\}$, invariant under multiplication by phase factors, such that

$$
\Upsilon^{(k)}=\int_{B}\left|u^{\otimes k}\right\rangle\left\langle u^{\otimes k}\right| \mathrm{d} \mu(u), \quad \text { for all } k \geqslant 1 .
$$

Convergence holds in trace norm in (3.10) for one (hence all) $k \geqslant 1$ if and only if $\mu$ is supported on the unit sphere $S=\left\{u \in L^{2}\left(\mathbb{R}^{d}\right),\|u\|_{L^{2}}=1\right\}$.

The result is, in fact, valid in any separable Hilbert space, but we used $L^{2}\left(\mathbb{R}^{d}\right)$ to avoid introducing any new notation. A similar theorem appeared earlier in [3] but it was
formulated differently. Note that since the $k$-particle density matrices are bounded in trace norm after dividing by $N^{-k}$, the limit (3.10) always holds for a subsequence, by the BanachAlaoglu theorem. Theorem 3 says that whatever converges at the scale $N^{k}$ has to come from factorized states, that is, condensates. This abstract result is only a consequence of the symmetry of bosonic states and it is valid for any sequence $\Psi_{N}$, irrespective of the physical context. This justifies and goes much further than the theory of Penrose and Onsager [53].

The above quantum de Finetti theorem makes the proof of Theorems 1 and 2 very simple for confined systems. The main observation is that the energy can be written in terms of the two-particle density matrix as follows:

$$
\frac{\mathcal{E}\left(\Psi_{N}\right)}{N}=\frac{\operatorname{Tr}\left(H_{2} \Gamma_{\Psi_{N}}^{(2)}\right)}{2 N(N-1)}
$$

After extracting a subsequence, we can assume that $N_{j}^{-k} \Gamma_{\Psi_{N_{j}}}^{(k)} \rightharpoonup_{*} \Upsilon^{(k)}$ weakly-*, for some $\Upsilon^{(k)}$ and all $k \geqslant 1$. For confined systems, $H_{2}$ has a compact resolvent and the energy bounds can be used to show that the limit holds in trace norm. Using Fatou's lemma for the trace and the quantum de Finetti Theorem 3 for $\Gamma^{(2)}$, we infer that

$$
\begin{align*}
\liminf _{N \rightarrow \infty} \frac{E(N)}{N} & =\liminf _{N_{j} \rightarrow \infty} \frac{\operatorname{Tr}\left(H_{2} \Gamma_{\Psi_{N_{j}}}^{(2)}\right)}{2 N_{j}\left(N_{j}-1\right)} \geqslant \frac{1}{2} \operatorname{Tr}\left(H_{2} \Upsilon^{(2)}\right)=\int_{S} \frac{\left\langle u^{\otimes 2}, H_{2} u^{\otimes 2}\right\rangle}{2} \mathrm{~d} \mu(u) \\
& =\int_{S} \varepsilon_{\mathrm{GP}}(u) \mathrm{d} \mu(u) \geqslant e_{\mathrm{GP}} \int_{S} \mathrm{~d} \mu(u)=e_{\mathrm{GP}} . \tag{3.11}
\end{align*}
$$

The upper bound (3.6) implies that there is equality everywhere, hence $E(N) / N \rightarrow e_{\mathrm{GP}}$ and $\mu$ is supported on the set of minimizers for $e_{\mathrm{GP}}$. This concludes the proof of Theorems 1 and 2 for confined systems. An argument of the same kind appeared before in [20,55,61].

For unconfined systems, some particles can escape to infinity and the argument is much more complicated. The weak limit in (3.10) might not provide sufficient information. In [37] we treated separately the particles staying in a neighborhood of 0 (for which the quantum de Finetti theorem is valid) and those that escape. All the possible cases of $K$ particles escaping and $N-K$ staying, with $K$ of the order of $N$ have to be considered. These different events are handled using a technique introduced in [35] together with the concentration-compactness method. This is, in fact, also the idea of the proof of Theorem 3.

The Bogoliubov correction. The convergence of the density matrices says very little about the behavior of the wave function $\Psi_{N}$ itself. This problem requires determining the next order in the energy expansion, called the Bogoliubov correction. We quickly present here the results obtained in this direction in [42]. Our idea was to concentrate on the excitations outside of the condensate. We noticed that, given a reference normalized function $u_{0}$ in $L^{2}\left(\mathbb{R}^{d}\right)$ - for instance, a GP minimizer - any $N$-particle wave function can be uniquely decomposed in the form

$$
\begin{equation*}
\Psi_{N}=\varphi_{0} u_{0}^{\otimes N}+\varphi_{1} \otimes_{s} u_{0}^{\otimes N-1}+\cdots+\varphi_{N-1} \otimes_{s} u_{0}+\varphi_{N} \tag{3.12}
\end{equation*}
$$

where the $\varphi_{j}$ are completely orthogonal to $u_{0}$, that is, belong to $\left(\left\{u_{0}\right\}^{\perp}\right)^{\otimes j}$. Here $\otimes_{s}$ is a notation for the symmetrized tensor product, whose precise definition can be found in [42].

The map $\Psi_{N} \mapsto \varphi_{0} \oplus \varphi_{1} \oplus \cdots \oplus \varphi_{N-1} \oplus \varphi_{N}$ is a unitary operator from the $N$-particle space $L_{s}^{2}\left(\left(\mathbb{R}^{d}\right)^{N}, \mathbb{C}\right)$ to the truncated bosonic Fock space

$$
\mathcal{F}_{+} \leqslant N=\mathbb{C} \oplus \bigoplus_{n=1}^{N} \bigotimes_{s}^{n}\left\{u_{0}\right\}^{\perp}
$$

which later became known as the excitation map. In the mean-field regime the $\varphi_{j}$ 's will converge to a limit in the full Fock space $\mathscr{F}_{+}:=\mathscr{F}_{+}^{\leqslant \infty}$ and describe the excitations.

We have seen that the leading order of the energy is given by the Gross-Pitaevskii minimization. Bogoliubov predicted in [9] that the next order can be expressed using the Hessian of $\mathcal{E}_{\mathrm{GP}}$ at the GP minimizer $u_{0}$, a bit like in a Taylor expansion (the gradient of $\mathcal{E}_{\mathrm{GP}}$ does not appear since $u_{0}$ is a critical point of $\mathcal{E}_{\mathrm{GP}}$ on the unit sphere). More precisely, the Hessian has to be second-quantized on the Fock space $\mathcal{F}_{+}$, which provides the so-called Bogoliubov Hamiltonian, defined using creation and annihilation operators by

$$
\begin{align*}
\mathbb{H}_{0}= & \int a^{\dagger}(x)\left(-\Delta+V+\left|u_{0}\right|^{2} * w-\varepsilon_{0}\right) a(x) \mathrm{d} x \\
& +\iint u_{0}(x) \overline{u_{0}(y)} w(x-y) a^{\dagger}(x) a(y) \mathrm{d} x \mathrm{~d} y \\
& +\frac{1}{2} \iint w(x-y)\left(u_{0}(x) u_{0}(y) a^{\dagger}(x) a^{\dagger}(y)+\overline{u_{0}(x) u_{0}(y)} a(x) a(y)\right) \mathrm{d} x \mathrm{~d} y \tag{3.13}
\end{align*}
$$

It would take us too far to explain this formula in detail and we refer to [42]. The form of the spectrum of the operator $\mathbb{H}_{0}$ is important to explain the superfluidity of cold Bose gases. This spectrum occurs in the mean-field limit, as specified in the following result.

Theorem 4 (Validity of Bogoliubov's theory [42]). We work in the confined case and assume that $e_{\mathrm{GP}}$ admits a unique and nondegenerate minimizer $u_{0}$ (modulo phase), which satisfies

$$
\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} w(x-y)^{2}\left|u_{0}(x)\right|^{2}\left|u_{0}(y)\right|^{2} \mathrm{~d} x \mathrm{~d} y<\infty
$$

Then, for every fixed $j$, the $j$ th eigenvalue (counted with multiplicity) satisfies

$$
\begin{equation*}
\lim _{N \rightarrow \infty}\left(\lambda_{j}\left(H_{N}\right)-N e_{\mathrm{GP}}\right)=\lambda_{j}\left(\mathbb{H}_{0}\right) . \tag{3.14}
\end{equation*}
$$

The first eigenvalue $\lambda_{1}\left(\mathbb{H}_{0}\right)$ is always simple, with corresponding normalized ground state denoted by $\Phi=\left\{\varphi_{n}\right\}_{n \geqslant 0} \in \mathcal{F}_{+}$(defined up to a phase factor). The lowest eigenfunction $\Psi_{N}$ of $H_{N}$ is also simple and, with a correct choice of phase, we have

$$
\begin{equation*}
\lim _{N \rightarrow \infty}\left\|\Psi_{N}-\sum_{n=0}^{N} \varphi_{n} \otimes_{S}\left(u_{0}\right)^{\otimes N-n}\right\|=0 \tag{3.15}
\end{equation*}
$$

A similar convergence holds for the higher eigenfunctions, up to subsequences in case of degeneracy.

The limit (3.15) provides the exact behavior of $\Psi_{N}$, which involves the condensate $u_{0}$ and all its excitations $\varphi_{n}$. That a second-quantized model arises for the excitations is well explained using the excitation map associated with the decomposition (3.12). Our result was stimulated by $[25,27,48,59]$. Many other works followed. The similar result in the much more
complicated dilute regime has been open for a long time and was only solved very recently in several groundbreaking works $[7,8,21,51]$. At a fixed temperature $T>0$, Bogoliubov theory also predicts the $O(1)$ correction to $N e_{\mathrm{GP}}$ in the expansion of $F(T, N, \lambda)$ in (2.6) [37].

## 4. DERIVATION OF NONLINEAR GIBBS MEASURES

We have seen in Theorem 2 that the condensed particles can be represented by a probability measure $\mu$ concentrated on the set $\mathcal{M}$ of minimizers of the Gross-Pitaevskii energy. This naturally raises the question of whether one can get other kinds of measures $\mu$ in a mean-field limit. Introducing a fixed temperature $T$ as in Theorem 1 will not change anything at that scale. In [38] we proposed that taking $T \rightarrow \infty$ at a proper speed (depending on $N$ ) should lead to a nonlinear Gibbs measure $\mu$ and proved this in dimension $d=1$. The much more complicated dimensions $d \in\{2,3\}$ were only solved later in [41] and, simultaneously, in [24] with a completely different method.

Note that since we are working at the macroscopic scale, the parameter $T$ is not the real thermodynamic temperature of the system. After reexpressing everything in microscopic units, our limit rather corresponds to looking just above the critical temperature, right before the condensation has started to appear [41, APP. B]. Thus the nonlinear Gibbs measures are describing the way that the Bose-Einstein condensate forms.

The nonlinear Gibbs measure is formally given by

$$
\begin{equation*}
\mathrm{d} \mu(u)=z^{-1} e^{-\varepsilon_{\mathrm{GP}}(u)-\kappa \int_{\mathbb{R}^{d}}|u|^{2}} \mathrm{~d} u, \tag{4.1}
\end{equation*}
$$

where $z$ is a normalization factor used to make $\mu$ a probability, and where we have perturbed the GP energy by a multiple of the mass $\int_{\mathbb{R}^{d}}|u|^{2}$, for convenience. This is the same as changing $V$ into $V+\kappa$. The constant $-\kappa$ has the physical interpretation of a chemical potential and we have $\kappa=-\varepsilon_{0}$ in the GP equation (3.4). From a Hamiltonian system point of view, we are considering the linear combination of two conserved quantities (energy and mass), which are both constants along the nonlinear GP flow (3.5). We could also insert a temperature in (4.1), but we have taken it equal to one to avoid introducing too many parameters.

The formula (4.1) is completely formal. There is nothing such as $\mathrm{d} u$ for functions $u$ in infinite dimension. Things are a little bit easier if we look at the noninteracting problem, that is, take $w=0$. In the confined case, we call $(-\Delta+V) v_{j}=\lambda_{j} v_{j}$ the eigenfunctions and eigenvalues of $-\Delta+V$. We then choose the constant $\kappa$ so that $-\Delta+V+\kappa>0$, that is, $\kappa>-\lambda_{1}(-\Delta+V)$. The formal probability measure

$$
\begin{equation*}
\mathrm{d} \mu_{0}(u)=z_{0}^{-1} e^{-\langle u,(-\Delta+V+\kappa) u\rangle} \mathrm{d} u \tag{4.2}
\end{equation*}
$$

is a Gaussian measure in infinite dimension. It is by definition the unique probability measure whose cylindrical projection to the finite-dimensional space $\operatorname{span}\left(v_{1}, \ldots, v_{J}\right)$ equals the normalized Gaussian on $\mathbb{C}^{J}$, that is,

$$
\mathrm{d} \mu_{0, J}(u):=\prod_{j=1}^{J} \frac{\left(\lambda_{j}+\kappa\right) e^{-\left(\lambda_{j}+\kappa\right)\left|u_{j}\right|^{2}}}{\pi} \mathrm{~d} u_{j},
$$

where $u_{j}:=\left\langle v_{j}, u\right\rangle$, for any $J \geqslant 1$. Under appropriate growth assumptions on $V$, this provides a well-defined probability measure. Note, however, that we always have $\langle u,(-\Delta+V) u\rangle=+\infty \mu_{0}$-almost surely, which is why (4.2) is purely formal.

In dimension $d=1$, the Gaussian measure $\mu_{0}$ concentrates on functions in $L^{2}(\mathbb{R})$, and we can then define $\mu$ using $\mu_{0}$ as reference in the form

$$
\begin{equation*}
\mathrm{d} \mu(u)=z^{-1} e^{-\ell(u)} \mathrm{d} \mu_{0}(u), \tag{4.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\ell(u):=\frac{1}{2} \iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}}|u(x)|^{2}|u(y)|^{2} w(x-y) \mathrm{d} x \mathrm{~d} y, \quad z:=\int e^{-\ell(u)} \mathrm{d} \mu_{0}(u) . \tag{4.4}
\end{equation*}
$$

We will always assume that $\ell(u) \geqslant 0$, which, for instance, follows if $w \geqslant 0$ or $\hat{w} \geqslant 0$ (defocusing case). If $d(u)$ is not infinite $\mu_{0}$-almost surely, we conclude that $0<z<\infty$ and hence $\mu$ is a well-defined probability measure, absolutely continuous with respect to $\mu_{0}$. The situation is much more complicated in dimensions $d \geqslant 2$, since $\mu_{0}$ always concentrates on distributions. Then $|u(x)|^{2}$ does not make any sense and thus $\ell(u)$ is not defined. It is necessary to remove infinities in $\ell$ by a renormalization procedure.

The one-dimensional case. We first discuss the mean-field limit in dimension $d=1$, following [38]. The Gibbs measure $\mu$ in (4.3) lives on the whole space $L^{2}\left(\mathbb{R}^{d}\right)$. It is not restricted to the unit sphere as was the case in Theorem 2. To obtain $\mu$, we need to work grand-canonically, that is, average over all possible numbers of particles in a kind of Laplace transform. The corresponding quantum state takes the form, in Fock space,

$$
\Gamma_{\kappa, \lambda, T}:=Z_{\kappa, \lambda, T}^{-1} \bigoplus_{n \geqslant 0} e^{-T^{-1}\left(H_{n, \lambda}+\kappa n\right)}, \quad Z_{\kappa, \lambda, T}=1+\sum_{n \geqslant 1} e^{-T^{-1} \kappa n} \operatorname{Tr}\left(e^{-T^{-1} H_{n, \lambda}}\right),
$$

and its density matrices are given by

$$
\begin{equation*}
\Gamma_{\kappa, \lambda, T}^{(k)}(X, Y):=Z_{\kappa, \lambda, T}^{-1} \sum_{n \geqslant k} \frac{n!}{(n-k)!} e^{-T^{-1} \kappa n} \int_{\left(\mathbb{R}^{d}\right)^{n-k}} e^{-T^{-1} H_{n, \lambda}}(X, Z ; Y, Z) \mathrm{d} Z \tag{4.5}
\end{equation*}
$$

with $X=\left(x_{1}, \ldots, x_{k}\right)$ and $Y=\left(y_{1}, \ldots, y_{k}\right)$. In statistical mechanics, it is frequent to work in the grand-canonical setting, which has a much simpler algebra. It is often easy to subsequently infer a result without any average over $N$, but we have not yet investigated this question.

Theorem 5 (Derivation of nonlinear Gibbs measures in dimension $d=1$ [38]). Let $d=1$. We work in the confined case and assume, in addition, that $\operatorname{Tr}(-\Delta+V+\kappa)^{-1}<\infty$ for some (hence all) $\kappa>-\lambda_{1}(-\Delta+V)$. Let $w=w_{1}+w_{2}$ with $w_{1}$ a finite positive Borel measure on $\mathbb{R}$ and $0 \leqslant w_{2} \in L^{\infty}(\mathbb{R})$. For any $\kappa>-\lambda_{1}(-\Delta+V)$ and any $k \geqslant 1$, we have the convergence

$$
\begin{equation*}
\lim _{\substack{\lambda \rightarrow 0^{+} \\ \lambda T \rightarrow 1}} \lambda^{k} \Gamma_{\kappa, \lambda, T}^{(k)}=\int\left|u^{\otimes k}\right\rangle\left\langle u^{\otimes k}\right| \mathrm{d} \mu(u) \tag{4.6}
\end{equation*}
$$

in trace norm, where $\mu$ is the nonlinear Gibbs measure defined in (4.3).

Note the assumption that $w$ is nonnegative, which implies $\ell(u) \geqslant 0$. Since the number of particles has been averaged over, hence is not at our disposal anymore, the limit (4.6) involves the parameter $\lambda$ with $T \sim \lambda^{-1} \rightarrow \infty$. In fact, the limit (4.6) also says that the average number of particles in the Gibbs state is of order $\lambda^{-1}$ :

$$
Z_{\kappa, \lambda, T}^{-1} \sum_{n \geqslant 1} n e^{-T^{-1} \kappa n} \operatorname{Tr}\left(e^{-T^{-1} H_{n, \lambda}}\right)=\operatorname{Tr}\left(\Gamma_{\kappa, \lambda, T}^{(1)}\right) \sim \lambda^{-1} \int\|u\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} \mu(u) .
$$

The same limit as (4.6) is expected for the $N$-particle Gibbs state in (2.5), when $T \sim N$ and $\mu$ is replaced by its restriction to the unit sphere. The assumptions of the theorem have been weakened in [39].

Renormalization in two and three dimensions. In physics, renormalization is not just about removing undesired infinities. The removal of the bad terms must be justified by only changing physical parameters in the system [15,18]. This is unfortunately often neglected in mathematical works on the subject. Here we will see that the theory can be made finite by only adjusting the constant $\kappa$. For simplicity, we explain the construction at the level of the GP energy, by formally manipulating infinite quantities. This will better motivate the final result in the quantum case.

Let $V_{0}$ be any potential (to be specified later) and $\mu_{0}$ be the associated Gaussian measure as in (4.2) with $V$ replaced by $V_{0}$ and $\kappa>-\lambda_{1}\left(-\Delta+V_{0}\right)$. We can renormalize the undefined $|u(x)|^{2}$ using Wick ordering [26], which formally amounts to replacing $|u(x)|^{2}$ by

$$
\begin{equation*}
:|u(x)|^{2}: \mu_{0}=|u(x)|^{2}-\int|u(x)|^{2} \mathrm{~d} \mu_{0}(u)=|u(x)|^{2}-\left(-\Delta+V_{0}+\kappa\right)^{-1}(x, x) . \tag{4.7}
\end{equation*}
$$

We hope here that the divergence of $|u(x)|^{2}$ is essentially independent of $u$, so that subtracting the average can remove it for $\mu_{0}$-almost every $u$. Of course, the counter term is also infinite. In dimensions $d \geqslant 2$, the kernel $\left(-\Delta+V_{0}+\kappa\right)^{-1}(x, y)$ of the resolvent of $-\Delta+V_{0}+\kappa$, called the Green function, diverges when $x \rightarrow y$, at a speed depending on $d$. In the lower dimensions $d \in\{2,3\}$, the limit

$$
\begin{equation*}
\lim _{x \rightarrow y}\left(\left(-\Delta+V_{0}+\kappa\right)^{-1}-(-\Delta+\kappa)^{-1}\right)(x, y) \tag{4.8}
\end{equation*}
$$

exists for all $\kappa>\max \left(0,-\lambda_{1}\left(-\Delta+V_{0}\right)\right)$, under suitable assumptions on $V_{0}$, hence the divergence is the same as that of $(-\Delta+\kappa)^{-1}(x, y)$. Since $(-\Delta+\kappa)^{-1}$ is a translationinvariant operator, its integral kernel depends on $x-y$. It is known to diverge like $\log \mid x-$ $\left.y\right|^{-1}$ in dimension $d=2$ and $|x-y|^{-1}$ in dimension $d=3$. In dimensions $d \geqslant 4,(-\Delta+$ $\left.V_{0}+\kappa\right)^{-1}(x, y)$ diverges like $|x-y|^{2-d}$ but there are lower divergences which remain after subtracting $(-\Delta+\kappa)^{-1}(x, y)$. With the Wick ordering (4.7), we can formally define the renormalized interaction energy by

$$
\begin{equation*}
\ell_{\mathrm{r}}(u):=\frac{1}{2} \iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}}:|u(x)|^{2}: \mu_{0}:|u(y)|^{2}: \mu_{0} w(x-y) \mathrm{d} x \mathrm{~d} y . \tag{4.9}
\end{equation*}
$$

The proper mathematical definition requires to first project $u$ onto the finite-dimensional space spanned by the $J$ first eigenfunctions of $-\Delta+V_{0}$, subtract the average against $\mu_{0}$ and then take the limit $J \rightarrow \infty$, see [41]. This limit exists $\mu_{0}$-almost surely in dimensions
$d \in\{2,3\}$, under suitable assumptions on $V_{0}$ and $w$ described below. In addition, $\lambda_{\mathrm{r}}(u) \geqslant 0$ for $\hat{w} \geqslant 0$ and this allows us to define a renormalized Gibbs measure by

$$
\begin{equation*}
\mathrm{d} \mu_{\mathrm{r}}(u)=z_{r}^{-1} e^{-\ell_{\mathrm{r}}(u)} \mathrm{d} \mu_{0}(u), \quad z_{\mathrm{r}}:=\int e^{-\ell_{\mathrm{r}}(u)} \mathrm{d} \mu_{0}(u) \tag{4.10}
\end{equation*}
$$

Our initial goal was to construct and derive the (formal) measure $\mu$ in (4.1). If we just pick $V_{0}=V$, then the new measure $\mu_{\mathrm{r}}$ seems very different from $\mu$. It contains undesired additional terms in the interaction. More precisely, $\mu_{\mathrm{r}}$ involves a modified GP energy which, after expanding $\ell_{\mathrm{r}}$, can formally be expressed as

$$
\begin{equation*}
\left\langle u,\left(-\Delta+V_{0}+\kappa\right) u\right\rangle+\ell_{\mathrm{r}}(u)=\left\langle u,\left(-\Delta+V_{0}-W_{\kappa, V_{0}}+\kappa-\alpha\right) u\right\rangle+\ell(u)+\beta, \tag{4.11}
\end{equation*}
$$

where we have introduced the two infinite constants

$$
\begin{align*}
& \alpha=\int_{\mathbb{R}^{d}} w(x-y)(-\Delta+\kappa)^{-1}(y, y) \mathrm{d} y=(-\Delta+\kappa)^{-1}(0,0) \int_{\mathbb{R}^{d}} w=+\infty \\
& \beta=\frac{1}{2} \iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}}\left(-\Delta+V_{0}+\kappa\right)^{-1}(x, x)\left(-\Delta+V_{0}+\kappa\right)^{-1}(y, y) w(x-y) \mathrm{d} x \mathrm{~d} y=+\infty \tag{4.12}
\end{align*}
$$

as well as the finite potential

$$
W_{\kappa, V_{0}}(x)=\int_{\mathbb{R}^{d}} w(x-y)\left(\left(-\Delta+V_{0}+\kappa\right)^{-1}-(-\Delta+\kappa)^{-1}\right)(y, y) \mathrm{d} y .
$$

The computation (4.11) suggests to search for a potential $V_{0}$ solving the nonlinear equation

$$
\begin{equation*}
V_{0}-W_{\kappa, V_{0}}=V, \tag{4.13}
\end{equation*}
$$

called the counter-term problem in [22]. Then we have the formal equality

$$
\begin{equation*}
\left\langle u,\left(-\Delta+V_{0}+\kappa\right) u\right\rangle+\ell_{\mathrm{r}}(u)=\mathcal{E}_{\mathrm{GP}}(u)+(\kappa-\alpha) \int_{\mathbb{R}^{d}}|u|^{2}+\beta . \tag{4.14}
\end{equation*}
$$

Adding the infinite constant $\beta$ has no effect since it is then removed when we divide by $z$ in (4.1). Our renormalized measure $\mu_{\mathrm{r}}$ thus formally coincides with the desired $\mu$ in (4.1), but with $\kappa$ shifted by the infinite constant $\alpha$. This shows that it is, in principle, possible to only rely on $\kappa$, if we choose a reference potential $V_{0}$ solving the nonlinear equation (4.13). A similar situation was encountered before in [29,47]. For an interpretation in terms of quasifree states, see [41]. When $\kappa \rightarrow \infty$, the nonlinear potential $W_{\kappa, V_{0}}$ tends to 0 and the following could be proved using a Banach fixed point.

Theorem 6 (Counter-term problem [22,41]). Let $d \in\{2,3\}$. Assume that $V$ satisfies

$$
\begin{equation*}
\frac{1+|x|^{s}}{C} \leqslant V(x) \leqslant C\left(1+|x|^{s}\right), \quad \text { for some } C>0 \text { and } s>\frac{2 d}{d-4} \tag{4.15}
\end{equation*}
$$

and that $w$ is an even function in $L^{1}\left(\mathbb{R}^{d},\left(1+|x|^{2 s}\right) \mathrm{d} x\right)$ such that $\hat{w}$ is nonnegative and belongs to $L^{1}\left(\mathbb{R}^{d},\left(1+|k|^{2}\right) \mathrm{d} k\right)$. Then there exists $\bar{\kappa}$ such that equation (4.13) admits a unique solution $V_{0}$ satisfying $V / 2 \leqslant V_{0} \leqslant 3 V / 2$, for all $\kappa>\bar{\kappa}$.

On the quantum side, there are no infinities and everything is perfectly well defined. However, we need to take a divergent sequence of constants $\kappa$ in the mean-field limit, in order to account for the above renormalization of the chemical potential.

Theorem 7 (Derivation of nonlinear Gibbs measures in dimension $d \in\{2,3\}[24,41]$ ). Let $d \in\{2,3\}$ and $V, w$ as in Theorem 6. For any $\kappa>\bar{\kappa}$, define

$$
\begin{align*}
\kappa_{\lambda} & :=\kappa-\frac{\int_{\mathbb{R}^{d}} w}{(2 \pi)^{d}} \int_{\mathbb{R}^{d}} \frac{\lambda \mathrm{~d} k}{e^{\lambda\left(|k|^{2}+\kappa\right)}-1} \\
& = \begin{cases}\kappa-\frac{\log (\kappa \lambda)^{-1}}{4 \pi} \int_{\mathbb{R}^{d}} w+o(1)_{\lambda \rightarrow 0} & \text { for } d=2, \\
\kappa-\left(\frac{\zeta(3 / 2)}{8 \pi^{\frac{3}{2}} \sqrt{\lambda}}-\frac{\sqrt{\kappa}}{4 \pi}\right) \int_{\mathbb{R}^{d}} w+o(1)_{\lambda \rightarrow 0} & \text { for } d=3 .\end{cases} \tag{4.16}
\end{align*}
$$

The density matrices in (4.5) satisfy

$$
\begin{equation*}
\lim _{\substack{\lambda \rightarrow 0^{+} \\ \lambda T \rightarrow 1}} \lambda^{k} \Gamma_{\kappa_{\lambda}, \lambda, T}^{(k)}=\int\left|u^{\otimes k}\right\rangle\left\langle u^{\otimes k}\right| \mathrm{d} \mu_{\mathrm{r}}(u) \tag{4.17}
\end{equation*}
$$

in Hilbert-Schmidt norm, where $\mu_{\mathrm{r}}$ is the nonlinear Gibbs measure (4.10) with $\mu_{0}$ defined using the solution $V_{0}$ of the nonlinear equation (4.13) in place of $V$.

The case $d=2$ was announced earlier in [40]. We emphasize that the quantum problem in (4.5) does not contain any ad hoc counter term. Only the constant $\kappa_{\lambda}$ is taken to $-\infty$ as in (4.16) in order to properly renormalize the interaction. The integral

$$
\frac{\lambda}{(2 \pi)^{d}} \int_{\mathbb{R}^{d}} \frac{d k}{e^{\lambda\left(|k|^{2}+\kappa\right)}-1}=\lambda\left(e^{\lambda(-\Delta+\kappa)}-1\right)^{-1}(0,0)
$$

appearing in (4.16) is a kind of bosonic regularization of the Green function. Note that $\lambda\left(e^{\lambda(-\Delta+\kappa)}-1\right)^{-1} \rightarrow(-\Delta+\kappa)^{-1}$ in the sense of operators, so that we formally obtain the desired infinite shift $\alpha$ in (4.12) in the limit. We also remark that (4.16) is universal. It only depends on $\int_{\mathbb{R}^{d}} w$ and is otherwise completely independent of $V$ and of the specific form of $w$. The same result holds if the $o(1)$ are dropped on the right side of (4.16).

Theorem 7 was simultaneously proved in [24], but with an approach completely different from [41]. Our proof of Theorem 7 is variational, like for Theorems 1 and 2. We use that the Gibbs quantum state and the measure $\mu$ are the unique minimizers of the Gibbs variational principle, and our goal is to prove the convergence of the quantum problem to the classical one. The link is via the quantum de Finetti Theorem 3. Passing to the limit is very delicate and requires a fine understanding of the way that singularities appear in the measure $\mu_{\mathrm{r}}$ when $\lambda \rightarrow 0^{+}$. To this end, we proved new quantum correlation inequalities to control the localization to low momenta and reduce the problem to finite dimensions. But it would take us too far to describe this in detail here and we refer the reader to [41].

Conclusion. Bose-Einstein condensates offer a source of interesting and difficult mathematical problems. The quantum de Finetti theorem provides both a new physical interpretation of condensation and a practical mathematical tool to prove it. It also naturally led us to consider nonlinear Gibbs measures, which appear at the phase transition and describe how the condensate forms. These measures play an important role in many different mathematical and physical situations.

## APPENDIX: AN ELEMENTARY PROOF OF THEOREM 1

Let us start with the case where $w$ is continuous and has a positive Fourier transform $\hat{w} \geqslant 0$. The argument is based on the following two lemmas.

Lemma 7.1 (Hoffmann-Ostenhof inequality [32]). For every symmetric $\Psi_{N} \in$ $H^{1}\left(\left(\mathbb{R}^{d}\right)^{N}, \mathbb{C}\right)$

$$
\begin{equation*}
\int_{\mathbb{R}^{d N}}\left|\nabla \Psi_{N}\right|^{2} \geqslant N \int_{\mathbb{R}^{d}}\left|\nabla \sqrt{\rho_{\Psi_{N}}}\right|^{2} \tag{4.18}
\end{equation*}
$$

with the one-particle density $\rho_{\Psi_{N}}(x)=\int_{\mathbb{R}^{d}} \cdots \int_{\mathbb{R}^{d}}\left|\Psi_{N}\left(x, x_{2}, \ldots, x_{N}\right)\right|^{2} \mathrm{~d} x_{2} \cdots \mathrm{~d} x_{N}$.
Proof. Compute $\nabla \sqrt{\rho_{\Psi_{N}}}$ and use the Cauchy-Schwarz inequality.
Lemma 7.2 (Onsager inequality [52]). If $\hat{w} \geqslant 0$ is in $L^{1}\left(\mathbb{R}^{d}\right)$, then, for all $\eta \in L^{1}\left(\mathbb{R}^{d}\right)$,

$$
\begin{equation*}
\sum_{1 \leqslant j<k \leqslant N} w\left(x_{j}-x_{k}\right) \geqslant \sum_{j=1}^{N} \eta * w\left(x_{j}\right)-\frac{1}{2} \iint_{\mathbb{R}^{2 d}} w(x-y) \eta(x) \eta(y) \mathrm{d} x \mathrm{~d} y-\frac{N}{2} w(0) . \tag{4.19}
\end{equation*}
$$

Proof. Expand $\iint_{\mathbb{R}^{2 d}} w(x-y) f(x) f(y) \mathrm{d} x \mathrm{~d} y=(2 \pi)^{d / 2} \int_{\mathbb{R}^{d}} \hat{w}(k)|\hat{f}(k)|^{2} \mathrm{~d} k \geqslant 0$ with $f=\sum_{j=1}^{N} \delta_{x_{j}}-\eta$.

With this we can prove (3.7). The potential energy can be expressed as

$$
\sum_{j=1}^{N} \int_{\mathbb{R}^{d N}} V\left(x_{j}\right)\left|\Psi_{N}\right|^{2}=N \int_{\mathbb{R}^{d}} V(x) \rho_{\Psi_{N}}(x) \mathrm{d} x
$$

Taking $\eta=N \rho_{\Psi_{N}}$ in (4.19) and using (4.18) provides the lower bound

$$
\begin{equation*}
\mathcal{E}\left(\Psi_{N}\right) \geqslant N \mathcal{E}_{\mathrm{GP}}\left(\sqrt{\rho_{\Psi_{N}}}\right)-\frac{N w(0)}{2(N-1)} \geqslant N e_{\mathrm{GP}}-\frac{N w(0)}{2(N-1)} \tag{4.20}
\end{equation*}
$$

Minimizing over $\Psi_{N}$ and recalling the upper bound (3.6), we obtain

$$
\begin{equation*}
e_{\mathrm{GP}}-\frac{w(0)}{2(N-1)} \leqslant \frac{E(N)}{N} \leqslant e_{\mathrm{GP}}, \quad \text { for } \hat{w} \geqslant 0 \tag{4.21}
\end{equation*}
$$

which clearly concludes the proof of Theorem 1 , provided that $0 \leqslant \hat{w} \in L^{1}\left(\mathbb{R}^{d}\right)$. If $\hat{w}$ is nonnegative but not integrable, the proof is done by approximation.

We next turn to the case of an arbitrary $w$. The idea, inspired by [34, 49], is to use auxiliary classical particles repelling each other, in order to model the attractive part of the interaction. For simplicity, we consider $2 N$ particles which we split in two groups of $N$. The positions of the $N$ first will be denoted by $x_{1}, \ldots, x_{N}$ whereas those of the others will be denoted by $y_{1}=x_{N+1}, \ldots, y_{N}=x_{2 N}$. Of course, the separation is completely artificial and in reality the $2 N$ particles are indistinguishable. We pick a $2 N$-particle state $\Psi_{2 N}$ and use its bosonic symmetry in the $2 N$ variables to rewrite

$$
\frac{1}{2 N} \int_{\mathbb{R}^{2 d N}}\left|\nabla \Psi_{2 N}\right|^{2}=\frac{1}{N}\left\langle\Psi_{2 N}, \sum_{j=1}^{N}(-\Delta)_{x_{j}} \Psi_{2 N}\right\rangle
$$

In a similar fashion, we decompose $w=w_{1}-w_{2}$ where $\widehat{w_{1}}=(\hat{w})_{+} \geqslant 0$ and $\widehat{w_{2}}=(\hat{w})_{-} \geqslant 0$ and write the repulsive part using only the $x_{j}$ 's as

$$
\begin{aligned}
& \frac{1}{2 N(2 N-1)}\left\langle\Psi_{2 N}, \sum_{1 \leqslant j<k \leqslant 2 N} w_{1}\left(x_{j}-x_{k}\right) \Psi_{2 N}\right\rangle \\
& \quad=\frac{1}{N(N-1)}\left\langle\Psi_{2 N}, \sum_{1 \leqslant j<k \leqslant N} w_{1}\left(x_{j}-x_{k}\right) \Psi_{2 N}\right\rangle .
\end{aligned}
$$

On the other hand, we express the attractive part as the difference of two terms, involving respectively only the $y_{\ell}$ 's and both species:

$$
\begin{aligned}
- & \frac{1}{2 N(2 N-1)}\left\langle\Psi_{2 N}, \sum_{1 \leqslant j<k \leqslant 2 N} w_{2}\left(x_{j}-x_{k}\right) \Psi_{2 N}\right\rangle \\
= & \frac{1}{N(N-1)}\left\langle\Psi_{2 N}, \sum_{1 \leqslant \ell<m \leqslant N} w_{2}\left(y_{\ell}-y_{m}\right) \Psi_{2 N}\right\rangle \\
& -\frac{1}{N^{2}}\left\langle\Psi_{2 N}, \sum_{j=1}^{N} \sum_{\ell=1}^{N} w_{2}\left(x_{j}-y_{\ell}\right) \Psi_{2 N}\right\rangle .
\end{aligned}
$$

This means that $\left\langle\Psi_{2 N}, H_{2 N} \Psi_{2 N}\right\rangle / 2 N=\left\langle\Psi_{2 N}, \tilde{H}_{N} \Psi_{2 N}\right\rangle / N$ with

$$
\begin{aligned}
\tilde{H}_{N}= & \sum_{j=1}^{N}(-\Delta)_{x_{j}}+V\left(x_{j}\right)+\frac{1}{N-1} \sum_{1 \leqslant j<k \leqslant 2 N} w_{1}\left(x_{j}-x_{k}\right) \\
& +\frac{1}{N-1} \sum_{1 \leqslant \ell<m \leqslant N} w_{2}\left(y_{\ell}-y_{m}\right)-\frac{1}{N} \sum_{j=1}^{N} \sum_{\ell=1}^{N} w_{2}\left(x_{j}-y_{\ell}\right) .
\end{aligned}
$$

This Hamiltonian describes a system of $N$ quantum particles repelling through the potential $w_{1} /(N-1)$ and $N$ classical particles repelling through $w_{2} /(N-1)$, with an attraction $-w_{2} / N$ between the two species. In order to bound $\tilde{H}_{N}$ from below, we first fix the positions $y_{1}, \ldots, y_{N}$ of the particles in the second group and consider $\tilde{H}_{N}$ as an operator acting only over the $x_{j}$ 's. Let $\Phi_{N}$ be any bosonic $N$-particle state in the $N$ first variables. Using (4.18) and (4.19) for the repulsive potential $w_{1}$ as in the previous proof, we obtain

$$
\begin{aligned}
\frac{\left\langle\Phi_{N}, \tilde{H}_{N} \Phi_{N}\right\rangle}{N} \geqslant & \int_{\mathbb{R}^{d}}\left|\nabla \sqrt{\rho_{\Phi_{N}}}\right|^{2}+V \rho_{\Psi_{N}}+\frac{1}{2} \iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} \rho_{\Phi_{N}}(x) \rho_{\Phi_{N}}(y) w_{1}(x-y) \mathrm{d} x \mathrm{~d} y \\
& -\frac{w_{1}(0)}{2(N-1)}+\frac{1}{N(N-1)} \sum_{1 \leqslant \ell<m \leqslant N} w_{2}\left(y_{\ell}-y_{m}\right) \\
& -\frac{1}{N} \sum_{\ell=1}^{N} \rho_{\Phi_{N}} * w_{2}\left(y_{\ell}\right) .
\end{aligned}
$$

Next we use again (4.19) for $w_{2}$ with $\eta=(N-1) \rho_{\Phi_{N}}$ and obtain

$$
\begin{aligned}
& \sum_{1 \leqslant \ell<m \leqslant N} w_{2}\left(y_{\ell}-y_{m}\right)-(N-1) \sum_{\ell=1}^{N} \rho_{\Phi_{N}} * w_{2}\left(y_{\ell}\right) \\
& \quad \geqslant-\frac{(N-1)^{2}}{2} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \rho_{\Phi_{N}}(x) \rho_{\Phi_{N}}(y) w_{2}(x-y) d x d y-\frac{N w_{2}(0)}{2} .
\end{aligned}
$$

Therefore, we have shown that

$$
\frac{\left\langle\Phi_{N}, \tilde{H}_{N} \Phi_{N}\right\rangle}{N} \geqslant \varepsilon_{\mathrm{GP}}\left(\sqrt{\rho_{\Phi_{N}}}\right)-\frac{w_{1}(0)+w_{2}(0)}{2(N-1)} \geqslant e_{\mathrm{GP}}-\frac{w_{1}(0)+w_{2}(0)}{2(N-1)} .
$$

Since the right-hand side is independent of the $y_{\ell}$ 's, we have proved the operator bound

$$
\frac{\tilde{H}_{N}}{N} \geqslant e_{\mathrm{GP}}-\frac{w_{1}(0)+w_{2}(0)}{2(N-1)} .
$$

Minimizing over $\Psi_{2 N}$ gives

$$
e_{\mathrm{GP}}-\frac{w_{1}(0)+w_{2}(0)}{2(N-1)} \leqslant \frac{E(2 N)}{2 N} \leqslant e_{\mathrm{GP}} .
$$

Note that $w_{1}(0)+w_{2}(0)=(2 \pi)^{-d / 2} \int_{\mathbb{R}^{d}}|\hat{w}|$. We have considered an even number of particles for simplicity, but the proof works the same if we use two groups of $N$ and $N+1$ particles. Another possibility is to use that $N \mapsto E(N) / N$ is nondecreasing, which gives, for $N \geqslant 4$,

$$
\begin{equation*}
e_{\mathrm{GP}}-\frac{(2 \pi)^{-\frac{d}{2}} \int_{\mathbb{R}^{d}}|\hat{w}|}{N-3} \leqslant \frac{E(N)}{N} \leqslant e_{\mathrm{GP}} \tag{4.22}
\end{equation*}
$$

Nonintegrable $\hat{w}$ can be handled using an approximation argument.

Note that the two error bounds in (4.21) and (4.22) are of the optimal order $O\left(N^{-1}\right)$, due to Theorem 4. If the GP minimizer exists and is unique, the convergence of the density matrices can be proved using a perturbation argument described in [57, cHAP. 2].
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## 1. INTRODUCTION

Nonlinear dispersive equations describe space-time evolution of waves in various physical phenomena, which are governed mainly by dispersion and nonlinear interactions of waves. A representative example is the nonlinear Schrödinger equation (NLS)

$$
\begin{equation*}
i \dot{u}-\Delta u=\lambda|u|^{p-1} u, \quad u(t, x): \mathbb{R}^{1+d} \rightarrow \mathbb{C} \tag{1.1}
\end{equation*}
$$

where $d \in \mathbb{N}, p>1$, and $\lambda \in \mathbb{R}$ are constants. Depending on the balance or competition between the dispersion and interaction, which differs equation by equation, as well as the initial data, the solutions of each equation exhibit a wide range of behavior in space-time. The three major types of solutions are

- scattering solutions which are dominated by dispersion-spreading waves with decaying amplitude;
- blow-up solutions which are dominated by nonlinearity-focusing waves with diverging amplitude;
- solitons for which dispersion and nonlinearity are in balance to keep a fixed shape of the wave.

Most of the equations are in the Hamiltonian form. For example, NLS may be written as

$$
\begin{equation*}
\dot{u}=i E_{S}^{\prime}(u), \quad E_{S}(u):=\int_{\mathbb{R}^{d}} \frac{|\nabla u|^{2}}{2}-\frac{\lambda|u|^{p+1}}{p+1} d x \tag{1.2}
\end{equation*}
$$

where $E_{S}^{\prime}(u)$ denotes the Fréchet derivative. The Hamiltonian or energy $E_{S}$ is well defined on $H^{1}\left(\mathbb{R}^{d}\right)$ if the nonlinear part is controlled by the Sobolev inequality, namely $d \leq 2$ or $p+1 \leq \frac{2 d}{d-2}=: 2^{\star}$. Then it is natural to consider solutions in the energy space $H^{1}\left(\mathbb{R}^{d}\right)$, where the energy $E_{S}(u)$ is conserved.

Nonlinear dispersive equations have been intensively studied since the late 20th century, so that we have by now a fair amount of knowledge on the fundamental questions from the PDE viewpoint, such as the unique existence of local solutions with wide range of regularity, of solutions with typical behavior, as well as their qualitative and quantitative properties, including asymptotic profiles.

In this century, there has been more progress in the study on large solutions for long time, in which the dispersion and nonlinearity have stronger and more complicated interplay, generating more diverse solutions. It is, however, in most cases too difficult to look at all general solutions and their long-time behavior, as there are so many possibilities while our method of analysis is still quite limited. Then the solitons are the natural first target to attack among all the solutions, as they are expected to indicate the balance or the threshold of dominance between the dispersion and nonlinearity. The soliton resolution conjecture has been the major slogan to promote this direction of study, which roughly asserts that: Generic global solutions are asymptotic to a superposition of solitons getting away from each other and a dispersive decaying wave as $t \rightarrow \infty$. In the case of NLS (for appropriate $p$ ), the
asymptotic formula should take the form

$$
\begin{equation*}
u(t)-\sum_{n=1}^{N} e^{i \theta_{n}(t)} \varphi_{n}\left(x-c_{n}(t)\right)-v(t) \rightarrow 0 \tag{1.3}
\end{equation*}
$$

in the energy space $H^{1}\left(\mathbb{R}^{d}\right)$ as $t \rightarrow \infty$, for some soliton profiles $\varphi_{n} \in H^{1}\left(\mathbb{R}^{d}\right)$ with some $\theta_{n}: \mathbb{R} \rightarrow \mathbb{R}$ and $c_{n}: \mathbb{R} \rightarrow \mathbb{R}^{d}$ satisfying $\left|c_{m}(t)-c_{n}(t)\right| \rightarrow \infty$ for $m \neq n$, and some dispersive component $v(t, x)$ solving the free equation $i \dot{v}=\Delta v$.

On the one hand, the conjecture is a natural extension from the case of completely integrable equations (e.g., $d=1$ and $p=3$ for NLS), where solitons are very stable and rigid: they are unchanged both by initial perturbation and collisions, up to a change of the parameters. The genericity condition in the conjecture is to eliminate some exceptional solutions, such as breathers, which appear already in the integrable case.

On the other hand, most of the nonlinear dispersive equations are not integrable, where most of solitons are unstable with respect to initial perturbations. Although this instability makes it more difficult to capture and maintain the solitons in reality and numerics, it does not diminish the importance of solitons in the study of global dynamics, especially regarding the role of a threshold. In fact, in the space of solutions or initial data, typically in the energy space, instability means that the soliton is a limit point of other types of solutions, while stability means that there is no nearby solution with much different behavior. Hence unstable solitons are naturally expected to play more distinct roles in classifying the other solutions. Even if the solitons are unstable, the threshold between different types of solutions should be clearly observed both in numerics and experiments, as one looks at a collection of solutions rather than the individual ones. Such structures among solutions may well be stable and robust with respect to perturbations of the equation, even if the behavior of each solution is changed.

Therefore, in studying the global dynamics, it is not sufficient to know merely that a soliton is unstable, we should investigate in which directions the instability appears, and in what types of behavior of solutions. In other words, we should look at all solutions in a neighborhood of solitons. Note that stability is an answer to this question, but instability (negation of stability) may not be a complete answer by itself. Determining the stability is, of course, the most important starting point, which has a vast amount of literature, but there has been more recent progress in getting to the next stage.

Instability means that some solutions starting nearby a soliton become eventually very different or far from the soliton in the solution space. While those solutions are still near the soliton, their behavior may be well approximated by the linearized operator, which is well described in terms of its spectrum. However, after the solutions go far away from the soliton, which is often the case, then the linearized operator tells little about their behavior. To see the essential features of those solutions, and thus the threshold nature of the unstable soliton, it is necessary to look at those solutions after they get far from the soliton. The recent research is getting also into this stage of study.

Also in practice, the solutions at $t=\infty$ do not have so much meaning, but the asymptotic descriptions as $t \rightarrow \infty$ should be regarded as an approximation for what hap-
pens in finite time. However, if the solitons are unstable, the asymptotic decomposition into them is useless by itself for a finite-time approximation, since unstable solitons may keep disappearing and appearing along the evolution. Hence we should look at the behavior of solutions not only as $t \rightarrow \infty$, but also for all intermediate $t \in \mathbb{R}$. The oscillatory scenario is an obstruction also in studying the asymptotic behavior, but the investigation for all time is even more demanding. Nevertheless, the recent research is getting also into this stage.

In short, to investigate the global dynamics of nonlinear dispersive equations, it is desired to describe the solutions for all time and for all initial data in a neighborhood of unstable solitons. The main interest is on transitions of behavior both in time evolution and for initial perturbations. The purpose of this article is to review a few results in this direction, as well as open questions.

## 2. GROUND STATES AS THE DYNAMICAL THRESHOLD

Among all the solitons, the most important ones are those with the least energy, namely the ground states, as its energy is the necessary amount to produce the balance between the dispersion and nonlinearity. This article is mostly focused on the ground states and their variants, even though some of them will be called excited states. For a concrete explanation, we take the nonlinear Klein-Gordon equation (NLKG)

$$
\begin{equation*}
\ddot{u}-\Delta u+m u=|u|^{p-1} u, \quad u(t, x): \mathbb{R}^{1+d} \rightarrow \mathbb{R} \tag{2.1}
\end{equation*}
$$

where $d \in \mathbb{N}, p>1$, and $m \geq 0$ are constants. It is the Hamiltonian flow with the energy

$$
\begin{equation*}
E_{K}(\vec{u}(t)):=\int_{\mathbb{R}^{d}} \frac{|\dot{u}|^{2}+|\nabla u|^{2}+m|u|^{2}}{2}-\frac{|u|^{p+1}}{p+1} d x \tag{2.2}
\end{equation*}
$$

similar to NLS in (1.2); in the energy space

$$
\begin{equation*}
\vec{u}(t):=(u(t, x), \dot{u}(t, x)) \in \mathscr{H}:=H^{1}\left(\mathbb{R}^{d}\right) \times L^{2}\left(\mathbb{R}^{d}\right) \tag{2.3}
\end{equation*}
$$

In the case $m=0$ of the nonlinear wave equation (NLW), $H^{1}$ should be replaced with the homogeneous Sobolev space $\dot{H}^{1}$. The ground state $Q \in H^{2}\left(\mathbb{R}^{d}\right)$ is a nontrivial stationary solution of

$$
\begin{equation*}
-\Delta Q+m Q=|Q|^{p-1} Q \tag{2.4}
\end{equation*}
$$

with the least energy. Its study has a long history for the stationary equation and the evolution equations, including the NLS case and the heat equation. By the existence result of Strauss [56] and the uniqueness result of Kwong [37], the entire set of the ground states is $\{ \pm Q(x-c)\}_{c \in \mathbb{R}^{d}}$ for a unique radial positive function $Q(x)=Q(|x|)>0$. In the massless case (NLW), the Pohozaev identity [54] implies that the ground state exists if and only if $d \geq 3$ and the nonlinear power is $p+1=\frac{2 d}{d-2}=: 2^{\star}$, namely the energy-critical exponent, and the ground state $Q$ is the explicit Aubin-Talenti function [2,57], maximizing the Sobolev inequality for $\dot{H}^{1}\left(\mathbb{R}^{d}\right) \subset L^{2^{\star}}\left(\mathbb{R}^{d}\right)$.

### 2.1. Below the ground states

The instability of $Q$ follows from its min-max property:

$$
\begin{align*}
E_{K}(\vec{Q}) & =\min _{\varphi \in H^{1}\left(\mathbb{R}^{d}\right) \backslash\{0\}} \max _{\lambda>0} E_{K}(\lambda \vec{\varphi}) \\
& =\min \left\{E_{K}(\vec{\varphi}) \mid \varphi \in H^{1}\left(\mathbb{R}^{d}\right) \backslash\{0\}, K(\varphi)=0\right\}, \tag{2.5}
\end{align*}
$$

where $\vec{Q}:=(Q, 0)$, and the Nehari functional [50] is defined by

$$
\begin{equation*}
K(\varphi):=\left.\frac{d}{d \lambda}\right|_{\lambda=1} E_{K}(\lambda \vec{\varphi})=\int_{\mathbb{R}^{d}}|\nabla u|^{2}+m|u|^{2}-|u|^{p+1} d x \tag{2.6}
\end{equation*}
$$

A similar characterization is given by using the dilation $\varphi(\lambda x)$, leading to Derrick's theorem [11]. Another option is the $L^{2}$-invariant scaling $\lambda^{d / 2} \varphi(\lambda x)$, which yields the virial functional (see [28] for their relations including the dynamics). Thus the energy space below the ground state is split into two open sets,

$$
\begin{align*}
& \mathscr{H}_{<}:=\left\{\varphi \in \mathscr{H}^{\prime} \mid E_{K}(\varphi)<E_{K}(\vec{Q})\right\}=\mathscr{H}_{<}^{+} \cup \mathscr{H}_{<}^{-}, \\
& \mathscr{H}_{<}^{+}:=\left\{\varphi \in \mathscr{H}_{<} \mid K\left(\varphi_{1}\right) \geq 0\right\}, \quad \mathscr{H}_{<}^{-}:=\left\{\varphi \in \mathscr{H}_{<} \mid K\left(\varphi_{1}\right)<0\right\} . \tag{2.7}
\end{align*}
$$

It is easy to see that $\mathscr{H}_{<}^{+}$is bounded and $\mathscr{H}_{<}^{-}$is unbounded. Since $E_{K}(\vec{u})$ is conserved and $\mathscr{H}_{<}^{ \pm}$are separated from each other, both regions $\mathscr{H}_{<}^{ \pm}$are invariant with respect to the NLKG flow. Then all the solutions in $\mathscr{H}_{<}^{+}$are global in time as soon as the Cauchy problem is locally well posed in $\mathscr{H}$ with a uniform lower bound on the existence time (which is the case for $p+1<2^{\star}$ by Ginibre-Velo [25]).

Payne-Sattinger [52] proved (in the bounded domain case) that all solutions in $\mathscr{H}_{<}^{-}$ blow up in finite time for NLKG, as well as for the heat equation. Thus all the solutions with the energy below the ground state are split into the cases of global existence and blowup, as two disjoint open sets in $\mathscr{H}$, which are distinguished by the initial data explicitly by sign $K(u(0))$. The openness means that both properties are stable, and the ground states are the joint boundary of the two regions

$$
\begin{equation*}
\{ \pm Q(x-c)\}_{c \in \mathbb{R}^{d}}=\overline{\mathcal{H}_{<}^{+}} \cap \overline{\mathscr{H}_{<}^{-}} \tag{2.8}
\end{equation*}
$$

More recently, Kenig-Merle [31, 32] proved this type of dichotomy in the energycritical case $p+1=2^{\star}(d \geq 3)$ for NLW, as well as for NLS (in the radial case), proving moreover that all the solutions in $\mathscr{H}_{<}^{+}$are scattering as $t \rightarrow \pm \infty$, namely

$$
\begin{equation*}
\lim _{t \rightarrow \pm \infty}\left\|\vec{u}(t)-\vec{v}^{ \pm}(t)\right\|_{\mathscr{H}}=0 \tag{2.9}
\end{equation*}
$$

for some $v^{ \pm}$solving the free equation $\ddot{v}-\Delta v=0$. Their method has been applied to many other equations, including NLKG [28,33] and NLS [12,13, 21, 27, 34, 35] with the energy(sub)critical and mass-(super)critical power, namely for $2+\frac{4}{d} \leq p+1 \leq 2^{\star}$.

### 2.2. Above the threshold

Although the dichotomy into scattering and blow-up is a very simple, explicit, and complete classification of the global dynamics, there seems to be no intrinsic reason in the equations to restrict the solutions below the ground states $E_{K}(\vec{u})<E_{K}(\vec{Q})$, as those ground
states are not local extrema, but rather saddle points for the energy. It also seems impossible to impose such a strict condition (inequality) both in numerical experiments and in physical ones. It is therefore more natural to impose a condition of the form

$$
\begin{equation*}
E_{K}(\vec{u})<E_{K}(\vec{Q})+\varepsilon \tag{2.10}
\end{equation*}
$$

for some small $\varepsilon>0$, which includes in particular a full neighborhood of the ground states.
As soon as the energy is above the ground state, however, the topological separation is lost between $K(u)>0$ and $K(u)<0$, or between the scattering and blow-up, which enables a transition between different types of behavior. One may expect that this transition could make the global dynamics very complicated and even chaotic, as it can possibly happen for many times. Nakanishi-Schlag [47, 49] showed that it is not the case, and the complication remains minimal for small $\varepsilon>0$, at least for NLKG with $d=p=3$, which has been extended to NLS and NLW in $[36,48]$. That is because the transition is allowed only for one time for each solution from the scattering region to the blow-up region (or vice versa), taking place only in a small neighborhood of the ground states, and described well by the linearized equation around the ground states. The behavior of solutions away from the ground states is essentially the same as in the case below the ground state, in the sense that both the scattering and blow-up are characterized by monotonicity of the virial identity. Thus all the solutions with $E_{K}(\vec{u})<E_{K}(\vec{Q})+\varepsilon$ are classified into $9=3 \times 3$ sets of global behavior, depending whether it is scattering, blowing-up, or asymptotic to the ground states in $t>0$ and $t<0$. In the simple case of NLKG with $p=d=3$ under the radial symmetry, the classification reads as follows. For any $\varphi \in \mathscr{H}$ and $X \subset \mathscr{H}$, let $\varphi^{\dagger}:=\left(\varphi_{1},-\varphi_{2}\right)$ and $X^{\dagger}:=\left\{\varphi^{\dagger} \mid \varphi \in X\right\}$ denote the time inversion.

Theorem 2.1 ([47]). Let $p=d=3, m>0$, and

$$
\begin{equation*}
\mathscr{H}_{\varepsilon, r}:=\left\{\varphi(x)=\varphi(|x|) \in \mathscr{H} \mid E_{K}(\varphi)<E_{K}(\vec{Q})+\varepsilon\right\} \tag{2.11}
\end{equation*}
$$

for $\varepsilon>0$. If $\varepsilon>0$ is small enough, then there is a $C^{1}$-manifold $\mathcal{M} \subset \mathscr{H}_{\varepsilon, r}$ of codimension 1 with the following properties: $\mathscr{H}_{\varepsilon, r} \backslash(\mathcal{M} \cup-\mathcal{M})$ is a union of two domains $\mathcal{S}$ and $\mathfrak{B}$. Let $u$ be any solution of $(2.1)$ with $\vec{u}(0) \in \mathscr{H}_{\varepsilon, r}$. If $\vec{u}(0) \in S$, then $u$ is scattering as $t \rightarrow \infty$. If $\vec{u}(0) \in \mathscr{B}$, then $u$ blows up in finite time for $t>0$. If $\vec{u}(0) \in \mathcal{M}$, then $u-Q$ is scattering as $t \rightarrow \infty$. Moreover, $\mathcal{M}$ and $\mathcal{M}^{\dagger}$ intersect transversely, while $\mathcal{M}^{\dagger} \cap(-\mathcal{M})=\varnothing$.

The transversal intersection of $\mathcal{M} \cap \mathcal{M}^{\dagger}$ implies that all the $9=3 \times 3$ combinations of behavior in $t>0$ and $t<0$ are nonempty. The above result clarifies the important role of the center-stable manifold $\mathcal{M}$ and the center-unstable manifold $\mathcal{M}^{\dagger}$ of the ground states $\pm Q$, which had been constructed by Bates-Jones [3], while the scattering on the manifolds to the ground states had been established by Schlag [55] and Beceanu [4] for NLS. The key ingredient for the above classification is the fact that the transition cannot happen more than once, which is called the one-pass theorem. It may be regarded as a small perturbation from the threshold dynamics on $E_{K}(\vec{u})=E_{K}(\vec{Q})$, in particular the nonexistence of a homoclinic orbit for the ground states, which had been established by Duyckaerts-Merle [19] for the energy-critical NLS, and extended to other cases [18,20]. More precisely, the one-pass
theorem prohibits solutions from reentry into a small neighborhood of the ground states after escaping from there. If we distinguish between the positive ground states $Q$ and the negative $-Q$, then the number of classification sets is $14=4 \times 4-2$, as follows:

$$
\begin{align*}
& S^{\dagger} \cap S, \quad \mathcal{B}^{\dagger} \cap \mathscr{B}, \quad \pm\left(\mathcal{M}^{\dagger} \cap \mathcal{M}\right), \quad\left( \pm \mathcal{M}^{\dagger}\right) \cap S, \quad\left( \pm \mathcal{M}^{\dagger}\right) \cap \mathscr{B},  \tag{2.12}\\
& S^{\dagger} \cap( \pm \mathcal{M}), \quad \mathcal{B}^{\dagger} \cap( \pm \mathcal{M}), \quad \mathcal{S}^{\dagger} \cap \mathscr{B}, \quad \mathcal{B}^{\dagger} \cap S
\end{align*}
$$

The subtraction of -2 from $4 \times 4$ is due to the absence of $\left( \pm \mathcal{M}^{\dagger}\right) \cap(\mp \mathcal{M})$, namely connecting orbits between $Q$ and $-Q$, which is also precluded by the one-pass theorem.

### 2.3. Higher energy

The next question is what if the energy is much bigger than the ground state, namely $E_{K}(\vec{u})>E_{K}(\vec{Q})+\varepsilon$. Actually, the more general statement of the above result in the nonradial case [49], taking account of the Lorentz invariance and conserved momentum $P(\vec{u}):=\int_{\mathbb{R}^{d}} \dot{u} \nabla u d x$, is in a bigger region

$$
\begin{equation*}
\left[E_{K}(\vec{u})^{2}-|P(\vec{u})|^{2}\right]^{1 / 2}<E_{K}(\vec{Q})+\varepsilon \quad\left([z]^{\alpha}:=|z|^{\alpha-1} z\right) \tag{2.13}
\end{equation*}
$$

which includes the ground state solitons of any traveling speed (slower than the light), but the classification is essentially the same as above. The main interest is how and where the dynamics change essentially.

There are at least two obvious candidates for the next energy level. One is the other stationary solutions, namely the excited state, and the other is multisolitons. Note that the excited states have at least twice the ground state energy $E_{K}(\vec{u})>2 E_{K}(\vec{Q})$, because they have to be sign-changing due to the uniqueness of positive solutions by Gigas-Ni-Nirenberg [24] and Kwong [37], then both the positive and negative parts must have more energy than $E_{K}(\vec{Q})$ due to the characterization (2.5). On the other hand, if a solution $u$ is asymptotic to a sum of $N \in \mathbb{N}$ ground states moving away from each other, as in the soliton resolution conjecture, then $E_{K}(\vec{u}) \geq N E_{K}(\vec{Q})$, where the equality $E_{K}(\vec{u})=N E_{K}(\vec{Q})$ happens only if the asymptotic speeds of the solitons are all zero. Asymptotic multisolitons were constructed by Martel-Merle [39] for NLS with positive speeds in the stable case, which has been extended to the unstable case [6], as well as to NLKG [9], and with zero speed for NLS [51] and NLKG [1]. Therefore, in view of the soliton resolution conjecture, it is natural to expect that the classification in Theorem 2.1 should extend up to $E_{K}(\vec{u})<2 E_{K}(\vec{Q})$, at least concerning the asymptotic behavior.

If one looks at the full-time dynamics, however, there is another candidate for an essential change of the dynamics. It is a heteroclinic orbit connecting the two distinct ground states $Q$ and $-Q$ in a weak sense: more precisely, a solution $u$ satisfying

$$
\begin{equation*}
\lim _{t \rightarrow \pm \infty}\left\|\vec{u}(t) \pm \vec{Q}-\vec{v}_{ \pm}(t)\right\|_{\mathscr{H}}=0 \tag{2.14}
\end{equation*}
$$

for some free solutions $v_{ \pm}$, which may be called heteroscattering. The one-pass theorem precludes such solutions for $E_{K}(\vec{u})<E_{K}(\vec{Q})+\varepsilon$, which is $\mathcal{M}^{\dagger} \cap(-\mathcal{M})=\varnothing$, but it is not difficult to construct such a solution with the energy close to $2 E_{K}(\vec{Q})$, by superposing in space-time two heteroscattering solutions, from $Q$ to 0 , and from 0 to $-Q$, respectively.

A simple numerical experiment indicates that such solutions appear at a much lower energy level than $2 E_{K}(\vec{Q})$. Then it seems natural to conjecture that there is a threshold energy $E^{*} \in\left(E_{K}(\vec{Q}), 2 E_{K}(\vec{Q})\right)$ such that for $E_{K}(\vec{u})<E^{*}$ the 14-set classification (2.12) is valid, while for $E_{K}(\vec{u})>E^{*}$ there are solutions satisfying (2.14), increasing the number of solution sets to $4 \times 4=16$ at least. Related questions are if there is heteroscattering between $Q$ and $-Q$ with the minimal energy $E^{*}$, and what the complete classification of dynamics is for $E_{K}(\vec{u})<E^{*}+\varepsilon$, or for $E_{K}(\vec{u})<2 E_{K}(\vec{Q})$.

A remarkably successful method to go to higher energy is the channel-of-energy by Duyckaerts-Kenig-Merle [16], which settled the soliton resolution conjecture for the energycritical NLW in the radial 3D case, including the blow-up solutions with a bounded energy norm. It has recently been extended to the higher odd dimensions [17], as well as to the 4D case [15] and to the wave maps under rotational symmetry. Without the rotational symmetry, there are also similar results [14] along time sequences. It seems, however, that this method depends heavily on the special property of the wave equation, that is, the single speed of propagation, while dispersive equations in general have wide ranges of group velocity. It is a challenging and important problem to extend the method or find a similar one for the more dispersive equations such as NLKG and NLS.

## 3. TRANSITION BETWEEN SOLITONS

Since solitons are the key junctions of global dynamics for nonlinear dispersive equations, it is an important problem to understand the behavior of the solutions migrating from a neighborhood of one soliton to another. In fact, when the equation has both stable and unstable solitons, it is generally expected that solutions starting near the unstable ones will get away from them and eventually approach some of the stable ones. However, the conservation laws prohibit the solutions to approach the latter solitons in the energy norm, unless the two solitons happen to be close to each other in the conserved quantities. In general, the approach should be only in the weak or local topology, where the excessive energy is radiated away in a dispersive wave component.

This type of transition from one soliton to another should happen also between unstable solitons. Trying to include such a behavior into a classification as above seems still a bit too ambitious, as the complete classification for NLKG or NLS is yet much below all the excited state solitons. However, we can make a model problem by adding some spatial inhomogeneity, which is an easy way to create standing waves. Specifically, the nonlinear Schrödinger equation with a potential (NLSP)

$$
\begin{equation*}
i \dot{u}-\Delta u+V u=|u|^{2} u, \quad u(t, x): \mathbb{R}^{1+3} \rightarrow \mathbb{R}, \tag{3.1}
\end{equation*}
$$

is a good model to consider a classification of solutions including two different solitons, both stable and unstable ones. The standing waves for NLSP are solutions in the form $u(t, x)=e^{-i t \omega} \varphi(x)$ for some $\omega \in \mathbb{R}$, for which the equation is reduced to

$$
\begin{equation*}
-\Delta u+\omega u+V u=|u|^{2} u . \tag{3.2}
\end{equation*}
$$

More precisely, let $V: \mathbb{R}^{3} \rightarrow \mathbb{R}$ be "nice" enough, e.g., a radial Schwartz function, such that the linear Schrödinger operator $-\Delta+V$ has only one eigenvalue, denoted by $e_{0}<0$. Let $\phi_{0} \in H^{2}\left(\mathbb{R}^{3}\right)$ be the corresponding eigenfunction or the ground state of $-\Delta+V$, normalized in $L^{2}\left(\mathbb{R}^{3}\right)$. Let $E_{V}$ be the Hamiltonian of NLSP, defined by

$$
\begin{equation*}
E_{V}(u):=E_{S}(u)+\int_{\mathbb{R}^{3}} \frac{V|u|^{2}}{2} d x \tag{3.3}
\end{equation*}
$$

Then one may construct two different types of standing waves for NLSP. One family is generated from the linear ground state $\phi_{0}$ by bifurcation, which is small and stable with negative energy in the asymptotic form (see [26])

$$
\begin{align*}
& \Phi[z]=z\left[\phi_{0}+O\left(|z|^{2}\right)\right] \quad \text { in } H^{1}\left(\mathbb{R}^{3}\right), \quad \omega[z]=e_{0}+O\left(|z|^{2}\right)  \tag{3.4}\\
& E_{V}(\Phi[z])=e_{0}|z|^{2} / 2+O\left(|z|^{4}\right), \quad M(\Phi[z])=|z|^{2} / 2+O\left(|z|^{4}\right)
\end{align*}
$$

with a small parameter $z=\left(\Phi[z] \mid \phi_{0}\right) \in \mathbb{C}$, where

$$
\begin{equation*}
M(u):=\int_{\mathbb{R}^{d}} \frac{|u|^{2}}{2} d x \tag{3.5}
\end{equation*}
$$

denotes the conserved mass. The other family is generated from the scaling limit of the ground state $Q$ of NLS $(V=0)$, which is large and unstable with positive energy, in the asymptotic form (see [45])

$$
\begin{align*}
& \Psi[\zeta]=\zeta Q(|\zeta| x)+O\left(|\zeta|^{-3 / 2}\right) \quad \text { in } H^{1}\left(\mathbb{R}^{3}\right), \quad \omega[\zeta]=|\zeta|^{2} \\
& E_{V}(\Psi[\zeta])=|\zeta| E_{S}(Q)+O\left(|\zeta|^{-1}\right), \quad M(\Psi[\zeta])=|\zeta|^{-1} M(Q)+O\left(|\zeta|^{-3}\right) \tag{3.6}
\end{align*}
$$

with a large parameter $\zeta \in \mathbb{C}$. Since both the families converge to 0 in $L^{2}\left(\mathbb{R}^{3}\right)$ in the limits $z \rightarrow 0$ and $\zeta \rightarrow \infty$, respectively, the asymptotic regimes are contained in the small mass region $M(u) \ll 1$. We can prove that for each fixed $M(u) \ll 1$, there is a unique $|z| \ll 1$ such that $\Phi[z]$ are the least energy standing waves, namely the ground states for the prescribed mass $M(u)$, and also there is a unique $|\zeta| \gg 1$ such that $\Psi[\zeta]$ are the second least energy ones, or the first excited states.

Actually, both of them are the ground state solutions of (3.2) for the corresponding $\omega>0$, which may be obtained by the min-max variational argument. From the dynamical viewpoint, however, it seems more appropriate to compare them in terms of the energy and mass, without fixing parameter $\omega$, which is not intrinsic in the equation.

Gustafson-Nakanishi-Tsai [26] proved the scattering to the ground states $\Phi$ for small solutions in $H^{1}\left(\mathbb{R}^{3}\right)$, that is,

$$
\begin{equation*}
\lim _{t \rightarrow \pm \infty}\left\|u(t)-\Phi[z(t)]-v_{ \pm}(t)\right\|_{H^{1}}=0 \tag{3.7}
\end{equation*}
$$

for some free solutions $v_{ \pm}$and some function $z: \mathbb{R} \rightarrow \mathbb{C}$ with convergent $|z(t)|$ as $t \rightarrow \pm \infty$. The exceptional case $|z(t)| \rightarrow 0$ is also included. This result has been extended by Nakanishi $[45,46]$ to the energy slightly above the first excited solitons $\Psi$ under the radial symmetry restriction (which was not imposed in [26]), with a classification of the global dynamics similar to Theorem 2.1, or more closely to the NLS case in [48].

More precisely, let $\mathcal{E}_{V}(\mu)=E_{V}(\Psi[\zeta])$ be the first excited energy for the mass $M(\Psi[\zeta])=\mu$. Then for sufficiently small $\varepsilon>0$, all the radial solutions with

$$
\begin{equation*}
M(u)<\varepsilon, \quad E_{V}(u) \leq \varepsilon_{V}(M(u))+\varepsilon / M(u), \tag{3.8}
\end{equation*}
$$

are classified into $9=3 \times 3$ sets characterized by their behavior in $t>0$ and $t<0$, either scattering to the ground states $\Phi$ as in (3.7), blowing-up, or staying around the excited states $\Psi$. Moreover, the solutions in the last case make the center-stable manifold of $\Psi$ for $t>0$, and the center-unstable manifold for $t<0$.

Note that the restriction $M(u)<\varepsilon$ may be removed if $V=0$, trivially by using the scaling invariance. Then the above result is reduced to [48], except that the scattering to the excited states is not established in [45]. The same problem with the defocusing nonlinearity

$$
\begin{equation*}
i \dot{u}-\Delta u+V u=-|u|^{2} u \tag{3.9}
\end{equation*}
$$

was also studied in [46], for which all solutions in $H^{1}\left(\mathbb{R}^{3}\right)$ with small mass scatter to the ground states $\Phi$ as $t \rightarrow \pm \infty$, while there is no other standing wave in $H^{1}\left(\mathbb{R}^{3}\right)$.

### 3.1. Threshold dynamics

As mentioned above, the scattering to the first excited states $\Psi$ remains to be proven on the center-stable manifold. This is mainly because of the lack of complete information on the spectrum of the linearized operator. It is a highly nontrivial problem even without the potential, which was solved by Marzuola-Simpson [43] by a computer-assisted proof.

In the nonradial case, however, a notable difference appears from the case without the potential, where Beceanu [4] proved the scattering to the solitons generated by the Galilei and translation invariance from the ground state $Q$. Both invariances are destroyed by the potential, and thus the only remaining soliton is fixed at the origin, provided that the potential has a simple shape, e.g., $V(x)=a e^{-|x|^{2}}$ with some constant $a<0$. Then the natural conjecture on the dynamics on the center-stable manifold of $\Psi$ is the following:
(1) For $E_{V}(u)<\varepsilon_{0}(M(u))$, all solutions on the manifold scatter to $\Psi$.
(2) For $E_{V}(u)=\varepsilon_{0}(M(u))$, there are solutions with the asymptotic behavior

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left\|u(t)-e^{-i \theta(t)} Q_{\omega}(x-c(t))\right\|_{H^{1}}=0 \tag{3.10}
\end{equation*}
$$

for some $\theta: \mathbb{R} \rightarrow \mathbb{R}$ and $c: \mathbb{R} \rightarrow \mathbb{R}^{3}$ satisfying $\dot{\theta} \rightarrow \omega,|c| \rightarrow \infty$, and $\dot{c} \rightarrow 0$ as $t \rightarrow \infty$, where $Q_{\omega}$ is the ground state of (3.2) with $V=0$ for some $\omega>0$ satisfying $M\left(Q_{\omega}\right)=M(u)$. The other solutions on the manifold scatter to $\Psi$.
(3) For $E_{V}(u)>\varepsilon_{0}(M(u))$, there are also scatterings into a sum of the Galilei transforms of some $Q_{\omega}$ and the ground states $\Phi$.

In short, the solutions on the center-stable manifold scatter either to the excited states $\Psi$ trapped by the potential at $x=0$, or to the ground state solitons without potential escaping to $|x| \rightarrow \infty$. The threshold between the two cases is the solitons escaping to $|x| \rightarrow \infty$ but with the zero asymptotic speed, for which the minimal energy is as in the case (2).

The scattering to $\Psi$ for the solutions initially away from $x=0$ requires the attractive force of the potential, which may be derived by the Newtonian approximation, but it is valid only on a finite-time interval. Extending it to $t \rightarrow \infty$ requires the dissipative effect by the radiation of dispersive waves. Such a scattering result was established by Gang-Sigal [23] in the case of stable solitons for initial data close to the origin. The scattering described above in the case of (3) is also complicated as it contains three different components. Such a scattering result was established by Cuccagna-Maeda [10], also in the stable case for initial data that are already escaping. Classifying all the solutions on the manifold may well require more ideas than the combination of those results.

### 3.2. Higher mass

Another problem is to extend the classification to $M(u)>\varepsilon$. This sounds plausible at least in the simple defocusing case, where $\Phi$ may be extended to all mass as the unique energy minimizers. However, the argument in [45,46] does not simply extend, because it relies heavily on the smallness of $\Phi$, as well as on $M(u)$, to control all the interactions with the ground states, especially during the concentration-compactness argument for the dispersive component. In the focusing case, the problem does not seem easy even for the smaller potentials, e.g., $V(x)=-a e^{-|x|^{2}}$ with $0<a \ll 1$ such that $-\Delta+V>0$. In this case, there are no small solitons and so the ground states are the perturbations of $Q_{\omega}$ for all mass. Hence it is natural to expect that the same results as in Kenig-Merle [31] (or HolmerRoudenko [27] for the cubic NLS), and in Nakanishi-Schlag [48] should hold without the small mass condition. It may an option to rely on the stability of the threshold structure with respect to the change of equation (here by the parameter $a$ ), including the case of bigger $a$.

## 4. TRANSITION BETWEEN MULTISOLITONS

In view of the soliton resolution conjecture, it is an important and necessary step in the study of global dynamics to understand the behavior of solutions migrating between neighborhoods of multisolitons, where the neighborhood may be in the weaker sense as in the previous section. Obviously, this is an even harder problem, so it seems natural to seek for simpler models which admit similar dynamics. The nonlinear Klein-Gordon equation with the damping term

$$
\begin{equation*}
\ddot{u}+2 \alpha \dot{u}-\Delta u+u=|u|^{p-1} u, \quad u(t, x): \mathbb{R}^{1+d} \rightarrow \mathbb{R} \tag{4.1}
\end{equation*}
$$

for some constants $\alpha>0, p>1$, turns out to be a good model. In fact, Burq-Raugel-Schlag [5] proved the soliton resolution conjecture for all radial solutions in the energy space for the energy-subcritical power $p+1<2^{\star}$. In this case, solutions asymptotic to solitons are those exponentially converging to some (radial) stationary solutions. The major difference from the conservative NLKG comes from the energy decay

$$
\begin{equation*}
\partial_{t} E_{K}(\vec{u})=-2 \alpha\|\dot{u}\|_{L^{2}}^{2}, \tag{4.2}
\end{equation*}
$$

which makes the analysis much simpler, both in the linear and nonlinear parts. The stable and unstable manifolds had been constructed much earlier by Keller [30] around general station-
ary solutions. The soliton resolution along time sequences had been established by Feireisl [22] without the radial restriction (but for smaller $p$ ), as a consequence of the concentrationcompactness due to Lions [38] for the stationary problem. The soliton resolution in the general case takes, as $t \rightarrow \infty$, the form of

$$
\begin{equation*}
\vec{u}(t)=\sum_{n=1}^{N} \vec{\varphi}_{n}\left(x-c_{n}(t)\right)+o(1) \quad \text { in } \mathscr{H}, \tag{4.3}
\end{equation*}
$$

where $\varphi_{n}$ are some stationary solutions and $c_{n}:[0, \infty) \rightarrow \mathbb{R}^{d}$ are some functions satisfying $\left|c_{m}-c_{n}\right| \rightarrow \infty$ for each $m \neq n$. The existence of such solutions with polygonal symmetry was also proven by Feireisl [22]. This allows us to discuss the dynamics around, away, and between multisolitons, as a model case for the more difficult conservative case (NLKG).

More recently, Côte-Martel-Yuan-Zhao [8] characterized the set of asymptotic 2solitons consisting of the ground state $Q$ of NLKG, namely

$$
\begin{equation*}
\vec{u}(t)=\vec{Q}\left(x-c_{1}(t)\right)-\vec{Q}\left(x-c_{2}(t)\right)+o(1) \quad \text { in } \mathscr{H} \quad(t \rightarrow \infty) \tag{4.4}
\end{equation*}
$$

as a manifold with codimension 2 in the energy space $\mathscr{H}$, together with the asymptotic formula for $c_{n}(t)$, as well as nonexistence of similar solutions with the same sign on $\vec{Q}$.

Moreover, Côte-Martel-Yuan [7] proved the soliton resolution conjecture in the 1D case without any restriction in the energy space. That is, for any initial data in $\mathscr{H}$, the solution either blows up in finite time, or is asymptotic to a form

$$
\begin{equation*}
\vec{u}(t)= \pm \sum_{n=1}^{N}(-1)^{n} \vec{Q}\left(x-c_{n}(t)\right)+o(1) \tag{4.5}
\end{equation*}
$$

in $\mathscr{H}$, for some $N \in \mathbb{Z}$ with $c_{n}-c_{n-1} \rightarrow \infty$ as $t \rightarrow \infty$. The existence of such solutions for every $N$ is also proven in [7]. To the best of the author's knowledge, this is the first and only result so far of soliton resolution in the entire energy space with no restriction for the full limit $t \rightarrow \infty$ that contains moving solitons, provided that the damping is acceptable for the conjecture.

Then it is natural to ask the questions raised in the first section, namely the global dynamics in the full neighborhood of such solutions for all $t \geq 0$. In particular, it is a good place to investigate the migration between different numbers of multisolitons. IshizukaNakanishi [29] considered the simplest case, namely a neighborhood of 2-solitons and transition to 1 -solitons, and established a classification into 5 sets of different behavior. To state the precise result, some notation is needed. Let

$$
\begin{equation*}
L:=-\Delta+1-p Q^{p-1} \tag{4.6}
\end{equation*}
$$

be the linearized operator for the static NLKG around the ground state $Q$, and let $\rho \in H^{2}\left(\mathbb{R}^{d}\right)$ be its normalized ground state with $L \rho=-v^{2} \rho$ for some constant $v>0$. Define operators acting on $\mathscr{H}$ in the matrix form

$$
J:=\left(\begin{array}{cc}
0 & 1  \tag{4.7}\\
-1 & 0
\end{array}\right), \quad \mathscr{L}_{\alpha}:=\left(\begin{array}{cc}
L & 2 \alpha \\
0 & 1
\end{array}\right)
$$

Then the linearization of (4.1) around $\vec{Q}$ is written as $\partial_{t} \vec{u}=J \mathscr{L}_{\alpha} \vec{u}$. The damped linearized operator $J \mathscr{L}_{\alpha}$ has eigenfunctions of the form

$$
\begin{equation*}
v^{ \pm}:=-\alpha \pm \sqrt{v^{2}+\alpha^{2}}, \quad Y^{ \pm}:=\left(1, v^{ \pm}\right) \rho \Longrightarrow J \mathscr{L}_{\alpha} Y^{ \pm}=v^{ \pm} Y^{ \pm} \tag{4.8}
\end{equation*}
$$

For any $z=\left(z_{1}, z_{2}\right) \in\left(\mathbb{R}^{d}\right)^{2}$, let $\mathscr{H}_{\perp}(z) \subset \mathscr{H}$ be the energy subspace defined by

$$
\begin{equation*}
\mathscr{H}_{\perp}(z):=\left\{\varphi \in \mathscr{H} \mid\left\langle J \varphi \mid Y^{-}\left(x-z_{k}\right)\right\rangle=0(k=1,2)\right\}, \tag{4.9}
\end{equation*}
$$

where $\langle\cdot \mid \cdot\rangle$ denotes the inner product of $\left(L^{2}\left(\mathbb{R}^{d}\right)\right)^{2}$. Then it is easy to see that for $\left|z_{1}-z_{2}\right| \gg 1$ (depending on $\alpha>0$ ), the energy space is decomposed into a direct sum

$$
\begin{equation*}
\mathscr{H}=\mathbb{R} Y^{+}\left(x-z_{1}\right) \oplus \mathbb{R} Y^{+}\left(x-z_{2}\right) \oplus \mathscr{H}_{\perp}(z) . \tag{4.10}
\end{equation*}
$$

Let $\mathscr{H}_{\perp}(z ; \delta):=\left\{\varphi \in \mathscr{H}_{\perp}(z) \mid\|\varphi\|_{\mathscr{H}}<\delta\right\}$ be the open ball in the subspace. Then
Theorem 4.1 ([29]). For any $d \in \mathbb{N}, \alpha>0$ and $p \in\left(2,2^{\star}-1\right)$, there is a small $\delta>0$ such that for any $z \in\left(\mathbb{R}^{d}\right)^{2}$ satisfying $\left|z_{1}-z_{2}\right|>1 / \delta$, there are two Lipschitz functions $G_{1}, G_{2}:(-\delta, \delta) \times \mathscr{H}_{\perp}(z ; \delta) \rightarrow(-\delta, \delta)$ with the following properties. For any $h_{1}, h_{2} \in(-\delta, \delta)$ and any $\varphi \in \mathscr{H}_{\perp}(z ; \delta)$, let $u$ be the solution of (4.1) with the initial data

$$
\begin{equation*}
\vec{u}(0)=\sum_{n=1,2}(-1)^{n}\left[\vec{Q}+h_{n} Y^{+}\right]\left(x-z_{n}\right)+\varphi \tag{4.11}
\end{equation*}
$$

Then its global behavior is classified by the initial data as follows. Let $n^{*}:=3-n$.
(1) If $h_{n}<G_{n}\left(h_{n^{*}}, \varphi\right)$ for both $n=1$, 2 , then $u$ is global with $\|\vec{u}(t)\|_{\mathscr{H}} \rightarrow 0$ as $t \rightarrow \infty$; we have the global decaying case.
(2) If $h_{n}=G_{n}\left(h_{n^{*}}, \varphi\right)$ and $h_{n^{*}}<G_{n^{*}}\left(h_{n}, \varphi\right)$ for one of $n=1$, 2, then $u$ is global with $\vec{u}(t) \rightarrow(-1)^{n} \vec{Q}\left(x-z_{\infty}\right)$ in $\mathscr{H}$, for some $z_{\infty} \in \mathbb{R}^{d}$, as $t \rightarrow \infty$; this is the 1-soliton case with $(-1)^{n} Q$.
(3) If $h_{n}=G_{n}\left(h_{n^{*}}, \varphi\right)$ for both $n=1,2$, then $u$ is global with

$$
\vec{u}(t)+\vec{Q}\left(x-z_{1}(t)\right)-\vec{Q}\left(x-z_{2}(t)\right) \rightarrow 0
$$

in $\mathscr{H}$, for some $z_{n}:[0, \infty) \rightarrow \mathbb{R}^{d}$ satisfying $\left|z_{1}(t)-z_{2}(t)\right| \rightarrow \infty$, as $t \rightarrow \infty$; this is the 2 -soliton case.
(4) Otherwise, u blows up in finite time.

The 2-soliton case (3) may be characterized as $h=G_{0}(\varphi)$ by another Lipschitz function $G_{0}: \mathscr{H}_{\perp}(z ; \delta) \rightarrow(-\delta, \delta)^{2}$.

Moreover, we obtain a full-time description for all those solutions. In particular, in the 1 -soliton case (2), the soliton component starting from $(-1)^{n^{*}} \vec{Q}\left(x-z_{n^{*}}\right)$ decays due to the instability, while the other component from $(-1)^{n} \vec{Q}\left(x-z_{n}\right)$ remains for all time, moving in space and eventually converging to $(-1)^{n} \vec{Q}\left(x-z_{\infty}\right)$.

The above classification of dynamics is for all initial data in a small neighborhood of any superposition of $\pm \vec{Q}$ with sufficient distance from each other. For each sign of $\pm \vec{Q}$,
there is a Lipschitz manifold of codimension 1 consisting of solutions convergent to $\pm \vec{Q}$, translated in space. The two manifolds are joined together at their boundary by the manifold of codimension 2 consisting of solutions asymptotic to 2 -solitons, moving away from each other. The connected union of those three manifolds separates the rest of the neighborhood into the open set of global decaying solutions and the open set of blow-up solutions.

The 2-soliton case of (3) was already established by Côte-Martel-Yuan-Zhao [8]. The above theorem extends the dynamics description to the full neighborhood. Note that the manifolds of 1 -solitons in (2) are far from those constructed by Keller [30], or by any general method to construct local invariant manifolds, because the manifolds in the above theorem are in a neighborhood of 2 -solitons. In other words, it describes the transition from the 2 -solitons to the 1 -solitons with respect to initial perturbations. In the proof, we also need to describe the transition in time for each initial data on the 1 -soliton manifolds. The transition time tends to infinity as the initial data approaches the 2 -soliton manifold, so the global dynamics is not at all uniform or continuous within the small neighborhood.

The structure or relation of those three manifolds is in the simplest form as one may expect, by a small perturbation in the energy space from the superposition of two ground states, each having one unstable direction. However, proving this is not so simple as it may appear, because we need to control the two unstable modes with the same eigenvalue, namely $Y^{ \pm}\left(x-z_{n}(t)\right)$ with $n=1,2$. The difficulty comes from the fact that the solitons are getting away from each other, but very slowly, namely $\left|z_{1}(t)-z_{2}(t)\right| \sim|\log t|$, and the soliton interactions are of order $O(1 / t)$ and not integrable in time. In fact, this changes the growth order of the unstable modes from the linearized approximation, making the unstable dynamics far from the superposition of the 1 -soliton case. The coupling of the two unstable modes could be even more complicated because the interaction can possibly change the direction of instability, too. It may be illustrated by a simple ODE model with a small parameter $\varepsilon \in \mathbb{R}$, namely

$$
\frac{d}{d t}\binom{h_{1}}{h_{2}}=\left(\begin{array}{cc}
v^{+} & \varepsilon^{2} e^{-t}  \tag{4.12}\\
\varepsilon^{2} e^{-t} & v^{+}+\frac{\varepsilon}{1+t}
\end{array}\right)\binom{h_{1}}{h_{2}}
$$

which mimics the linearized interaction of the two unstable modes $h_{n}(t) Y^{+}\left(x-c_{n}(t)\right)$. It is easy to check for the above ODE that

$$
\begin{align*}
& \varepsilon>0, \quad\left(h_{1}(0), h_{2}(0)\right)=(1,0) \Longrightarrow \lim _{t \rightarrow \infty} h_{2}(t) / h_{1}(t)=\infty,  \tag{4.13}\\
& \varepsilon<0, \quad\left(h_{1}(0), h_{2}(0)\right)=(0,1) \Longrightarrow \lim _{t \rightarrow \infty} h_{1}(t) / h_{2}(t)=\infty,
\end{align*}
$$

so the direction of $h(t) \in \mathbb{R}^{2}$ is completely changed by the interaction. If such a transfer were to happen for the 2 -soliton interactions, then the structure of the neighborhood could be more complicated than the above result.

Fortunately, it is not the case because we can prove that nonintegrable interactions are essentially in the scalar part of the above matrix, and the remainder, namely the nonscalar part of the matrix, is uniformly integrable and small. This follows from the reflection symmetry of the equation and the 2 -solitons, together with a detailed description of the behavior of solutions in the full neighborhood and all time.

### 4.1. 3-solitons and soliton merger

It is natural to expect a similar structure for more than 2 solitons ( $N \geq 3$ in (4.5)), namely the joint boundary of manifolds with less solitons. However, to prove or disprove such a result seems to be fundamentally more difficult, as the full-time dynamics in the full neighborhood should include a new and more dramatic phenomenon, which may be called soliton merger. The distinction between $N \leq 2$ and $N \geq 3$ stems from the fact that the soliton interaction is attractive for the same sign and repulsive for the opposite sign. It is essential for the proof of the above result; 2 -solitons with opposite signs are repelling each other as long as both of them exist.

If we start from a small neighborhood of the 3-soliton in the form of (4.5), then the situation is different. Even though the solitons initially have alternating signs, if the middle soliton is destroyed by the instability and the other two survive, then the remaining 2 -solitons have the same sign and so start attracting each other. The result of Côte-Martel-Yuan [7] implies that they cannot remain to be 2 -solitons, but the solution either blows-up, decays to 0 , or is asymptotic to 1 -soliton. The transition in the last case from 2 -solitons to 1 -soliton is very different from the case in Theorem 4.1. As the simplest case, consider the initial data with the even symmetry

$$
\begin{equation*}
\vec{u}(0)=\vec{Q}(x+c)+h Y^{+}(x+c)+\vec{Q}(x-c)+h Y^{+}(x-c) \tag{4.14}
\end{equation*}
$$

with a small parameter $h \in \mathbb{R}$ and a large parameter $c>1$. It is easy to see that if $0<h \ll 1$ and $c \gg 1$ is large enough depending on $h$, then the solution $u$ blows up, and similarly if $0>h \gg-1$ with $c \gg 1$ then the solution is globally decaying to 0 . Since both types of behavior are stable (in 1D), there must be some intermediate $h \in \mathbb{R}$ for a fixed large $c$ such that the solution $u$ converges to $\pm Q$. For such solutions, the even symmetry implies that both the soliton components from $x= \pm c$ are destroyed, but afterward another soliton emerges at $x=0$. Because of the energy damping, the latter component has to absorb some energy, at least half of $E(\vec{Q})$ from each of the two destroyed solitons, before they are dissipated. This may be regarded as a sort of collision, but very far from the elastic ones in the completely integrable case.

Inelastic collisions have been studied for the generalized KdV by Mizumachi [44] and Martel-Merle [40, 41], where the inelasticity is in a small radiation. For perturbation from the integrable NLS, Perelman [53] proved that the collision splits the smaller soliton into two pieces. For the energy-critical NLW in 5D, Martel-Merle [42] showed the existence of radiation after collision. The above phenomenon looks quite different also from those cases.

Describing the soliton merger and determining the manifold structure around the 3solitons (or more) seem to be challenging problems. It does not look obvious even whether the merged soliton can take both signs $\pm Q$ or only one. Another question is whether there exists a similar solution in the conservative case such as NLKG. Those questions may be difficult also for numerical experiments because the merger requires some balance between the two dynamics of different orders, namely the exponential instability and the logarithmic movement of solitons.
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Fractional Laplacians (FLs for brevity) and equations with them have been actively studied in last decades throughout the world in various fields of mathematics (analysis, partial differential equations, the theory of random processes) and its applications (in physics, biology). Hundreds of articles have been written on this topic. Note that the study of such operators and equations is complicated not only by the fact of nonlocality itself, but also by the existence of several nonequivalent definitions of a fractional Laplacian.

Historically, the first FL was the fractional Laplacian of order $s>0$ in $\mathbb{R}^{n}$ defined (say, on the Schwartz class $S\left(\mathbb{R}^{n}\right)$ ) as

$$
(-\Delta)^{s} u:=\mathscr{F}^{-1}\left(|\xi|^{2 s} \mathscr{F} u(\xi)\right)
$$

where $\mathcal{F}$ is the Fourier transform

$$
\mathcal{F} u(\xi)=\frac{1}{(2 \pi)^{\frac{n}{2}}} \int_{\mathbb{R}^{n}} e^{-i\langle\xi, x\rangle} u(x) d x .
$$

For $s \in(0,1)$, the following relation holds:

$$
(-\Delta)^{s} u(x)=c_{n, s} \cdot \text { V.P. } \int_{\mathbb{R}^{n}} \frac{u(x)-u(y)}{|x-y|^{n+2 s}} d y
$$

where

$$
c_{n, s}=\frac{2^{2 s} s}{\pi^{\frac{n}{2}}} \frac{\Gamma\left(\frac{n+2 s}{2}\right)}{\Gamma(1-s)}
$$

We recall the definitions of the classical Sobolev-Slobodetskii spaces in $\mathbb{R}^{n}$ (see [21, SUBSECTION 2.3.3] or [7]),

$$
H^{s}\left(\mathbb{R}^{n}\right)=\left\{u \in S^{\prime}\left(\mathbb{R}^{n}\right):\left(1+|\xi|^{2}\right)^{\frac{s}{2}} \mathcal{F} u(\xi) \in L_{2}\left(\mathbb{R}^{n}\right)\right\},
$$

and corresponding spaces in a (say, Lipschitz and bounded) domain $\Omega$ (see [21, SUBSECTION 4.2.1] and [21, SUBSECTION 4.3.2]),

$$
H^{s}(\Omega)=\left\{\left.u\right|_{\Omega}: u \in H^{s}\left(\mathbb{R}^{n}\right)\right\} ; \quad \tilde{H}^{s}(\Omega)=\left\{u \in H^{s}\left(\mathbb{R}^{n}\right): \operatorname{supp}(u) \subset \bar{\Omega}\right\} .
$$

Notice that the quadratic form of $(-\Delta)^{s}$ is naturally defined on $H^{s}\left(\mathbb{R}^{n}\right)$ by ${ }^{1}$

$$
\begin{equation*}
\left((-\Delta)^{s} u, u\right)=\int_{\mathbb{R}^{n}}|\xi|^{2 s}|\mathcal{F} u(\xi)|^{2} d \xi \tag{1}
\end{equation*}
$$

and define the restricted Dirichlet FL as the positive self-adjoint operator with quadratic form (see, e.g., [1, chap. 10])

$$
Q_{s}^{\mathrm{DR}}[u] \equiv\left(\left(-\Delta_{\Omega}\right)_{\mathrm{DR}}^{s} u, u\right):=\left((-\Delta)^{s} u, u\right) ; \quad \operatorname{Dom}\left(Q_{s}^{\mathrm{DR}}\right)=\tilde{H}^{s}(\Omega)
$$

Remark 1. For $s \in(0,1)$, the following relation evidently holds:

$$
Q_{s}^{\mathrm{DR}}[u]=\frac{c_{n, s}}{2} \iint_{\mathbb{R}^{n} \times \mathbb{R}^{n}} \frac{|u(x)-u(y)|^{2}}{|x-y|^{n+2 s}} d x d y
$$

Notice that for $s \in(0,1)$ one can also define the restricted Neumann (or regional) FL by the quadratic form

$$
Q_{s}^{\mathrm{NR}}[u]:=\frac{c_{n, s}}{2} \iint_{\Omega \times \Omega} \frac{|u(x)-u(y)|^{2}}{|x-y|^{n+2 s}} d x d y ; \quad \operatorname{Dom}\left(Q_{s}^{\mathrm{NR}}\right)=H^{s}(\Omega)
$$

For some "intermediate" fractional Laplacians of this type, see, e.g., [16] and the references therein.

Now we turn to a different type of FLs, namely, to the spectral ones. Recall that the spectral Dirichlet and Neumann FLs are the $s$ th powers of conventional Dirichlet and Neumann Laplacian in the sense of spectral theory. In a Lipschitz bounded domain $\Omega$, they can be defined as the positive self-adjoint operators with quadratic forms

$$
\begin{align*}
& Q_{s}^{\mathrm{DSp}}[u] \equiv\left(\left(-\Delta_{\Omega}\right)_{\mathrm{DSp}}^{s} u, u\right):=\sum_{j=1}^{\infty} \lambda_{j}^{s}\left|\left(u, \varphi_{j}\right)\right|^{2},  \tag{2}\\
& Q_{s}^{\mathrm{NSp}}[u] \equiv\left(\left(-\Delta_{\Omega}\right)_{\mathrm{NSp}}^{s} u, u\right):=\sum_{j=0}^{\infty} \mu_{j}^{s}\left|\left(u, \psi_{j}\right)\right|^{2}, \tag{3}
\end{align*}
$$

where $\lambda_{j}, \varphi_{j}$ and $\mu_{j}, \psi_{j}$ are eigenvalues and (normalized) eigenfunctions of the Dirichlet and Neumann Laplacian in $\Omega$, respectively. Notice that $\mu_{0}=0$ and $\psi_{0} \equiv$ const.

For $s \in(0,1)$, the domains of these quadratic forms are

$$
\operatorname{Dom}\left(Q_{s}^{\mathrm{DSp}}\right)=\tilde{H}^{s}(\Omega) ; \quad \operatorname{Dom}\left(Q_{s}^{\mathrm{NSp}}\right)=H^{s}(\Omega)
$$

For $s>1$, the domains of spectral quadratic forms are more complicated. However, the following relations hold ([21, theorem 1.17.1/1] and [21, theorem 4.3.2/1]; see also [12, LEMMA 1] and [14, Lemma 2]):

$$
\begin{array}{lll}
\tilde{H}^{s}(\Omega)=\operatorname{Dom}\left(Q_{s}^{\mathrm{DSp}}\right), & 0<s<\frac{3}{2} ; & \tilde{H}^{s}(\Omega) \subsetneq \operatorname{Dom}\left(Q_{s}^{\mathrm{DSp}}\right),
\end{array} \quad s \geq \frac{3}{2} ; ~ \begin{array}{lll}
\tilde{H}^{s}(\Omega)=\operatorname{Dom}\left(Q_{s}^{\mathrm{NSp}}\right), & 0<s<\frac{1}{2} ; & \tilde{H}^{s}(\Omega) \subsetneq \operatorname{Dom}\left(Q_{s}^{\mathrm{NSp}}\right),
\end{array} \quad s \geq \frac{1}{2} .
$$

It follows from the well-known Heinz inequality ([10]; see also [1, §10.4]) that for $u \in \tilde{H}^{s}(\Omega), s \in(0,1)$, the following inequality holds:

$$
\begin{equation*}
Q_{s}^{\mathrm{DSp}}[u] \geq Q_{s}^{\mathrm{NSp}}[u] \tag{4}
\end{equation*}
$$

On the other hand, the inequality $Q_{s}^{\mathrm{DR}}[u] \geq Q_{s}^{\mathrm{NR}}[u]$ for $u \in \tilde{H}^{s}(\Omega), s \in(0,1)$, is trivial.
Below we provide a wide generalization and sharpening of (4). To this end, we recall the basic facts on the generalized harmonic extensions related to fractional Laplacians of the order $\sigma \in(0,1)$ and of the negative order $-\sigma \in(-1,0)$.

It was known long ago that the square root of Laplacian is related to the harmonic extension and to the Dirichlet-to-Neumann map. In the breakthrough paper [4], the FL $(-\Delta)^{\sigma}$ (and therefore $\left.\left(-\Delta_{\Omega}\right)_{\mathrm{DR}}^{\sigma}\right)$ for any $\sigma \in(0,1)$ was related to the generalized harmonic extension and to the generalized Dirichlet-to-Neumann map.

Namely, let $u \in \tilde{H}^{\sigma}(\Omega)$. Then there exists a unique solution $w_{\sigma}^{\mathrm{DR}}(x, y)$ of the boundary value problem in the half-space

$$
-\operatorname{div}\left(y^{1-2 \sigma} \nabla w\right)=0 \quad \text { in } \mathbb{R}^{n} \times \mathbb{R}_{+} ;\left.\quad w\right|_{y=0}=u
$$

with finite energy (weighted Dirichlet integral)

$$
\varepsilon_{\sigma}^{\mathrm{R}}(w)=\int_{0}^{\infty} \int_{\mathbb{R}^{n}} y^{1-2 \sigma}|\nabla w(x, y)|^{2} d x d y
$$

and the relation

$$
\begin{equation*}
\left(-\Delta_{\Omega}\right)_{\mathrm{DR}}^{\sigma} u(x)=-C_{\sigma} \cdot \lim _{y \rightarrow 0^{+}} y^{1-2 \sigma} \partial_{y} w_{\sigma}^{\mathrm{DR}}(x, y) \tag{5}
\end{equation*}
$$

with

$$
C_{\sigma}=\frac{4^{\sigma} \Gamma(1+\sigma)}{\Gamma(1-\sigma)}
$$

holds in the sense of distributions in $\Omega$ and pointwise at every point of smoothness of $u$. Moreover, the function $w_{\sigma}^{\mathrm{DR}}(x, y)$ minimizes $\varepsilon_{\sigma}^{\mathrm{R}}$ over the set

$$
\mathcal{W}_{\sigma}^{\mathrm{DR}}(u)=\left\{w(x, y): \mathcal{E}_{\sigma}^{\mathrm{R}}(w)<\infty,\left.w\right|_{y=0}=u\right\}
$$

and the following equality holds:

$$
\begin{equation*}
Q_{\sigma}^{\mathrm{DR}}[u]=\frac{C_{\sigma}}{2 \sigma} \cdot \varepsilon_{\sigma}^{\mathrm{R}}\left(w_{\sigma}^{\mathrm{DR}}\right) \tag{6}
\end{equation*}
$$

In [20] this approach was substantially generalized. In particular, for $u \in \tilde{H}^{\sigma}(\Omega)$ (for $\left.u \in H^{\sigma}(\Omega)\right)$ there is a unique solution of the boundary value problem in the half-cylinder

$$
-\operatorname{div}\left(y^{1-2 \sigma} \nabla w\right)=0 \quad \text { in } \Omega \times \mathbb{R}_{+} ;\left.\quad w\right|_{y=0}=u
$$

satisfying, respectively, the Dirichlet or the Neumann boundary condition on the lateral surface of the half-cylinder and having finite energy

$$
\mathcal{E}_{\sigma}^{\mathrm{Sp}}(w)=\int_{0}^{\infty} \int_{\Omega} y^{1-2 \sigma}|\nabla w(x, y)|^{2} d x d y
$$

Denote these solutions $w_{\sigma}^{\mathrm{DSp}}(x, y)$ and $w_{\sigma}^{\mathrm{NSp}}(x, y)$, respectively. The following relations hold in the sense of distributions in $\Omega$ and pointwise at every point of smoothness of $u$ :

$$
\begin{align*}
& \left(-\Delta_{\Omega}\right)_{\mathrm{DSp}}^{\sigma} u(x)=-C_{\sigma} \cdot \lim _{y \rightarrow 0^{+}} y^{1-2 \sigma} \partial_{y} w_{\sigma}^{\mathrm{DSp}}(x, y),  \tag{7}\\
& \left(-\Delta_{\Omega}\right)_{\mathrm{NSp}}^{\sigma} u(x)=-C_{\sigma} \cdot \lim _{y \rightarrow 0^{+}} y^{1-2 \sigma} \partial_{y} w_{\sigma}^{\mathrm{NSp}}(x, y) \tag{8}
\end{align*}
$$

Moreover, these solutions minimize $\varepsilon_{\sigma}^{S p}$ over the sets

$$
\begin{aligned}
& \mathcal{W}_{\sigma, \Omega}^{\mathrm{DSp}}(u)=\left\{w(x, y): \varepsilon_{\sigma}^{\mathrm{Sp}}(w)<\infty,\left.w\right|_{y=0}=u,\left.w\right|_{x \in \partial \Omega}=0\right\}, \\
& \mathcal{W}_{\sigma, \Omega}^{\mathrm{NSp}}(u)=\left\{w(x, y): \varepsilon_{\sigma}^{\mathrm{Sp}}(w)<\infty,\left.w\right|_{y=0}=u\right\},
\end{aligned}
$$

respectively, and the following equalities hold:

$$
\begin{equation*}
Q_{\sigma}^{\mathrm{DSp}}[u]=\frac{C_{\sigma}}{2 \sigma} \cdot \varepsilon_{\sigma}^{\mathrm{Sp}}\left(w_{\sigma}^{\mathrm{DSp}}\right) ; \quad Q_{\sigma}^{\mathrm{NSp}}[u]=\frac{C_{\sigma}}{2 \sigma} \cdot \varepsilon_{\sigma}^{\mathrm{Sp}}\left(w_{\sigma}^{\mathrm{NSp}}\right) \tag{9}
\end{equation*}
$$

Now we set $s=-\sigma \in(-1,0)$. The operators $\left(-\Delta_{\Omega}\right)_{\mathrm{DR}}^{-\sigma},\left(-\Delta_{\Omega}\right)_{\mathrm{DSp}}^{-\sigma}$, and $\left(-\Delta_{\Omega}\right)_{\mathrm{NSp}}^{-\sigma}$ are defined by corresponding quadratic forms (1)-(3) ${ }^{2}$ with domains

$$
\begin{aligned}
& \operatorname{Dom}\left(Q_{-\sigma}^{\mathrm{DR}}\right)= \begin{cases}\tilde{H}^{-\sigma}(\Omega) & \text { if either } n \geq 2 \text { or } \sigma<\frac{1}{2} ; \\
\left\{u \in \tilde{H}^{-\sigma}(\Omega):(u, \mathbf{1})=0\right\} & \text { if } n=1 \text { and } \sigma \geq \frac{1}{2} ;\end{cases} \\
& \operatorname{Dom}\left(Q_{-\sigma}^{\mathrm{DSp}}\right)=H^{-\sigma}(\Omega) ; \quad \operatorname{Dom}\left(Q_{-\sigma}^{\mathrm{NSp}}\right)=\left\{u \in \tilde{H}^{-\sigma}(\Omega):(u, \mathbf{1})=0\right\} .
\end{aligned}
$$

The first two equalities were proved in [14, lemma 1]; the third follows from [21, theoREM 2.10.5/1]. We notice that $\left(-\Delta_{\Omega}\right)_{\mathrm{NSp}}^{-\sigma} u$ is defined up to an additive constant which can be naturally fixed by assumption $\left(\left(-\Delta_{\Omega}\right)_{\mathrm{NSp}}^{-\sigma} u, \mathbf{1}\right)=0$.

Remark 2. By [21, theorems 4.3.2/1 AND 2.10.5/1], for $0<\sigma \leq \frac{1}{2}$ we have $\tilde{H}^{-\sigma}(\Omega) \subseteq H^{-\sigma}(\Omega)$ (even $\tilde{H}^{-\sigma}(\Omega)=H^{-\sigma}(\Omega)$ if $0<\sigma<\frac{1}{2}$ ) whereas in the case $\frac{1}{2}<\sigma<1, H^{-\sigma}(\Omega)$ is a subspace of $\tilde{H}^{-\sigma}(\Omega)$. However, in the latter case we can consider an arbitrary $f \in \operatorname{Dom}\left(Q_{-\sigma}^{\mathrm{DR}}\right)$ as a functional on $H^{\sigma}(\Omega)$, put $\tilde{f}=\left.f\right|_{\tilde{H}^{-\sigma}(\Omega)} \in \operatorname{Dom}\left(Q_{-\sigma}^{\mathrm{DSp}}\right)$ and define $Q_{-\sigma}^{\mathrm{DSp}}[f]:=$ $Q_{-\sigma}^{\mathrm{DSp}}[\tilde{f}]$.

Next, we connect FLs of the negative order with the generalized Neumann-toDirichlet map. It was done in [5] for the spectral Dirichlet FL and in [3] for the FL in $\mathbb{R}^{n}$ (and therefore for the restricted Dirichlet FL). Variational characterization of these operators was given in [14]. The spectral Neumann FL was considered in [17].

Let $u \in \tilde{H}^{-\sigma}(\Omega)$ (for $n=1$ and $\sigma \geq \frac{1}{2}$ assume in addition that $(u, \mathbf{1})=0$ ). We consider the problem ${ }^{3}$

$$
\begin{equation*}
\tilde{\mathcal{E}}_{-\sigma}^{\mathrm{R}}(w):=\varepsilon_{\sigma}^{\mathrm{R}}(w)-2\left(u,\left.w\right|_{y=0}\right) \rightarrow \min \tag{10}
\end{equation*}
$$

on the set $\mathcal{W}_{-\sigma}^{\mathrm{DR}}$, that is, the closure of smooth functions on $\mathbb{R}^{n} \times \overline{\mathbb{R}}_{+}$with bounded support, with respect to $\varepsilon_{\sigma}^{\mathrm{R}}(\cdot)$.

If $n>2 \sigma$ (this is a restriction only for $n=1$ ) then the minimizer is determined uniquely. Denote it by $w_{-\sigma}^{\mathrm{DR}}(x, y)$. Then (5) and (6) imply

$$
\begin{equation*}
\left(-\Delta_{\Omega}\right)_{\mathrm{DR}}^{-\sigma} u(x)=\frac{2 \sigma}{C_{\sigma}} w_{-\sigma}^{\mathrm{DR}}(x, 0) ; \quad Q_{-\sigma}^{\mathrm{DR}}[u]=-\frac{2 \sigma}{C_{\sigma}} \cdot \tilde{\mathcal{E}}_{-\sigma}^{\mathrm{R}}\left(w_{-\sigma}^{\mathrm{DR}}\right) \tag{11}
\end{equation*}
$$

(the first relation holds for a.a. $x \in \Omega$ ).
In case $n=1 \leq 2 \sigma$, the minimizer $w_{-\sigma}^{\mathrm{DR}}(x, y)$ is defined up to an additive constant. However, by assumption $(u, \mathbf{1})=0$, the functional $\tilde{\mathcal{E}}_{-\sigma}^{\mathrm{R}}\left(w_{-\sigma}^{\mathrm{DR}}\right)$ does not depend on the choice of the constant, and the second relation in (11) holds. The first equality in (11) also holds if we choose the constant such that $w_{-\sigma}^{\mathrm{DR}}(x, 0) \rightarrow 0$ as $|x| \rightarrow \infty$.

Notice that the function $w_{-\sigma}^{\mathrm{DR}}$ solves the Neumann problem in the half-space

$$
-\operatorname{div}\left(y^{1-2 \sigma} \nabla w\right)=0 \quad \text { in } \mathbb{R}^{n} \times \mathbb{R}_{+} ; \quad \lim _{y \rightarrow 0^{+}} y^{1-2 \sigma} \partial_{y} w=-u
$$

(the boundary condition holds in the sense of distributions). So, we can consider $\left(-\Delta_{\Omega}\right)_{\mathrm{DR}}^{-\sigma}$ as the Neumann-to-Dirichlet map, and (10) gives the "dual" variational characterization of negative restricted Dirichlet FL.

[^7]In a similar way we provide the "dual" variational characterization of the operators $\left(-\Delta_{\Omega}\right)_{\mathrm{DSp}}^{-\sigma}$ and $\left(-\Delta_{\Omega}\right)_{\text {NSp }}^{-\sigma}$. Namely, let $u \in \tilde{H}^{-\sigma}(\Omega)$ (for the spectral Neumann operator assume in addition that $(u, \mathbf{1})=0)$. Consider the problem

$$
\tilde{\mathcal{E}}_{-\sigma}^{\mathrm{Sp}}(w)=\mathcal{E}_{\sigma}^{\mathrm{Sp}}(w)-2\left(u,\left.w\right|_{y=0}\right) \rightarrow \min
$$

respectively on the sets

$$
\begin{aligned}
\mathcal{W}_{-\sigma, \Omega}^{\mathrm{DSp}} & =\left\{w(x, y): \mathcal{E}_{\sigma}^{\mathrm{Sp}}(w)<\infty,\left.w\right|_{x \in \partial \Omega}=0\right\}, \\
\mathcal{W}_{-\sigma, \Omega}^{\mathrm{NS}} & =\left\{w(x, y): \mathcal{E}_{\sigma}^{\mathrm{Sp}}(w)<\infty\right\} .
\end{aligned}
$$

Denote corresponding minimizers $w_{-\sigma}^{\mathrm{DSp}}(x, y)$ and $w_{-\sigma}^{\mathrm{NSp}}(x, y)$, respectively ${ }^{4}$. Then (7)-(9) imply

$$
\begin{array}{ll}
Q_{-\sigma}^{\mathrm{DSp}}[u]=-\frac{2 \sigma}{C_{\sigma}} \cdot \tilde{\varepsilon}_{-\sigma}^{\mathrm{Sp}}\left(w_{-\sigma}^{\mathrm{DSp}}\right) ; & \left(-\Delta_{\Omega}\right)_{\mathrm{DSp}}^{-\sigma} u(x)=\frac{2 \sigma}{C_{\sigma}} w_{-\sigma}^{\mathrm{DSp}}(x, 0) ; \\
Q_{-\sigma}^{\mathrm{NSp}}[u]=-\frac{2 \sigma}{C_{\sigma}} \cdot \tilde{\varepsilon}_{-\sigma}^{\mathrm{Sp}}\left(w_{-\sigma}^{\mathrm{NSp}}\right) ; & \left(-\Delta_{\Omega}\right)_{\mathrm{NSp}}^{-\sigma} u(x)=\frac{2 \sigma}{C_{\sigma}} w_{-\sigma}^{\mathrm{NSp}}(x, 0) \tag{13}
\end{array}
$$

(the second equalities in (12) and (13) hold for a.a. $x \in \Omega$; in the latter case, we should choose the additive constant such that $w_{-\sigma}^{\mathrm{NSp}}(x, y) \rightarrow 0$ as $\left.y \rightarrow+\infty\right)$.

Also the functions $w_{-\sigma}^{\mathrm{DSp}}$ and $w_{-\sigma}^{\mathrm{NSp}}$ solve the boundary value problem in the halfcylinder

$$
-\operatorname{div}\left(y^{1-2 \sigma} \nabla w\right)=0 \quad \text { in } \Omega \times \mathbb{R}_{+} ; \quad \lim _{y \rightarrow 0^{+}} y^{1-2 \sigma} \partial_{y} w=-u
$$

with the Dirichlet or the Neumann boundary condition on the lateral surface $\partial \Omega \times \mathbb{R}_{+}$, respectively (the Neumann boundary condition on the bottom holds in the sense of distributions).

Now we are in a position to formulate the first group of our main results, namely, the comparison of various FLs in the sense of quadratic forms. These statements were proved in [12, theorem 2], [14, theorem 1], and [17, theorem 3] (for some partial results see also [6,9,19]).

Theorem 3. Let $s>-1$ and $s \notin \mathbb{N}_{0}$. Suppose that ${ }^{5} u \in \tilde{H}^{s}(\Omega), u \not \equiv 0$. Then the following relations hold:

$$
\begin{array}{ll}
Q_{s}^{\mathrm{DSp}}[u]>Q_{s}^{\mathrm{DR}}[u]>Q_{s}^{\mathrm{NSp}}[u], & \text { if } s \in(2 k, 2 k+1), k \in \mathbb{N}_{0} ; \\
Q_{s}^{\mathrm{DSp}}[u]<Q_{s}^{\mathrm{DR}}[u]<Q_{s}^{\mathrm{NSp}}[u], & \text { if } s \in(2 k-1,2 k), k \in \mathbb{N}_{0} . \tag{15}
\end{array}
$$

Proof. We prove the theorem in three steps.

1. Let $s \in(0,1)$. Notice that we can assume any function $w \in \mathcal{W}_{s, \Omega}^{\mathrm{DSp}}(u)$ to be extended by zero to $\left(\mathbb{R}^{n} \backslash \Omega\right) \times \mathbb{R}_{+}$. Then evidently

$$
\mathcal{W}_{s, \Omega}^{\mathrm{DSp}}(u) \subset \mathcal{W}_{s}^{\mathrm{DR}}(u) \quad \text { and } \quad \varepsilon_{s}^{\mathrm{Sp}}=\left.\mathcal{E}_{s}^{\mathrm{R}}\right|_{\mathcal{W}_{s, \Omega}^{\mathrm{DSp}}}(u)
$$

[^8](1) for the left inequality in (15), if $n=1$ and $s \leq-\frac{1}{2}$;
(2) for the right inequality in (15), if $s<0$.

Therefore, formulae (6) and (9) provide

$$
Q_{s}^{\mathrm{DSp}}[u]=\frac{C_{s}}{2 s} \cdot \min _{w \in \mathcal{W}_{s, \Omega}^{\mathrm{DSp}}(u)} \mathcal{E}_{s}^{\mathrm{DSp}}(w) \geq \frac{C_{s}}{2 s} \cdot \min _{w \in \mathcal{W}_{s}^{\mathrm{DR}}(u)} \mathcal{E}_{s}^{\mathrm{DR}}(w)=Q_{s}^{\mathrm{DR}}[u],
$$

and the first inequality in (14) follows with the " $\geq$ " sign.
To complete the proof, we observe that for $u \not \equiv 0$ the corresponding extension $w_{s}^{\mathrm{DSp}}$ (extended by zero) cannot be a solution of the homogeneous equation in the whole half-space $\mathbb{R}^{n} \times \mathbb{R}_{+}$since such a solution should be analytic in the half-space. Thus, it cannot provide $\min _{w \in \mathcal{W}_{s}^{\mathrm{DR}}(u)} \varepsilon_{s}^{\mathrm{DR}}(w)$.

Since $\left.w_{s}^{\mathrm{DR}}\right|_{\Omega \times \mathbb{R}_{+}} \in \mathcal{W}_{s, \Omega}^{\mathrm{NSp}}(u)$, the proof of the second inequality in (14) is even simpler.
2. Now let $s=-\sigma \in(-1,0)$. We again extend functions in $\mathcal{W}_{-\sigma, \Omega}^{\mathrm{DSp}}$ by zero and obtain

$$
\mathcal{W}_{-\sigma, \Omega}^{\mathrm{DSp}} \subset \mathcal{W}_{-\sigma}^{\mathrm{DR}} \quad \text { and } \quad \tilde{\mathcal{E}}_{-\sigma}^{\mathrm{Sp}}=\left.\tilde{\mathcal{E}}_{-\sigma}^{\mathrm{R}}\right|_{\mathcal{W}_{-\sigma, \Omega}} .
$$

Therefore, formulae (11) and (12) provide

$$
Q_{s, \Omega}^{\mathrm{DSp}}[u]=-\frac{2 \sigma}{C_{\sigma}} \cdot \min _{w \in \mathcal{W}_{-\sigma, \Omega}^{\mathrm{DSp}}} \tilde{\varepsilon}_{-\sigma}^{\mathrm{Sp}}(w) \leq-\frac{2 \sigma}{C_{\sigma}} \cdot \min _{w \in \mathcal{W}_{-\sigma}^{\mathrm{DR}}} \tilde{\varepsilon}_{-\sigma}^{\mathrm{R}}(w)=Q_{s}^{\mathrm{DR}}[u],
$$

and the left part in (15) follows with the " $\leq$ " sign. To complete the proof, we repeat the argument of the first part. The proof of the right part is similar.
3. Now let $s>1, s \notin \mathbb{N}$. We put $k=\left\lfloor\frac{s+1}{2}\right\rfloor$ and define for $u \in \tilde{H}^{s}(\Omega)$,

$$
v=(-\Delta)^{k} u \in \tilde{H}^{s-2 k}(\Omega), \quad s-2 k \in(-1,0) \cup(0,1) .
$$

Note that $v \not \equiv 0$ if $u \not \equiv 0$, and

$$
(v, \mathbf{1})=\mathcal{F} v(0)=\left.|\xi|^{2 k} \mathcal{F} u(\xi)\right|_{\xi=0}=0 .
$$

Then we have

$$
Q_{s, \Omega}^{\mathrm{DSp}}[u]=Q_{s-2 k, \Omega}^{\mathrm{DSp}}[v], \quad Q_{s}^{\mathrm{DR}}[u]=Q_{s-2 k}^{\mathrm{DR}}[u], \quad Q_{s}^{\mathrm{NSp}}[u]=Q_{s-2 k}^{\mathrm{NSp}}[u],
$$

and the conclusion follows from steps 1 and 2 .
The second group of our results is related to the pointwise comparison of FLs. These statements were proved in [12, theorem 1], [14, theorem 3], and [17, theorem 4] (a partial result can be found in [8]).

Theorem 4.
A. Let $s \in(0,1)$, and let $u \in \tilde{H}^{s}(\Omega), u \geq 0, u \not \equiv 0$. Then the following relation holds in the sense of distributions:

$$
\begin{equation*}
\left(-\Delta_{\Omega}\right)_{\mathrm{DSp}}^{S} u>\left(-\Delta_{\Omega}\right)_{\mathrm{DR}}^{s} u \quad \text { in } \Omega . \tag{16}
\end{equation*}
$$

B. Let $s \in(-1,0)$ for $n \geq 2$, and let $s \in\left(-\frac{1}{2}, 0\right)$ for $n=1$. Suppose that $u \in \tilde{H}^{s}(\Omega)$, $u \geq 0$ in the sense of distributions, $u \not \equiv 0$. Then the following relation holds:

$$
\begin{equation*}
\left(-\Delta_{\Omega}\right)_{\mathrm{DSp}}^{s} u<\left(-\Delta_{\Omega}\right)_{\mathrm{DR}}^{s} u \quad \text { in } \Omega . \tag{17}
\end{equation*}
$$

C. Suppose that $\Omega$ is convex. Let $s \in(0,1)$, and let $u \in \tilde{H}^{s}(\Omega), u \geq 0, u \not \equiv 0$. Then the following relation holds in the sense of distributions:

$$
\begin{equation*}
\left(-\Delta_{\Omega}\right)_{\mathrm{DR}}^{S} u>\left(-\Delta_{\Omega}\right)_{\mathrm{NSp}}^{S} u \quad \text { in } \Omega \tag{18}
\end{equation*}
$$

Proof. A. We introduce the function

$$
W_{s}(x, y):=w_{s}^{\mathrm{DR}}(x, y)-w_{s}^{\mathrm{DSp}}(x, y)
$$

Note that formulae (5) and (7) imply

$$
\begin{equation*}
\left(-\Delta_{\Omega}\right)_{\mathrm{DSp}}^{s} u-\left(-\Delta_{\Omega}\right)_{\mathrm{DR}}^{s} u=C_{\sigma} \cdot \lim _{y \rightarrow 0^{+}} y^{1-2 s} \partial_{y} W_{s}(x, y) \tag{19}
\end{equation*}
$$

in the sense of distributions.
By the strong maximum principle, the assumptions $u \geq 0, u \not \equiv 0$ imply that $w_{s}^{\mathrm{DR}}>0$ in $\mathbb{R}^{n} \times \mathbb{R}_{+}$. Thus, $w_{s}^{\mathrm{DR}}>w_{s}^{\mathrm{DSp}}$ at $\partial \Omega \times \mathbb{R}_{+}$and, again by the strong maximum principle, $W_{s}>0$ in $\Omega \times \mathbb{R}_{+}$.

After changing of the variable $t=y^{2 s}$, the function $W_{s}$ satisfies the following relations:

$$
\begin{equation*}
\Delta_{x} W_{s}\left(x, t^{\frac{1}{2 s}}\right)+4 s^{2} t^{\frac{2 s-1}{s}} \partial_{t t}^{2} W_{s}\left(x, t^{\frac{1}{2 s}}\right)=0 \quad \text { in } \Omega \times \mathbb{R}_{+} ;\left.\quad W_{s}\right|_{t=0}=0 \tag{20}
\end{equation*}
$$

The differential operator in (20) satisfies the assumptions of the boundary point lemma [11] at any point $(x, 0) \in \Omega \times\{0\}$. Therefore, we have for any $x \in \Omega$,

$$
\liminf _{y \rightarrow 0^{+}} y^{1-2 s} \partial_{y} W_{s}(x, y)=2 s \liminf _{t \rightarrow 0^{+}} \frac{W_{s}\left(x, t^{\frac{1}{2 s}}\right)}{t}>0 .
$$

This gives (16) in view of (19).
B. Put $\sigma=-s \in(0,1)$ and consider extensions $w_{-\sigma}^{\mathrm{DR}}$ and $w_{-\sigma}^{\mathrm{DSp}}$. Making the change of the variable $t=y^{2 \sigma}$, we rewrite the boundary value problem for $w_{-\sigma}^{\mathrm{DR}}\left(x, t^{\frac{1}{2 \sigma}}\right)$ as follows:

$$
\begin{equation*}
\Delta_{x} w_{-\sigma}^{\mathrm{DR}}+4 \sigma^{2} t^{\frac{2 \sigma-1}{\sigma}} \partial_{t t}^{2} w_{-\sigma}^{\mathrm{DR}}=0 \quad \text { in } \mathbb{R}^{n} \times \mathbb{R}_{+} ;\left.\quad \partial_{t} w_{-\sigma}^{\mathrm{DR}}\right|_{t=0}=-\frac{u}{2 \sigma} \tag{21}
\end{equation*}
$$

Since $w_{-\sigma}^{\mathrm{DR}}$ vanishes at infinity, $w_{-\sigma}^{\mathrm{DR}}\left(x, t^{\frac{1}{2 \sigma}}\right)>0$ for $t>0$ by the maximum principle.
Further, the function $w_{-\sigma}^{\mathrm{DSp}}\left(x, t^{\frac{1}{2 \sigma}}\right)$ satisfies the equalities in (21) for $x \in \Omega$. Since $\left.w_{-\sigma}^{\mathrm{DSp}}\right|_{x \in \partial \Omega}=0$, we infer that the function

$$
\hat{W}_{s}(x, t):=w_{-\sigma}^{\mathrm{DR}}\left(x, t^{\frac{1}{2 \sigma}}\right)-w_{-\sigma}^{\mathrm{DSp}}\left(x, t^{\frac{1}{2 \sigma}}\right)
$$

verifies the following relations:

$$
\Delta_{x} \hat{W}_{s}+4 \sigma^{2} t^{\frac{2 \sigma-1}{\sigma}} \partial_{t t}^{2} \hat{W}_{s}=0 \quad \text { in } \Omega \times \mathbb{R}_{+} ;\left.\quad \partial_{t} \hat{W}_{s}\right|_{t=0}=0 ;\left.\quad \hat{W}_{s}\right|_{x \in \partial \Omega}>0
$$

Now the boundary point lemma [11] implies $\hat{W}_{s}(x, 0)>0$, which gives (17) in view of (11) and (12).
C. This statement is more complicated and requires the representation formulae for $w_{s}^{\mathrm{DR}}$ and $w_{s}{ }^{\mathrm{NSp}}$, see [4] and [20], respectively:

$$
w_{s}^{\mathrm{DR}}(x, y)=\mathrm{const} \cdot \int_{\mathbb{R}^{n}} \frac{y^{2 s} u(z) d z}{\left(|x-z|^{2}+y^{2}\right)^{\frac{n+2 s}{2}}}
$$

$$
w_{s}^{\mathrm{NSp}}(x, y)=\sum_{j=0}^{\infty}\left(u, \psi_{j}\right)_{L_{2}(\Omega)} \cdot \mathcal{Q}_{s}\left(y \sqrt{\mu_{j}}\right) \psi_{j}(x), \quad \mathcal{Q}_{s}(\tau)=\frac{2^{1-s} \tau^{s}}{\Gamma(s)} \mathcal{K}_{s}(\tau)
$$

(here $\mathcal{K}_{s}(\tau)$ stands for the modified Bessel function of the second kind).
First of all, these formulae imply for $u \geq 0, u \not \equiv 0$ that

$$
\lim _{y \rightarrow+\infty} w_{s}^{\mathrm{DR}}(x, y)=0 ; \quad \lim _{y \rightarrow+\infty} w_{s}^{\mathrm{NSp}}(x, y)=\left(u, \psi_{0}\right)_{L_{2}(\Omega)} \cdot \psi_{0}(x)>0
$$

the second relation follows from the asymptotic behavior (see, e.g., [20, (3.7)])

$$
\begin{aligned}
& \mathcal{K}_{s}(\tau) \sim \Gamma(s) 2^{s-1} \tau^{-s}, \quad \text { as } \tau \rightarrow 0 \\
& \mathcal{K}_{s}(\tau) \sim\left(\frac{\pi}{2 \tau}\right)^{\frac{1}{2}} e^{-\tau}\left(1+O\left(\tau^{-1}\right)\right), \quad \text { as } \tau \rightarrow+\infty
\end{aligned}
$$

Next, for $x \in \partial \Omega$ we derive by convexity of $\Omega$ that

$$
\partial_{\mathbf{n}} w_{s}^{\mathrm{DR}}(x, y)=\text { const } \cdot \int_{\mathbb{R}^{n}} \frac{y^{2 s}\langle(z-x), \mathbf{n}\rangle u(z) d z}{\left(|x-z|^{2}+y^{2}\right)^{\frac{n+2 s+2}{2}}}<0 .
$$

Thus, the difference $\tilde{W}_{s}(x, y)=w_{s}^{\mathrm{NSp}}(x, y)-w_{s}^{\mathrm{DR}}(x, y)$ has the following properties in the half-cylinder $\Omega \times \mathbb{R}_{+}$:

$$
-\operatorname{div}\left(y^{1-2 s} \nabla \tilde{W}_{s}\right)=0 ;\left.\quad \tilde{W}_{s}\right|_{y=0}=0 ;\left.\quad \tilde{W}_{s}\right|_{y=\infty}>0 ;\left.\quad \partial_{\mathbf{n}} \tilde{W}_{s}\right|_{x \in \partial \Omega}>0
$$

By the strong maximum principle, $\tilde{W}_{s}>0$ in $\Omega \times \mathbb{R}_{+}$. Finally, we apply again the boundary point lemma [11] to the function $\tilde{W}_{s}\left(x, t^{\frac{1}{2 s}}\right)$ and obtain for $x \in \Omega$,

$$
\liminf _{y \rightarrow 0^{+}} y^{1-2 s} \partial_{y} \tilde{W}_{s}(x, y)=2 s \liminf _{t \rightarrow 0^{+}} \frac{\tilde{W}_{s}\left(x, t^{\frac{1}{2 s}}\right)}{t}>0 .
$$

This gives (18) in view of (5) and (8).
Notice that for nonconvex domains, the relation (18) does not hold in general. We provide a corresponding counterexample.

Example 5. Put temporarily $\Omega=\Omega_{1} \cup \Omega_{2}$ where $\Omega_{1} \cap \Omega_{2}=\emptyset$. If $u \geq 0$ is a smooth function supported in $\Omega_{1}$ then easily $\left(-\Delta_{\Omega}\right)_{\mathrm{NSp}}^{s} u \equiv 0$ in $\Omega_{2}$. On the other hand, $w_{s}^{\mathrm{DR}}(x, y)>0$ for all $x \in \mathbb{R}^{n}, y>0$, and the boundary point lemma gives $\left(-\Delta_{\Omega}\right)_{\mathrm{DR}}^{s} u<0$ in $\Omega_{2}$. Now we join $\Omega_{1}$ with $\Omega_{2}$ by a small channel, and the inequality $\left(-\Delta_{\Omega}\right)_{\mathrm{DR}}^{S} u<\left(-\Delta_{\Omega}\right)_{\mathrm{NSp}}^{S} u$ in $\Omega_{2}$ holds by continuity.

The last group of results in our survey is related to an obvious identity

$$
(-\Delta u, u)=\int_{\Omega}|\nabla u|^{2} d x=\int_{\Omega}|\nabla| u| |^{2} d x=(-\Delta|u|,|u|), \quad u \in \tilde{H}^{1}(\Omega) .
$$

The following statement was proved in [13, theorem 3]. ${ }^{6}$

6 The proof was given for the Dirichlet operators (restricted and spectral); however, it is mentioned in [22, PROPOSITION 1] that for the spectral Neumann FL the proof runs without changes.

Theorem 6. Let $s \in(0,1)$. Then
A. For any $u \in \tilde{H}^{s}(\Omega)$, we have $|u| \in \tilde{H}^{s}(\Omega)$ and

$$
Q_{s}^{\mathrm{DR}}[u] \geq Q_{s}^{\mathrm{DR}}[|u|] ; \quad Q_{s}^{\mathrm{DSp}}[u] \geq Q_{s}^{\mathrm{DSp}}[|u|] ;
$$

B. For any $u \in H^{s}(\Omega)$, we have $|u| \in H^{s}(\Omega)$ and

$$
Q_{s}^{\mathrm{NR}}[u] \geq Q_{s}^{\mathrm{NR}}[|u|] ; \quad Q_{s}^{\mathrm{NSp}}[u] \geq Q_{s}^{\mathrm{NSp}}[|u|] .
$$

For a sign-changing $u$, all inequalities are strict.
Proof. For $s \in(0,1]$, the Nemytskii operator $u \mapsto|u|$ is a continuous transform of $H^{s}\left(\mathbb{R}^{n}\right)$ into itself, see, e.g., [18, theorem 5.5.2/3].

There are several proofs of the inequality for $Q_{s}^{\mathrm{DR}}$; in particular, its representation in Remark 1 provides this inequality immediately. This proof works for $Q_{s}^{\mathrm{NR}}$ as well.

We show another proof that works also for spectral quadratic forms.
Let $u$ be sign-changing. Consider the extension $w_{s}^{\mathrm{DR}}$ and notice that $\left|w_{s}^{\mathrm{DR}}\right| \in \mathcal{W}_{s}^{\mathrm{DR}}(|u|)$. Therefore,

$$
\frac{2 s}{C_{s}} \cdot Q_{s}^{\mathrm{DR}}[|u|]=\min _{w \in W_{s}^{\mathrm{DR}}(|u|)} \varepsilon_{s}^{\mathrm{R}}(w) \leq \varepsilon_{s}^{\mathrm{R}}\left(\left|w_{s}^{\mathrm{DR}}\right|\right)=\varepsilon_{s}^{\mathrm{R}}\left(w_{s}^{\mathrm{DR}}\right)=\frac{2 s}{C_{s}} \cdot Q_{s}^{\mathrm{DR}}[u]
$$

Moreover, $w_{s}^{\mathrm{DR}}$ is sign-changing, so $\left|w_{s}^{\mathrm{DR}}\right|$ cannot be a solution of the homogeneous equation by the maximum principle and thus cannot be a minimizer for the energy.

What happens for $s>1$ ? If $s \in\left(1, \frac{3}{2}\right)$ then the operator $u \mapsto|u|$ is a bounded transform of $H^{s}\left(\mathbb{R}^{n}\right)$ into itself, see, e.g., [2, section 4]. To the best of our knowledge, its continuity is still an open problem. Moreover, it is easy to show that the assumption $s<\frac{3}{2}$ cannot be improved, see, e.g., [15, EXAMPLE 1].

So, the question about the behavior of quadratic forms of FLs under the transform $u \mapsto|u|$ seems reasonable for $s \in\left(1, \frac{3}{2}\right)$. The following statement was proved in [15].

Theorem 7. Let $s \in\left(1, \frac{3}{2}\right)$, and let $u \in \tilde{H}^{s}(\Omega)$ be sign-changing. Then

$$
\begin{equation*}
Q_{s}^{\mathrm{DR}}[u]<Q_{s}^{\mathrm{DR}}[|u|] . \tag{22}
\end{equation*}
$$

The sketch of proof. Define $u^{ \pm}=\frac{1}{2}(|u| \pm u)$ and assume for a moment that $u^{+}$and $u^{-}$are smooth and have disjoint supports. Then

$$
Q_{s}^{\mathrm{DR}}[|u|]-Q_{s}^{\mathrm{DR}}[u]=4\left(\left(-\Delta_{\Omega}\right)_{\mathrm{DR}}^{s} u^{+}, u^{-}\right)=4\left(\left(-\Delta_{\Omega}\right)_{\mathrm{DR}}^{s-1} u^{+},(-\Delta) u^{-}\right) .
$$

By Remark 1,

$$
\begin{aligned}
& \left(\left(-\Delta_{\Omega}\right)_{\mathrm{DR}}^{s-1} u^{+},(-\Delta) u^{-}\right) \\
& \quad=\frac{c_{n, s-1}}{2} \iint_{\mathbb{R}^{n} \times \mathbb{R}^{n}} \frac{\left(u^{+}(x)-u^{+}(y)\right)\left(-\Delta u^{-}(x)+\Delta u^{-}(y)\right)}{|x-y|^{n+2 s-2}} d x d y \\
& \quad=c_{n, s-1} \iint_{\mathbb{R}^{n} \times \mathbb{R}^{n}} \frac{u^{+}(x) \Delta u^{-}(y)}{|x-y|^{n+2 s-2}} d x d y
\end{aligned}
$$

(notice that $u^{+}(x) u^{-}(x) \equiv 0$ ).

Since the supports of $u^{+}$and $u^{-}$are disjoint, we can integrate by parts. Using the definition of $c_{n, s}$, we derive

$$
\Delta_{y} \frac{c_{n, s-1}}{|x-y|^{n+2 s-2}}=\frac{2 s(n+2 s-2) c_{n, s-1}}{|x-y|^{n+2 s}}=-\frac{c_{n, s}}{|x-y|^{n+2 s}}
$$

and obtain

$$
Q_{s}^{\mathrm{DR}}[|u|]-Q_{s}^{\mathrm{DR}}[u]=-4 c_{n, s} \iint_{\mathbb{R}^{n} \times \mathbb{R}^{n}} \frac{u^{+}(x) u^{-}(y)}{|x-y|^{n+2 s}} d x d y
$$

It remains to observe that $c_{n, s}<0$ for $s \in(1,2)$, and (22) follows.
In the general case, the result was obtained in [15] using a quite nontrivial approximation procedure.

Conjecture 8. For $s \in\left(1, \frac{3}{2}\right)$, the inequalities similar to (22) should hold for spectral quadratic forms.
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## ABSTRACT

This contribution addresses the problem of singularity formation in nonlinear dispersive equations. Despite significant progress made in the last 20 years, for most even simplest canonical models our understanding of the question is far from being complete. The aim of this note is to give a selection of results and open questions illustrating the present state of the problem in the context of some basic model equations, mostly of Schrödinger type, such as the semilinear Schrödinger and Schrödinger map equations, putting an emphasis on the role of solitons in the mechanisms of singularity formation.
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## 1. INTRODUCTION

Many physical processes involving nonlinear evolution of wave-like objects are modeled by semilinear Hamiltonian PDEs of dispersive type. Among the canonical examples are the nonlinear Schrödinger equation (NLS)

$$
i u_{t}=-\Delta u+\mu|u|^{2 p} u, \quad(t, x) \in \mathbb{R} \times \mathbb{R}^{d}
$$

and the nonlinear wave equation (NLW)

$$
\begin{equation*}
u_{t t}=\Delta u-\mu|u|^{2 p} u, \quad(t, x) \in \mathbb{R} \times \mathbb{R}^{d}, \tag{1.1}
\end{equation*}
$$

where $p>0$ and $\mu \in\{-1,1\}$. The equations are said to be focusing if $\mu=-1$ and defocusing if $\mu=1$.

Other important examples are the wave and Schrödinger map equations. They are respectively the hyperbolic and Schrödinger analogues of the harmonic map heat flow, which is the gradient flow associated to the Dirichlet energy $\int_{\mathbb{R}^{d}}|\nabla u(x)|^{2} d x$ for maps $u$ from $\mathbb{R}^{d}$ to an embedded Riemannian manifold ${ }^{1} M \subset \mathbb{R}^{n}$. We will limit ourselves to the case of $M=\mathbb{S}^{2} \subset \mathbb{R}^{3}$, where the equations take a particular simple form:

$$
\begin{equation*}
u_{t t}=\Delta u+u\left(|\nabla u|^{2}-\left|u_{t}\right|^{2}\right) \tag{1.2}
\end{equation*}
$$

for wave maps,

$$
u_{t}=u \times \Delta u
$$

for Schrödinger maps, and

$$
u_{t}=\Delta u+u|\nabla u|^{2}
$$

for the heat flow. Here $u$ is a map from $\mathbb{R}_{t} \times \mathbb{R}_{x}^{d}$ to $\mathbb{S}^{2} \subset \mathbb{R}^{3}$.
Of course, the first question in the theory of such equations is the local wellposedness of the corresponding Cauchy problem (including existence, uniqueness, and continuous dependence of solutions on initial data). But once the local well-posedness is understood, which is often the case at least for the simplest models, the next step is to study the qualitative behavior of solutions, and in particular to answer the following questions:

- Do all maximal solutions exist globally in time or does finite time blow-up occur? If yes, for what classes of initial data?
- If the solution blows up in finite time, can one determine when, where, and how the singularities form?
- If the solution is global, can one determine its behavior as $t \rightarrow \infty$ ?

Despite substantial progress made in the last 20-30 years, a complete answer to most of these questions remains an open problem even for the relatively simple models. The general belief is that in nonlinear dispersive equations the linear dispersion tends to stabilize the dynamics, leading to a kind of universality in the long-time behavior: global solutions

1 For the Schrödinger map equation, one needs $M$ to be a Kähler manifold.
are expected to decompose asymptotically as $t \rightarrow \infty$ into a sum of decoupled nonlinear bound states, such as solitary wave solutions, plus a radiation that disperses to zero, typically as a free linear wave. This prediction is known as the soliton resolution conjecture and is motivated by the theory of completely integrable equations such as the one-dimensional cubic NLS, KdV, and mKdV equations, for which this kind of behavior can be justified by means of the inverse scattering method at least for some classes of initial data. For the nonintegrable equations, this conjecture remains largely open. Most of the available results concern either the soliton-free dynamics typical for the defocusing nonlinearities or small data (usually below some threshold determined by the ground state of the equation), or the perturbative regimes near a single soliton or near a superposition of well-decoupled solitons. The only exceptions are wave-type models, such as the energy critical NLW equation ((1.1) with $p=\frac{2}{d-2}, d \geq 3$ ) and the energy critical wave maps into the two sphere ( $(1.2)$ with $d=2$ ), for which satisfactory global results begin to emerge starting from the breakthrough work of Duyckaerts, Merle, and Kenig [25], where a resolution into solitons was established for all energy bounded radial solutions of the energy critical nonlinear wave equation in dimension 3 (see Section 5). For the Schrödinger-type models, such results are still out of reach. The only known global results in this setting correspond to a much weaker version of the soliton resolution conjecture as that proved by Tao [106] for the nonlinear Schrödinger equations with mass supercritical and energy subcritical nonlinearities in high dimensions. This weak version gives a decomposition of any global, energy bounded solution into a dispersive part that evolves according to the linear Schrödinger equation, a sum of decoupled pieces, each piece evolving (modulo the space translations) on a compact invariant set, and a remainder going to zero as $t \rightarrow \infty$ in the energy space, thus reducing the problem to a classification of solutions with a compact trajectory, the question which is largely open for the NLS equations.

In the case of finite time blow-up, even less is known. For the Schrödinger-type equations, the theory is still on the level of searching for possible blow-up mechanisms and studying their stability. Below we give a selection of corresponding results. The choice of the results is unavoidably related to those aspects of the problem which are most familiar to the author, the list of the references is by no means complete.

## 2. OVERVIEW OF THE WELL-POSEDNESS THEORY FOR THE NLS EQUATION

Consider the nonlinear Schrödinger equation on $\mathbb{R}^{d}$ :

$$
\begin{equation*}
i u_{t}=-\Delta u+\mu|u|^{2 p} u, \quad(t, x) \in \mathbb{R} \times \mathbb{R}^{d}, \quad p>0, \quad \mu \in\{-1,1\}, \tag{2.1}
\end{equation*}
$$

with initial condition

$$
\begin{equation*}
\left.u\right|_{t=0}=u_{0} \in H^{s}\left(\mathbb{R}^{d}\right) \tag{2.2}
\end{equation*}
$$

The solutions to (2.1), (2.2) satisfy formally mass, energy, and momentum conservation laws:

$$
\begin{aligned}
M(u(t)) & \equiv \int_{\mathbb{R}^{d}}|u(t, x)|^{2} d x=M\left(u_{0}\right) \\
E(u(t)) & \equiv \int_{\mathbb{R}^{d}}\left(|\nabla u(t, x)|^{2}+\frac{\mu}{p+1}|u(t, x)|^{2 p+2}\right) d x=E\left(u_{0}\right), \\
P(u(t)) & \equiv \operatorname{Im} \int_{\mathbb{R}^{d}} \overline{u(t, x)} \nabla u(t, x) d x=P\left(u_{0}\right)
\end{aligned}
$$

The NLS equation is invariant with respect to time translations, spatial translations and rotations, and phase rotations. A less evident symmetry is the invariance under Galilei transformations, $u(t, x) \mapsto e^{-i \frac{|v|^{2}}{4} t+i \frac{v}{2} \cdot x} u(t, x-v t), v \in \mathbb{R}^{d}$. In the case of $p=\frac{2}{d}$, there is an additional symmetry

$$
\begin{equation*}
u(t, x) \mapsto \frac{1}{|t|^{\frac{d}{2}}} e^{i \frac{|x|^{2}}{4 t}} u\left(-\frac{1}{t}, \frac{x}{t}\right), \quad t \neq 0, \tag{2.3}
\end{equation*}
$$

called pseudoconformal symmetry.
The NLS equation (2.1) is also invariant with respect to the scaling, $u(t, x) \mapsto$ $\lambda^{\frac{1}{p}} u\left(\lambda^{2} t, \lambda x\right), \lambda>0$, that preserves the homogeneous Sobolev norm $\left\|u_{0}\right\|_{\dot{H}^{s c}\left(\mathbb{R}^{d}\right)}$ with $s_{c}=\frac{d}{2}-\frac{1}{p}$. This defines a notion of criticality: the Cauchy problem (2.1), (2.2) is said to be subcritical if $s>s_{c}$, critical if $s=s_{c}$, and supercritical if $s<s_{c}$. As we will see below, the notion of criticality plays a fundamental role in the well-posedness theory of (2.1). Of a particular interest are the mass critical case $s_{c}=0$ and the energy critical case $s_{c}=1$ when the critical regularity coincides with one of the conservation laws.

The local well-poseness of the NLS equation is well understood (see, e.g., [10, 105] and the references therein). The Cauchy problem (2.1), (2.2) is locally well-posed in $H^{s}$ for ${ }^{2}$ $s \geq \max \left\{0, s_{c}\right\}$, and typically, also in $\dot{H}^{s_{c}}$ if $s_{c} \geq 0$. In the latter case the solutions arising from $\dot{H}^{s_{c}}$ small initial data are global and scatter both forward and backward in time (i.e., converge to a linear solution as $t \rightarrow \pm \infty$ ).

In the subcritical case $s>s_{c}$, the lifespan of the solutions admits a lower bound depending only on the $H^{s}$ norm of initial data, ${ }^{3}$ which in a standard way implies that the solution of (2.1), (2.2) is either global or its $H^{s}$ norm becomes unbounded in finite time. By the mass and energy conservation, this ensures global well-posedness in $H^{s}$ for $s \geq 0$ in the mass subcritical range $p<\frac{2}{d}$ independently of the sign of $\mu$, and in $H^{s}$ with $s \geq 1$ in the defocusing energy subcritical case $p<\frac{2}{d-2}$.

The critical well-posedness ( $s=s_{c} \geq 0$ ) is more subtle. In this case the lifespan of solutions given by the local theory depends on the profile of the initial data, not only on its $\dot{H}^{s_{c}}$ norm. In the defocusing case, however, typically the uniform boundedness of the solution in $\dot{H}^{s_{c}}$ on its maximal interval of existence implies that the solution is global and scatters. In particular, one has global well-posedness and scattering in $\dot{H}^{s_{c}}$ for the defocusing

[^9]energy critical $\left(s_{c}=1\right)$ and mass critical $\left(s_{c}=0\right)$ NLS equations. In the energy critical case, this was proved by Bourgain [6], Grillakis [34], Tao [104] for spherically symmetric initial data, and by Colliander, Keel, Staffilani, Takaoka, and Tao [12], Ryckman and Visan [98], and Visan [111] for general data. We also refer to the seminal paper of Kenig and Merle [48] where the powerful concentration compactness/rigidity method was introduced. The corresponding result for the mass critical NLS was proved by Killip, Tao, Visan, and Zhang [50,53,109] in the case of spherically symmetric initial data, and by Dodson for general initial data, see [17] and the references therein. In the energy supercritical case $s_{c}>1$, the fact that the $\dot{H}^{s_{c}}$ bounds imply global existence and scattering was established by Killip and Visan [51] in dimension $d \geq 5$. We also refer to Miao, Murphy, and Zheng [84] for the case of $d=4$. Similar results hold in the mass supercritical, energy subcritical range, see, e.g., Kenig and Merle [49], although in this case unconditional global existence and scattering in $\dot{H}^{s_{c}}$ is expected, see Dodson [19] for some partial results in this direction as well as for the history of the problem. In the energy supercritical case, finite time blow-up may occur. This has been recently proved by Merle, Raphaël, Rodnianski, and Szeftel [79], see Section 6.

For the focusing NLS, the picture is different. On the one hand, large initial data may lead to finite time blow-up as soon as $0 \leq s_{c}$, and, on the other hand, if $s_{c} \leq 1$, the equation admits solitary wave solutions, which shows that even for global in time solutions scattering may not occur.

The existence of finite time blow-up for the focusing NLS with $p \geq \frac{2}{d}$ follows from the virial identity [33]:

$$
\frac{d^{2}}{d t^{2}} \int|x|^{2}|u(x, t)|^{2} d x=8 E(u)-\frac{4(d p-2)}{p+1} \int_{\mathbb{R}^{d}}|u(t, x)|^{2 p+2} d x
$$

which holds for finite variance $H^{1} \cap H^{s_{c}}$ solutions of (2.1), and shows that if $E(u)<0$, then the solution breaks down in finite time. Note that in the mass critical case, any blowup solution is trivially bounded in the critical Sobolev space. For the energy critical NLS, one also might have blow-up solutions with bounded $\dot{H}^{1}$ norm. In the case $0<s_{c}<1$, the situation is different: solutions that stay bounded in $\dot{H}^{s_{c}}$ are expected to be global. In the radial case this property was proved by Merle and Raphaël [76].

As mentioned above, the focusing NLS with $s_{c} \leq 1$ admits a family of solitary wave solutions. In the energy subcritical range $0<p<\frac{2}{d-2}$, they have the form

$$
u(t, x)=e^{i\left(\omega-\frac{v^{2}}{4}\right) t+i \frac{v}{2} \cdot x} Q_{\omega}(x-v t)
$$

where $v \in \mathbb{R}^{d}, \omega>0$, and the profile $Q_{\omega}$ solves the elliptic equation

$$
-\Delta Q_{\omega}+\omega Q_{\omega}-\left|Q_{\omega}\right|^{2 p} Q_{\omega}=0
$$

which after the rescaling $Q_{\omega}(y)=\omega^{\frac{1}{2 p}} Q\left(\omega^{\frac{1}{2}} x\right)$ takes the form

$$
\begin{equation*}
-\Delta Q+Q-|Q|^{2 p} Q=0 \tag{2.4}
\end{equation*}
$$

For any $0<p<\frac{2}{d-2}$, there is a unique positive radially symmetric $H^{1}$ solution to this equation, called ground state (see, e.g., $[10,105]$ and the references therein); the ground state
solution is smooth and exponentially decaying. In the one-dimensional case, the ground state is explicit, namely $Q(x)=\frac{(p+1)^{\frac{1}{2 p}}}{\cosh ^{\frac{1}{p}}(p x)}$. If $d \geq 2$, equation (2.4) has also radial $H^{1}$ solutions which change sign (called exited states).

In the energy critical case, solitary wave solutions are given by

$$
u(t, x)=e^{-i \frac{v^{2}}{4} t+i \frac{v}{2} \cdot x} W(x-v t),
$$

where $v \in \mathbb{R}^{d}$ and $W$ is a stationary solution, satisfying

$$
\begin{equation*}
\Delta W+|W|^{\frac{4}{d-2}} W=0, \quad W \in \dot{H}^{1}\left(\mathbb{R}^{d}\right) \tag{2.5}
\end{equation*}
$$

The radial solutions of this elliptic equation are completely classified: they are of the form $W_{\alpha, \lambda}(x)=e^{i \alpha} \lambda^{\frac{d-2}{2}} W(\lambda x)$, where

$$
\begin{equation*}
W(x)=\left(1+\frac{|x|^{2}}{d(d-2)}\right)^{-\frac{d-2}{2}} \tag{2.6}
\end{equation*}
$$

## 3. MASS CRITICAL FOCUSING NLS

In this section we consider the mass critical NLS

$$
\left\{\begin{array}{l}
i u_{t}=-\Delta u-|u|^{\frac{4}{d}} u, \quad(t, x) \in \mathbb{R} \times \mathbb{R}^{d}  \tag{3.1}\\
\left.u\right|_{t=0}=u_{0}
\end{array}\right.
$$

### 3.1. Global existence and scattering below the ground state

For $p \geq \frac{2}{d}$, the local well-posedness theory ensures global existence and scattering for initial data with small $\dot{H}^{s_{c}}$ norm. Typically, in the range $0 \leq s_{c} \leq 1$, this smallness can be related to the ground state of the problem. In the case of the mass critical NLS, one has:

Theorem 3.1 (Global existence and scattering below the ground state). For any $u_{0} \in$ $L^{2}\left(\mathbb{R}^{d}\right)$ with $\left\|u_{0}\right\|_{L^{2}}<\|Q\|_{L^{2}}$, the solution to (3.1) is global and scatters forward and backward in time (that is, there exist $u_{-}, u_{+} \in L^{2}$ such that $\left\|u(t)-e^{i \Delta t} u_{ \pm}\right\|_{L^{2}} \rightarrow 0$ as $t \rightarrow \pm \infty)$.

This result has a long history. In the case of $H^{1}$ solutions, the global existence follows from the variational characterization of the mass critical ground state proved by M. Weinstein in [112]:

$$
\begin{equation*}
\|f\|_{L^{2+\frac{4}{d}}}^{2+\frac{4}{d}} \leq \frac{d+2}{d}\left(\frac{\|f\|_{L^{2}}^{\frac{4}{d}}}{\|Q\|_{L^{2}}^{\frac{4}{d}}}\right)\|\nabla f\|_{L^{2}}^{2}, \quad \forall f \in H^{1}, \tag{3.2}
\end{equation*}
$$

the equality being achieved if and only if $f(x)=z Q(\lambda(x-a))$ for some $z \in \mathbb{C}, \lambda>0$ and $a \in \mathbb{R}^{d}$. Inequality (3.2) shows that the $H^{1}$ norm of the solutions is controlled by their mass and energy as soon as $M(u)<M(Q)$. Global existence and scattering for $L^{2}$ data with finite invariance is also classical, see, e.g., [10]. The general $L^{2}$ result is much more difficult and has been proved only recently, see Killip, Tao, Visan, Zhang [50,53] and Dodson [16].

Applying the pseudoconformal transformation to the soliton $e^{i t} Q$ gives an explicit blow-up solution

$$
\begin{equation*}
S(t)=\frac{1}{t^{\frac{d}{2}}} e^{i \frac{|x|^{2}}{4 t}-i \frac{1}{t}} Q\left(\frac{x}{t}\right) \tag{3.3}
\end{equation*}
$$

that has the same mass as the ground state $Q$. Thus the bound $M(u)<M(Q)$ is optimal not only for scattering but also for global existence.

The minimal mass dynamics is also well understood. In [72] Merle proved that up to the symmetries of the equation, $S(t)$ is the only $H^{1}$ minimal mass finite time blow-up solution, see also Hmidi, Keraani [40] for a simplified proof. By the pseudoconformal invariance, this result also implies that any global minimal mass nonscattering $H^{1}$ solution with finite variance is a ground state solitary wave. The $L^{2}$ case was studied by Dodson [20, 21] who proved:

Theorem 3.2 (Threshold dynamics, Dodson [20, 21]). Let $1 \leq d \leq 15$ and consider $u_{0} \in L^{2}\left(\mathbb{R}^{d}\right)$ with $\left\|u_{0}\right\|_{L^{2}}=\|Q\|_{L^{2}}$. Then either the solution of (3.1) is global and scatters as $t \rightarrow \pm \infty$ or it coincides with $e^{i t} Q$ up to the symmetries of the equation (including the pseudoconformal symmetry).

We next turn to the case $M(u)>M(Q)$. In this case the virial identity ensures the existence of a large set of initial data leading to finite time blow-up both forward and backward in time, but gives no information on the structure of the singularity, and for general large mass data little is known in this direction. Essentially, only two general results are available. First, one has the following lower bound on the blow-up rate of $H^{s}$ solutions, which is a direct consequence of the scaling invariance of the problem: if $u_{0}$ is in $H^{s}$ with $s>0$, such that the corresponding solution $u$ blows up in finite time $T>0$, then

$$
\|u(t)\|_{\dot{H}^{s}} \geq \frac{C\left(u_{0}\right)}{(T-t)^{\frac{s}{2}}}, \quad \forall t \in[0, T[.
$$

Second, it is known that any blow-up solution concentrates at the blow-up time at least the mass of the ground state. This is a consequence of Theorem 3.1. We refer to [50] and to the references therein for the precise statements and for the history of the $L^{2}$ concentration results. For masses slightly above the critical mass, more can be done. We discuss the corresponding results in the next subsection.

### 3.2. Near ground state blow-up dynamics

In this subsection, we focus on the $H^{1}$ blow-up solutions with mass slightly above the critical mass:

$$
\begin{equation*}
u_{0} \in H^{1}\left(\mathbb{R}^{d}\right), \quad\|Q\|_{L^{2}}<\left\|u_{0}\right\|_{L^{2}} \leq\|Q\|_{L^{2}}+\alpha, \quad 0<\alpha \ll 1 \tag{3.4}
\end{equation*}
$$

The mass and energy conservation, together with the variational characterization of the ground state (3.2), ensures that near the blow-up time these solutions behave as a modulated ground state, admitting a decomposition of the following form:

$$
u(t, x)=\lambda^{\frac{d}{2}}(t) e^{i \mu(t)}(Q(z)+r(t, z)), \quad z=\lambda(t)(x-q(t))
$$

with $\lambda(t) \sim\|\nabla u(t)\|_{L^{2}},\|r(t)\|_{H^{1}} \ll 1$. Although giving no information on the blow-up rate $\lambda(t)$ and on the blow-up location $q(t)$, this variational result is conceptually important, showing that the blow-up profiles arising from initial data (3.4) are close to the ground state, and thus providing a starting point for their perturbative analysis. Such analysis was initiated in [90] where we considered the one-dimensional mass critical NLS with even initial data of the form $u_{0}=Q+\eta_{0},\left\|\eta_{0}\right\|_{H^{1}}+\left\|x \eta_{0}\right\|_{L^{2}} \ll 1$, and showed that for an open set of initial perturbations $\eta_{0}$ the corresponding solution $u$ blows up in finite time $T>0$ with the following asymptotic behavior as $t \rightarrow T$ :

$$
\begin{align*}
u(t, x) & =e^{i \mu(t)} \lambda^{\frac{1}{2}}(t)(Q(\lambda(t) x)+r(t, \lambda(t) x)), \quad\|r(t)\|_{H^{1}} \ll 1, \quad\|r(t)\|_{L^{\infty}}=o(1) \\
\lambda(t) & =\left(\frac{\ln |\ln (T-t)|}{2 \pi(T-t)}\right)^{1 / 2}(1+o(1)) \tag{3.5}
\end{align*}
$$

The existence of a stable blow-up regime with the log-log blow up rate (3.5) was predicted by numerical computations and formal arguments in a number of works, see, e.g., Landman, LeMesurier, Papanicolaou, Sulem, and Sulem [62, 64], Smirnov and Fraiman [99], Sulem and Sulem [102] and the references therein. In the $H^{1}$ setting the log-log blow-up regime was studied in details by Merle and Raphaël. Assuming some coercivity property of the linearization around $Q$, they proved the following (see [66,73-75,93], and the references therein).

Theorem 3.3 (Merle, Raphaël).
(i) Any solution arising from initial data (3.4) and blowing up in finite time $T$ admits a representation of the form

$$
u(t)=e^{i \mu(t)} \lambda^{\frac{d}{2}}(t) Q(\lambda(t)(\cdot-q(t)))+u^{*}+o_{L^{2}}(1), \quad t \rightarrow T
$$

with $\lim _{t \rightarrow T} \lambda(t)=+\infty, \lim _{t \rightarrow T} q(t)=q^{*} \in \mathbb{R}^{d}$, and $u^{*} \in L^{2}\left(\mathbb{R}^{d}\right)$. Furthermore, one of the following alternatives holds:

- either the blow-up rate $\lambda(t)$ satisfies the log-log law (3.5) and then the limiting profile $u^{*}$ does not belong to ${ }^{4} H^{1}$,
- or

$$
\begin{equation*}
\lambda(t) \geq \frac{c\left(u_{0}\right)}{T-t} \tag{3.6}
\end{equation*}
$$

and then $u^{*} \in H^{1}$.
(ii) The set of initial data satisfying (3.4) and such that the corresponding solution blows up in finite time in the log-log regime (3.5) is open in $H^{1}$ and contains the initial data (3.4) with $E\left(u_{0}\right) \leq 0$.

The coercivity property required in Theorem 3.3 was proved in dimension 1 in [73] and checked numerically for $2 \leq d \leq 4$ in [30], and for $5 \leq d \leq 10$ in [113].
$4 \quad$ More precisely, in this case one has $\int_{|x-q(t)| \leq R}\left|u^{*}(x)\right|^{2} d x \sim \frac{C}{(\ln |\ln R|)^{2}}$, as $R \rightarrow 0$.

The log-log blow-up regime of Theorem 3.3 is known to remain stable under $H^{s}$ perturbations of initial data for all $s>0$, see Colliander and Raphaël [13]. An interesting open question is wether this stability persists in the $L^{2}$ setting.

The set of initial data (3.4) such that the corresponding solution blows up satisfying (3.6) is nonempty. A large class of solutions with the pseudoconformal blow-up rate $\|\nabla u(t)\|_{L^{2}} \sim \frac{1}{T-t}$ was constructed by Bourgain and Wang [7] in dimensions 1 and 2 , starting from perturbations of the minimal blow-up solution (3.3) by smooth rapidly decaying limiting profiles $u^{*}$ vanishing at zero to a sufficiently large order, see also Krieger and Schlag [58]. In [82] Merle, Raphaël, and Szeftel proved that the Bourgain-Wang solutions with slightly supercritical mass are unstable, belonging to the boundary of the $H^{1}$ open sets of global solutions that scatter both forward and backward in time, and solutions that blow up in finite time in the log-log regime. It is not known whether blow-up solutions with a blow-up rate strictly greater than the pseudoconformal rate exist in the regime (3.4). For larger masses, an example of such solutions was constructed by Martel and Raphaël [68] in the 2D case. The solutions of [68] are obtained by considering the interaction of $K$ solitary waves concentrated at the vertices of a $K$-sided regular polygon and showing that this leads to a $K M(Q)$-mass solution blowing up at infinity with the rate $\|\nabla u(t)\|_{L^{2}} \sim \ln t$ as $t \rightarrow+\infty$, and thus, after applying the pseudoconformal transformation (2.3), to a solution that blows up as $t \rightarrow 0$ with the rate $\|\nabla u(t)\|_{L^{2}} \sim \frac{|\ln t|}{t}$.

We also refer to $[66,67]$ and references therein for the results on the near soliton blow-up dynamics for the mass-critical gKdV equation where the picture is more complete.

The regimes discussed above correspond to a single point finite time blow-up. The examples of multipoint blow-up solutions can be also constructed using as building blocks either the explicit blow-up solution (3.3) (see Merle [71]), or the log-log blow-up solutions of Theorem 3.3 (see Fan [28]). The general conjecture is that for any finite time blow-up solution, the singular set is given by a finite number of points, each point concentrating at least the mass of the ground state, see, e.g., [74].

## 4. MASS SUPERCRITICAL, ENERGY SUBCRITICAL NLS

In this section we discuss briefly the known blow-up regimes for the focusing NLS in the range $\frac{2}{d}<p<\frac{2}{d-2}$.

### 4.1. Self-similar blow-up

Numerical simulations and formal arguments (see, e.g., Sulem and Sulem [102] and the references therein) strongly suggest the existence of stable blow-up solutions of the following self-similar form:

$$
\begin{equation*}
u(t, x) \approx \frac{1}{(2 b(T-t))^{\frac{1}{2 p}}} e^{-i \frac{1}{2 b} \ln (T-t)} V\left(\frac{x}{(2 b(T-t))^{\frac{1}{2}}}\right), \quad b>0 \tag{4.1}
\end{equation*}
$$

Substituting this ansatz into the NLS equation leads to the following elliptic equation for the profile $V(y)$ :

$$
\begin{equation*}
-\Delta V+V-i b\left(\frac{1}{p}+y \cdot \nabla\right) V-|V|^{2 p} V=0, \quad y \in \mathbb{R}^{d} \tag{4.2}
\end{equation*}
$$

It is expected that for a discrete set of values of $b$, this equation admits nontrivial zeroenergy radial solutions, although these solutions fail to belong to $\dot{H}^{s_{c}}$ (in accordance with the growth of the $\dot{H}^{s_{c}}$ norm proved in [75]) due to a slow decay at infinity, $V(y) \sim \frac{C}{|y|^{\frac{1}{p}+\frac{i}{b}}}$, as $|y| \rightarrow \infty$. Thus, to obtain, say, $H^{1}$ solutions, one has to view (4.1) as a local approximation near the blow-up point $(x=0)$, and then to extend it to the region $|x| \gg \sqrt{T-t}$ by a welllocalized time-independent profile, smooth away from the origin and behaving as $\frac{C}{|x|^{\frac{1}{p}+\frac{i}{b}}}$ near the origin.

Rigorous results justifying the above self-similar blow-up scenario are currently available only in the case $0<s_{c} \ll 1$ where bifurcation-type arguments starting from the mass critical case can be used, see Merle, Raphaël, and Szeftel [81], Bahri, Martel, and Raphaël [2].

### 4.2. Standing sphere and contracting sphere blow-up solutions

In addition to the self-similar blow-up (4.1), which is expected to be generic, two other blow-up regimes are known for the mass supercritical NLS. The first is given by the socalled standing sphere blow-up solutions discovered by Raphaël [94] in the context of the twodimensional quintic NLS and later on generalized to the quintic NLS in higher dimensions $d \geq 3$ by Raphaël and Szeftel [96]. Standing sphere blow-up solutions are radial, stable in their symmetry class solutions that blow up in finite time on a fixed sphere in the 1D log-log regime. The heuristic behind these solutions is that in the radial setting the quintic NLS takes the following form:

$$
i u_{t}=-\partial_{r}^{2} u-\frac{d-1}{r} \partial_{r} u-|u|^{4} u, \quad r=|x|,
$$

where for solutions concentrated near a fixed sphere $r=r_{0}>0$ the second term on the right-hand side can be viewed as a lower order term. Thus, one can expect the dynamics to be governed by the one-dimensional quintic NLS,

$$
i u_{t}=-\partial_{r}^{2} u-|u|^{4} u
$$

for which one has a stable log-log blow-up regime. The above idea of reduction to a lower dimensional mass critical NLS was adapted to the 3D cylindrically symmetric cubic NLS by Holmer and Roudenko [43] and Zwiers [114], yielding the existence of finite time blow-up solutions concentrating on a fixed circle in the 2D log-log regime. These are the only known examples of blow-up solutions with a nontrivial blow-up set.

Another blow-up scenario occurs in the range $d \geq 2, \frac{2}{d}<p<5$. In this case there exist radial solutions, called contracting sphere blow-up solutions, that blow up in finite time by concentration of the corresponding 1D ground state on a sphere of radius ${ }^{5} \sim t^{\frac{\alpha}{1+\alpha}}$ at the
rate $\sim t^{\frac{1}{1+\alpha}}$ with $\alpha=\frac{2-p}{p(d-1)}$ :

$$
u(t, x) \approx e^{i \theta(t)+i v(t) r / 2} \lambda(t) Q(\lambda(t)(r-q(t)), \quad r=|x|,
$$

where

$$
q(t) \sim t^{\frac{\alpha}{\alpha+1}}, \quad \lambda(t) \sim t^{-\frac{1}{\alpha+1}}, \quad v(t) \sim t^{-\frac{1}{\alpha+1}}, \quad \theta \sim t^{\frac{\alpha-1}{\alpha+1}},
$$

and $Q(y)=\frac{(p+1)^{\frac{1}{2 p}}}{\cosh ^{\frac{1}{p}}(p y)}$. The contracting sphere blow-up was predicted numerically and heuristically in $[29,42]$, see also the references therein. Rigorously, the existence of contracting sphere blow-up solutions was proved for the 3D cubic NLS in [41], and in the range $d \geq 2,0<s_{c}<1, p<5$ by Merle, Raphaël, and Szeftel in [83].

Both the standing sphere and contracting sphere blow-up are $L^{2}$-concentration mechanisms in a contrast to the self-similar collapse where no mass concentration occurs.

## 5. TYPE II BLOW-UP IN THE ENERGY CRITICAL MODELS

In the last 15-20 years there have been significant developments in the study of the blow-up phenomenon for the energy critical equations and, more specifically, in the study of energy bounded blow-up solutions (the so-called type II blow-up), including their constructions and in some cases their classification. Below we review some of these developments.

### 5.1. Blow-up for Schrödinger maps from $\mathbb{R}^{\mathbf{2}}$ to $\mathbb{S}^{\mathbf{2}}$

Consider the Schrödinger flow for maps from $\mathbb{R}^{2}$ to $\mathbb{S}^{2}$ :

$$
\begin{align*}
& u_{t}=u \times \Delta u, \quad x=\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}, \quad t \in \mathbb{R}, \\
& \left.u\right|_{t=0}=u_{0} \tag{5.1}
\end{align*}
$$

where $u(t, x)=\left(u_{1}(t, x), u_{2}(t, x), u_{3}(t, x)\right) \in \mathbb{S}^{2} \subset \mathbb{R}^{3}$. Equation (5.1) is a special case of the Landau-Lifshitz equation

$$
\begin{equation*}
u_{t}=a_{1} u \times \Delta u+a_{2}\left(\Delta u+|\nabla u|^{2} u\right), \quad a_{1} \in \mathbb{R}, \quad a_{2} \geq 0, \tag{5.2}
\end{equation*}
$$

arising in the theory of ferromagnetism. In the case $a_{1}=0, a_{2}=1$, one recovers the harmonic map heat flow.

Schrödinger map equation (5.1) conserves the energy

$$
\begin{equation*}
\mathcal{E}(u)=\frac{1}{2} \int_{\mathbb{R}^{2}} d x|\nabla u|^{2} . \tag{5.3}
\end{equation*}
$$

The problem is energy critical since both the equation (5.1) and energy (5.3) are invariant with respect to the scaling $u(t, x) \rightarrow u\left(\lambda^{2} t, \lambda x\right), \lambda \in \mathbb{R}_{+}$.

The local/global well-posedness of (5.1) has been extensively studied. Local existence for smooth initial data goes back to Sulem, Sulem, and Bardos [103], see also McGahagan [70]. The case of small data of low regularity was studied in several works. Global existence for equivariant small energy initial data was established by Chang, Shatah, and

Uhlenbeck in [11]. We recall that a map $u: \mathbb{R}^{2} \rightarrow \mathbb{S}^{2} \subset \mathbb{R}^{3}$ is called equivariant if it has the form

$$
\begin{equation*}
u(x)=e^{m \theta R} v(r), \quad v: \mathbb{R}_{+} \rightarrow \mathbb{S}^{2} \subset \mathbb{R}^{3}, \tag{5.4}
\end{equation*}
$$

for some $m \in \mathbb{Z}$. Here $(r, \theta)$ are the polar coordinates in $\mathbb{R}^{2}, x_{1}+i x_{2}=e^{i \theta} r$, and $R$ is the generator of the horizontal rotations,

$$
R=\left(\begin{array}{ccc}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

or equivalently, $R u=\mathbf{k} \times u, \mathbf{k}=(0,0,1)$. The $m$-equivariance is preserved by the Schrödinger flow (5.1). Global existence and scattering for general small energy initial data was proved by Bejenaru, Ionescu, Kenig, and Tataru in [3]. For large data, such a result cannot hold because of the existence of a rich family of finite energy stationary solutions, i.e., harmonic maps. The lowest energy giving rise to a nontrivial harmonic map is $4 \pi$, the corresponding harmonic map is, up to the symmetries, the stereographic projection

$$
\begin{equation*}
\phi_{1}(x)=e^{\theta R} Q(r), \quad Q=\left(\frac{2 r}{r^{2}+1}, 0, \frac{r^{2}-1}{r^{2}+1}\right) \tag{5.5}
\end{equation*}
$$

The stereographic projection is a member of a family of equivariant harmonic maps $\phi_{m}$, $m \in \mathbb{Z}^{+}$:

$$
\begin{align*}
& \phi_{m}(x)=e^{m \theta R} Q^{m}(r), \quad Q^{m}=\left(h_{1}^{m}, 0, h_{3}^{m}\right) \in \mathbb{S}^{2} \\
& h_{1}^{m}(r)=\frac{2 r^{m}}{r^{2 m}+1}, \quad h_{3}^{m}(r)=\frac{r^{2 m}-1}{r^{2 m}+1} \tag{5.6}
\end{align*}
$$

All these maps are minimizers of the energy in their homotopy class. Namely, one has

$$
\operatorname{deg} \phi_{m}=m, \quad \mathcal{E}\left(\phi_{m}\right)=4 \pi m
$$

The general threshold conjecture is that global existence and scattering hold for all zero homotopy data with energies $\mathcal{E}(u)<8 \pi$. The corresponding result for the wave map equation (1.2) follows from the works of Sterbenz and Tataru [100], where the wave maps from $\mathbb{R}^{2}$ into general compact target manifold were considered, and it was shown that any smooth finite energy solution to the wave map equation is either global and scatters in a suitable sense or concentrates a nontrivial harmonic map at its maximal time of existence; see Lawrie and Oh [63]. Under symmetry reductions, the results of this type were obtained earlier, see, e.g., Struwe [101] and the references therein. To the best of author's knowledge, for the Schrödinger map equation (5.1) in full generality, the threshold conjecture is open. In the equivariant setting, global existence and scattering for initial data with $\mathcal{E}\left(u_{0}\right)<4 \pi$ was proved by Bejenaru, Ionescu, Kenig, and Tataru [4].

Local existence for the Scrödinger map equation (5.1) in the energy space in the case of nontrivial homotopy equivariant initial data with energies slightly above the energy of the ground state,

$$
\begin{equation*}
u_{0} \in \Sigma_{m}, \quad \mathcal{E}\left(u_{0}\right) \leq 4 \pi m+\varepsilon^{2}, \quad 0<\varepsilon \ll 1, \tag{5.7}
\end{equation*}
$$

where $\Sigma_{m}=\left\{u(x)=e^{m \theta R} v(r) \in \mathbb{S}^{2} \subset \mathbb{R}^{3}: E(u)<\infty, v(0)=-v(\infty)=-\mathbf{k}\right\}$, was established by Gustafson, Kang, and Tsai [36]. The conservation of energy, together with the inequality [35]

$$
\operatorname{dist}_{\dot{H}^{1}}^{2}\left(u, S_{m}\right) \lesssim E(u)-4 \pi m, \quad \forall \quad u \in \Sigma_{m}
$$

where $S_{m}=\left\{e^{\alpha R} \phi_{m}(\lambda x), \alpha \in \mathbb{R}, \lambda>0\right\}$, ensures that the Schrödinger maps with initial data (5.7) have the form $u(t, x)=e^{\alpha(t) R} \phi_{m}(\lambda(t) x)+O_{\dot{H}^{1}}(\varepsilon)$, which reduces the problem to understanding the behavior of the functions $\lambda(t)$ and $\alpha(t)$. It was shown by Gustafson, Kang, and Tsai [36], as well as Gustafson, Nakanishi, and Tsai [37], that if $m \geq 3$, then the initial data (5.7) lead to global solutions that, for all $t$, remain $\dot{H}^{1}$-close to the initial soliton $e^{\alpha(0) R} \phi_{m}(\lambda(0) x)$ and, furthermore, scatter as $t \rightarrow \infty$ to a nearby member of the family $S_{m}$ (in fact, in [37] this is proved for the general Landau-Lifshitz equation (5.2)). The paper [37] treats also the case of $m=2$ for the harmonic map heat flow under further restriction $v_{2}=0$, showing that global existence persists in this case while the stability may fail: as $t \rightarrow+\infty$, the solutions still converge to the family $\delta_{2}$ but the evolution along this family described by the parameter $\lambda(t)$ does not necessarily converge or stay close to a particular harmonic map, more complicated asymptotics of $\lambda(t)$ occur as well. It is natural to expect similar behavior for the 2-equivariant Schrödinger maps. The case of $m=1$ was studied by Bejenaru and Tataru in [5] where it was proved that $\phi_{1}$ is unstable in $\dot{H}^{1}$ but stable within its equivariant class in some smaller space that includes $H^{1}$.

The question of existence of finite time blow-up for both the wave and Schrödinger maps from $\mathbb{R}^{2}$ to $\mathbb{S}^{2}$ has been a long standing problem. The bubbling results mentioned above show that for the wave maps the only possible scenario for singularity formation is by concentration of a nontrivial harmonic map. The first rigorous confirmations of this scenario were obtained by Krieger, Schlag, and Tataru [60], Rodnianski-Sterbenz [97], and Raphaël- Rodnianski [95]. Krieger, Schlag, and Tataru considered the equivariant wave maps (that is, the wave maps of the form (5.4) with $v(t, r)=(\sin \varphi(t, r), 0, \cos \varphi(t, r)))$ of corotation index 1 and showed that for any $v>\frac{1}{2}$ there exist initial data arbitrary close to $\phi_{1}$ in $\dot{H}^{1}$, leading to finite time blow-up solutions of the form $u(t, x) \approx \phi_{1}(\lambda(t) x)$ with $\lambda(t)=(T-t)^{-1-v}$. The specificity of these solutions is that they are of finite Sobolev regularity depending on the blow-up rate. Namely, one has $u \in \dot{H}^{1+v-}$. The construction of [60] was extended to the whole range $v>0$ by Gao and Krieger [32] ( $v \leq 0$ is precluded by the concentration results of $[100,101]$ ). Similar results were obtained for the focusing energy critical wave equation in dimension 3 by Krieger, Schlag, and Tataru [59,61], see also [22] for the case of more exotic scales, and Donninger-Krieger [23] for the case of infinite time blow-up. We also refer to Jendrej [45] for the construction of near ground state blow up solutions for the energy critical wave equation in dimension 5 .

In a contrast to the Krieger-Schlag-Tataru solutions, the blow-up regimes exhibited in [95,97] arise from $C^{\infty}$ finite energy initial data and are characterized by some specific blow-up rates. Namely, the following was proved in [95]: for any $m \geq 1$, there exists a set of $C^{\infty} m$-equivariant initial data arbitrary close to $\phi_{m}$ in the energy space such that the corresponding solution blows up in finite time $T$ and, as $t \rightarrow T$, has the form $u(t, x) \approx$
$\phi_{m}(\lambda(t) x)$ with

$$
\lambda(t)=\left\{\begin{array}{ll}
(T-t)^{-1} e^{\sqrt{\mid \ln (T-t)}+O(1)} & \text { if } m=1, \\
c_{m}(T-t)^{-1}|\ln (T-t)|^{\frac{1}{2 m-2}}(1+o(1)) & \text { if } m \geq 2,
\end{array} \quad \text { as } t \rightarrow T\right.
$$

Furthermore, it was shown that these blow-up regimes are stable under smooth equivariant perturbations of the initial data. Similar results were obtained for the focusing energy critical nonlinear wave equation in dimension $d=4$ by Hillairet and Raphaël [39].

Compared to [95], the construction of [60] gives no information on the stability/instability of the corresponding solutions. Recently, Krieger and Miao [54] proved that for $v$ small, these solutions are stable under sufficiently smooth corotational initial perturbations. Furthermore, Krieger, Miao, and Schlag [55] showed that this stability persists under nonequivariant smooth perturbations that vanish near the light cone. See also Burzio and Krieger [9] for the related results for the 3D energy critical nonlinear wave equation.

While for $m$-equivariant Schrödinger maps with $m \geq 3$ the possibility of blow-up near $\phi_{m}$ is excluded by the stability results of Gustafson, Kang, Nakanishi, and Tsai, for $m=1$ near $\phi_{1}$ blow-up does occur. This was proved by Merle, Raphaël, and Rodnianski [77].

Theorem 5.1 (Merle, Raphael, Rodnianski [77]). There exists a set of $C^{\infty} 1$-equivariant initial data with elements arbitrary close to $\phi_{1}$ in the energy space such that the corresponding solution to the Schrödinger map equation (5.1) blows up in finite time $T$ and, as $t \rightarrow T$, one has

$$
\begin{aligned}
& u(t)=e^{\alpha(t) R} \phi_{1}(\lambda(t) \cdot)+u^{*}+o_{\dot{H}^{1}}(1) \\
& \lambda(t)=c \frac{|\ln (T-t)|^{2}}{T-t}(1+o(1)), \quad \alpha(t)=\alpha_{0}(1+o(1))
\end{aligned}
$$

with some $u^{*} \in \dot{H}^{1} \cap \dot{H}^{2}, \alpha_{0} \in \mathbb{R}$, and $c>0$.
In contrast to the wave map result of [95], the initial data in Theorem 5.1 form a set of codimension one.

In [91] we complemented the result of [77] by showing that (5.1) admits Krieger-Schlag-Tataru-type blow-up solutions as well. Namely, we proved:

Theorem 5.2 ([91]). For any $v>1, \alpha_{0} \in \mathbb{R}$, there exist 1 -equivariant initial data arbitrary close to $\phi_{1}$ in $\dot{H}^{1} \cap \dot{H}^{3}$ such that the corresponding solution to the Schrödinger map equation (5.1) blows up in finite time $T$ and, as $t \rightarrow T$, one has

$$
\begin{equation*}
u(t)=e^{\alpha(t) R} \phi_{1}(\lambda(t) \cdot)+u^{*}+o_{\dot{H}^{1} \cap \dot{H}^{2}}(1) \tag{5.8}
\end{equation*}
$$

where $\lambda(t)=(T-t)^{-1 / 2-v}, \alpha(t)=\alpha_{0} \ln (T-t)$, and $u^{*} \in H^{1+2 v-}$. Furthermore, $u^{*}(x)=e^{\theta R} v^{*}(r), v^{*}=\left(v_{1}^{*}, v_{2}^{*}, v_{3}^{*}\right)$, is compactly supported, $C^{\infty}$ away from $x=0$ and, as $|x| \rightarrow 0$, behaves as

$$
v_{1}^{*}(r)+i v_{2}^{*}(r) \sim c_{\alpha, v} r^{2 i \alpha_{0}+2 v} \ln r .
$$

In fact, the solutions constructed in [91] belong to $\dot{H}^{1+2 v-}$. Observe that the regularity of the limiting profile $u^{*}$ in (5.8) is also related to the blow-up rate (as in the case of the mass critical NLS, see Section 3.2).

As in [60,61], the proof of Theorem 5.2 relies on obtaining an approximate solution to an arbitrary high order $O\left((T-t)^{N}\right)$, which we construct using matching asymptotic expansions. We also refer to [31] for some closely related constructions in the parabolic setting. To convert the approximate solution into an exact solution, one then solves the problem for the small remainder backward in time with zero initial data at $t=T$. Once one can solve the equation up to any order, some very rough energy estimates are enough to control the remainder, in contrast to the approach of [77] that requires more advanced mixed energy/Morawetz estimates. Of course, a drawback of this procedure is that it gives no information on the stability of the constructed solutions.

Although we do not discuss the parabolic problems in this note, let us stress that as far as slow blow-up is concerned, there are a lot of direct connections between Schrödingertype equations and their parabolic counterpart.

### 5.2. Energy critical NLS

In this subsection, we consider the energy critical focusing nonlinear Schrödinger equation

$$
\begin{equation*}
i u_{t}=-\Delta u-|u|^{\frac{4}{d-2}} u, \quad x \in \mathbb{R}^{d}, \quad d \geq 3, \tag{5.9}
\end{equation*}
$$

restricting ourselves to the case of radial solutions

$$
\begin{equation*}
\left.u\right|_{t=0}=u_{0} \in \dot{H}_{\mathrm{rad}}^{1}\left(\mathbb{R}^{d}\right) . \tag{5.10}
\end{equation*}
$$

Recall that this equation admits a family of stationary states $W_{\alpha, \lambda}(x)=e^{i \alpha} \lambda^{\frac{d-2}{2}} W(\lambda x)$, $\alpha \in \mathbb{R}, \lambda>0$, with $W$ given by (2.6). We denote by $\delta$ the two-dimensional manifold of these solutions, $\mathcal{S}=\left\{W_{\alpha, \lambda}, \alpha \in \mathbb{R}, \lambda>0\right\}$.

The dynamics for the energies below the ground state energy was classified by Kenig and Merle [48] for radial data in dimensions 3, 4, 5, and by Killip-Visan [52] ( $d \geq 5$ ) and Dodson [18] $(d=4)$ for general initial data in dimension $d \geq 4$. The results of [48,52] ensure that for $u_{0} \in \dot{H}_{\mathrm{rad}}^{1}\left(\mathbb{R}^{d}\right)$ with $E\left(u_{0}\right)<E(W)$ one has global existence and scattering if $\left\|\nabla u_{0}\right\|_{L^{2}}<\|\nabla W\|_{L^{2}}$, and finite time blow-up both forward and backward in time if $\left\|\nabla u_{0}\right\|_{L^{2}}>\|\nabla W\|_{L^{2}}$ and $u_{0} \in L^{2}$.

A classification of radial solutions with critical energy $E\left(u_{0}\right)=E(W)$ was obtained by Duyckaerts and Merle [27] in dimensions 3, 4, 5, and by Li and Zhang [65] in dimension $d \geq 6$. In this case, in addition to scattering in both directions if $\left\|\nabla u_{0}\right\|_{L^{2}}<\|\nabla W\|_{L^{2}}$ and finite time blow-up in both directions if $\left\|\nabla u_{0}\right\|_{L^{2}}>\|\nabla W\|_{L^{2}}$ and $u_{0} \in L^{2}$, there exist solutions that converge to $W$ in one direction and scatter or blow-up in the opposite direction. More precisely, there exist unique, up to the symmetries, solutions $W^{-}, W^{+}$that converge to $W$ in $\dot{H}^{1}$ as $t \rightarrow+\infty$ satisfying $\left\|W^{-}\right\|_{L^{2}}<\|\nabla W\|_{L^{2}},\left\|W^{+}\right\|_{L^{2}}>\|\nabla W\|_{L^{2}} ; W^{-}$is global and scatters as $t \rightarrow-\infty$, and $W^{+}$blows up in finite negative time, at least if $d \geq 5$.

The dynamics of the radial solutions with the energies slightly above $E(W)$ in the 3D case was studied by Nakanishi and Roy [86]. In continuation of the previous results of Nakanishi and Schlag [87,88] for the energy subcritical Klein-Gordon and Schrödinger equations and Krieger, Nakanishi, and Schlag [56] for the energy critical wave equation, Nakanishi and Roy proved that any radial $\dot{H}^{1}$ solution to (5.9) with $E(u) \leq E(W)+\varepsilon^{2}, \varepsilon \ll 1$, can stay $\dot{H}^{1}$-close to the ground state family $S$ only on an interval of time, although it can be the entire lifespan. Once the solution leaves a neighborhood of $S$, it either scatters or blows up (in the latter case, one has to assume in addition that $u_{0} \in L^{2}$ ). Furthermore, all four combinations of scattering and blow-up forward/ backward in time occur for large sets of initial data. One might expect a similar result to hold in higher dimensions. The solutions that stay $\dot{H}^{1}$-close to $S$ forward (backward) in time are expected to form a codimension one center-stable (center-unstable) manifold that divides a neighborhood of $S$ into two regions exhibiting blow-up and scattering, respectively, forward (backward) in time (see Krieger, Nakanishi, and Schlag [57] for the corresponding result for the energy critical nonlinear wave equation). In low dimensions, the near ground state solutions can exhibit nontrivial dynamical behavior, including, along with scattering to the ground states, finite and infinite time type II blow-up. In dimension 3, the examples of infinite time near ground state blow-up at prescribed power law rate were constructed in [89]. Combining the linear analysis around $W$ that we developed in [89] with the construction of approximate solutions of [91], one gets also $H_{\text {rad }}^{1}\left(\mathbb{R}^{3}\right) \cap \dot{H}^{1+\nu-}\left(\mathbb{R}^{3}\right)$ finite time blow-up solutions of the form

$$
\begin{aligned}
& u(t)=W_{\alpha(t), \lambda(t)}+u^{*}+o_{\dot{H}^{1}}(1), \quad \text { as } t \rightarrow 0, \\
& \lambda(t)=t^{-1 / 2-v}, \quad \alpha(t)=\alpha_{0} \ln t, \quad\left\|u^{*}\right\|_{\dot{H}^{1} \cap \dot{H}^{1+v-}} \ll 1, \quad v>0, \quad \alpha_{0} \in \mathbb{R} .
\end{aligned}
$$

Similar results can be proved for $d=4$. As in the case of Schrödinger maps (5.1), these blowup dynamics are closely related to the slow decay of the ground state in low dimensions and are expected to disappear starting from $d=7$ (for $d=5$, 6, finite or infinite near ground state concentration is still expected). Some partial results in this direction were obtained in [92], where we showed that for any $d \geq 7$, radial solutions staying in a neighborhood of $S$ are global and scatter to a fixed ground state as soon as the linearization around $W$ satisfies some suitable spectral assumptions that we were able to prove for $d$ sufficiently large. In the parabolic setting, much more complete results are available. Namely, for the energy critical nonlinear heat equation in dimension $d \geq 7$, Collot, Merle, and Raphaël [15] obtained a complete classification of the dynamics for initial data $\dot{H}^{1}$ close to $W$ (without radial symmetry assumption), showing that both the set of initial data leading to blow-up in the ODE type I regime and the set of initial data leading to global solutions that dissipate as $t \rightarrow+\infty$ are open in $\dot{H}^{1}$ and are separated by a codimension one set of global solutions that converge as $t \rightarrow+\infty$ to a fixed ground state.

### 5.3. Radial multibubble dynamics

In the breakthrough paper [25], Duyckaerts, Kenig, and Merle obtained a complete classification of radial, energy bounded solutions of the 3D focusing energy critical nonlinear
wave equation:

$$
\begin{align*}
u_{t t} & =\Delta u+u^{5}, \quad(t, x) \in \mathbb{R} \times \mathbb{R}^{3}, \\
\left.\left(u, \partial_{t} u\right)\right|_{t=0} & =\left(u_{0}, u_{1}\right) \in \dot{H}_{\mathrm{rad}}^{1}\left(\mathbb{R}^{3}\right) \times L_{\mathrm{rad}}^{2}\left(\mathbb{R}^{3}\right), \tag{5.11}
\end{align*}
$$

showing that they asymptotically decompose into a finite sum of scale separated ground states and a radiation term which solves the linear wave equation. More precisely, one has

Theorem 5.3 (Soliton resolution for (5.11), Duyckaerts, Kenig, Merle [25]). Let $\left(u_{0}, u_{1}\right) \in$ $\dot{H}_{\mathrm{rad}}^{1} \times L_{\mathrm{rad}}^{2}$ and $\left(u, \partial_{t} u\right) \in C(] T_{-}, T_{+}\left[, \dot{H}^{1} \times L^{2}\right)$ be the corresponding maximal solution to (5.11). Then one of the following holds:
(i) Type I blow-up: $T_{+}<+\infty$ and $\left\|\left(u(t), \partial_{t} u(t)\right)\right\|_{\dot{H}^{1} \times L^{2}} \xrightarrow{t \rightarrow T_{+}} \infty$.
(ii) Type II blow-up: $T_{+}<+\infty$ and there exist $\left(v_{0}, v_{1}\right) \in \dot{H}^{1} \times L^{2}$, an integer $J \in \mathbb{N} \backslash\{0\}$, and for each $1 \leq j \leq J$, a sign $\varepsilon_{j} \in\{-1,1\}$ and a positive function $\lambda_{j}(t)$ defined for $t$ close to $T_{+}$, verifying

$$
\frac{\lambda_{j}}{\lambda_{j+1}}(t) \xrightarrow{t \rightarrow T_{+}} \infty, \quad \forall 1 \leq j \leq J, \quad \lambda_{J+1}(t)=\left(T_{+}-t\right)^{-1},
$$

such that

$$
\begin{aligned}
u(t) & =\sum_{j=1}^{J} \varepsilon_{j} \lambda_{j}^{1 / 2}(t) W\left(\lambda_{j}(t) \cdot\right)+v_{0}+o_{\dot{H}^{1}}(1), \quad \partial_{t} u(t)=v_{1}+o_{L^{2}}(1) \\
\text { as } t & \rightarrow T_{+}
\end{aligned}
$$

(iii) Global solution: $T_{+}=+\infty$ and there exist a solution $v_{L}$ of the linear wave equation, an integer $J \in \mathbb{N}$, and for each $1 \leq j \leq J$, a sign $\varepsilon_{j} \in\{-1,1\}$ and a positive function $\lambda_{j}(t)$ defined for $t$ sufficiently large, verifying

$$
\frac{\lambda_{j}}{\lambda_{j+1}}(t) \xrightarrow{t \rightarrow+\infty} \infty, \quad \forall 1 \leq j \leq J, \quad \lambda_{J+1}(t)=t^{-1}
$$

such that

$$
\begin{aligned}
& u(t)=\sum_{j=1}^{J} \varepsilon_{j} \lambda_{j}^{1 / 2}(t) W\left(\lambda_{j}(t) \cdot\right)+v_{L}(t)+o_{\dot{H}^{1}}(1), \\
& \partial_{t} u(t)=\partial_{t} v_{L}(t)+o_{L^{2}}(1), \quad \text { as } t \rightarrow+\infty
\end{aligned}
$$

Later similar results were proved for the radial energy critical NLW equation in all odd dimensions and in dimension 4, and for critical equivariant wave maps, see Duyckaerts, Kenig, and Merle [26], Duyckaerts, Kenig, Martel, and Merle [24], Jendrej and Lawrie [47], as well as the references therein.

In view of the above results, a natural question is to determine which type of configurations of solitons and radiation can really occur. A similar question can be asked the NLS equation. In dimensions $d=3,4,5$, for both the radial energy critical wave and radial energy critical Schrödinger equations, no examples with $J \geq 2$ are known. For the energy critical wave equation in dimension $d \geq 6$ and for the energy critical Schrödinger equation
in dimension $d \geq 7$, global $\left(T_{+}=+\infty\right)$ radial pure $\left(v_{L}=0\right)$ two-bubble solutions, with one bubble developing at scale 1 and the other concentrating at infinite time, were constructed by Jendrej $[44,46]$.

### 5.4. Further generalizations

Blow-up by concentration of stationary states can also occur in the energy supercritical models. Among the known examples are the focusing energy supercritical NLS and NLW equations. The focusing energy supercritical NLS,

$$
\begin{equation*}
i u_{t}=-\Delta u-|u|^{2 p} u, \quad x \in \mathbb{R}^{d}, \quad d \geq 3, \quad p>\frac{2}{d-2} \tag{5.12}
\end{equation*}
$$

has a two-parameter family of smooth radial stationary solutions $\varphi_{\alpha, \lambda}(x)=e^{i \alpha} \lambda^{\frac{1}{p}} \varphi(\lambda x)$, $\alpha \in \mathbb{R}, \lambda>0$, where $\varphi$ solves

$$
\Delta \varphi+\varphi^{2 p+1}=0, \quad \varphi>0, \quad \varphi(0)=1
$$

and has the following behavior at infinity:

$$
\varphi(x) \sim \frac{c_{p, d}}{|x|^{\frac{1}{p}}}, \quad c_{p, d}^{2 p}=\frac{(d-2) p-1}{p^{2}}, \quad \text { as }|x| \rightarrow \infty
$$

Merle, Raphael, and Rodnianski [78] proved that in dimension $d \geq 11$, for generic integers $p$ satisfying $p>p^{*}(d)=\frac{2}{d-4-2 \sqrt{d-1}}$, equation (5.12) admits radial blow-up solutions of the form

$$
u(t, x) \approx \lambda^{\frac{1}{p}}(t) \varphi(\lambda(t) x), \quad \lambda(t) \sim(T-t)^{-\kappa(p, d) l}, \quad l \in \mathbb{N} \backslash\{0\}
$$

arising from $C^{\infty}$ compactly supported initial data. Here $\kappa(p, d)>0$ is an explicit constant. The $H^{s}$ norms of these solutions remain bounded if $0 \leq s<s_{c}$, while the critical norm blows up logarithmically, $\|u\|_{H^{s c}} \sim \sqrt{|\ln (T-t)|}$, as $t \rightarrow T$. The corresponding result for the energy supercritical nonlinear heat equation (in the same range of parameters and with the same sequence of blow-up rates) goes back to the work of Herrero and Velázquez [38], see also Mizoguchi [85]. The numerology $d \geq 11, p>p^{*}(d)$ is related to the stability properties of $\varphi$; for the radial energy supercritical heat equation, it is known (under some mild additional assumptions) that no type II blow-up occurs outside this range, see Matano- Merle [69] and the references therein. The analysis of [78] was extended to the energy supercritical wave equation by Collot [14]. One can also use the approach of $[60,91]$ to construct near $\varphi$ blow-up solutions of finite Sobolev regularity with a continuum of power-type blow-up rates for both energy supercritical NLS and NLW equations.

Another example that we would like to mention is the hyperbolic vanishing mean curvature flow in the Minkowski space $\mathbb{R}^{2 n, 1}$ that we considered in $[1]$ in the case of $n=4$. The minimal hypersurfaces in $\mathbb{R}^{2 n}$ are stationary solutions of the corresponding Cauchy problem. It is known that $\mathbb{R}^{8}$ is foliated by a scaling-invariant family of smooth birotational invariant minimal hypersurfaces asymptotic at infinity to the Simons cone:

$$
C_{4}=\left\{\left(x_{1}, \ldots, x_{8}\right) \in \mathbb{R}^{8}, x_{1}^{2}+\cdots+x_{4}^{2}=x_{5}^{2}+\cdots+x_{8}^{2}\right\} .
$$

In [1], we showed that this family of minimal hypersurfaces generates finite time blow-up for the hyperbolic vanishing mean curvature flow, again with a continuum of prescribed powertype blow-up rates. In the parabolic setting, that is, for the mean curvature flow, a similar result (but with a sequence of specific blow-up rates) was proved much earlier by Velázquez [110].

## 6. FINITE TIME BLOW-UP FOR THE ENERGY SUPERCRITICAL DEFOCUSING NLS

Consider the energy supercritical defocusing nonlinear Schrödinger equation

$$
\begin{equation*}
i u_{t}=-\Delta u+|u|^{2 p} u, \quad x \in \mathbb{R}^{d}, \quad p>\frac{2}{d-2}, \quad d \geq 3 \tag{6.1}
\end{equation*}
$$

The question whether finite time blow-up occurs for (6.1) remained completely open up to very recently. On the one hand, numerical simulations, global well-posedness results for the log-supercritical equations (see, e.g., Tao [107]), the nonexistence of soliton-like solutions, and the expected nonexistence of the self-similar blow-up supported the hypothesis of global well-posedness. On the other hand, in [108] Tao exhibited examples of the energy supercritical defocusing NLS systems for which finite time blow-up does occur.

A decisive breakthrough has been achieved recently by Merle, Raphaël, Rodnianski, and Szeftel [79] who showed that in dimension $5 \leq d \leq 9$ the energy supercritical NLS (6.1), at least for certain choices of $p$, admits finite time blow-up solutions arising from $C^{\infty}$ welllocalized initial data. The construction of [79] employs the hydrodynamic formulation of the NLS equation that relates (6.1) to a compressible Euler equation via the Madelung transform, $u=\sqrt{\rho} e^{i \varphi}$. In a companion paper [80], Merle, Raphaël, Rodnianski, and Szeftel proved that the underlying compressible Euler equation has a family of self-similar blow-up solutions with $C^{\infty}$ profiles that well approximate the NLS dynamics and thus can be used to construct finite time blow-up solutions for (6.1). The smoothness of the Eulerian self-similar solutions plays an important role in the analysis of [79]. In contrast to the focusing energy supercritical blow-up regime discussed in Section 5.4, where all subcritical $H^{s}$ norms remain bounded, the solutions constructed in [79] satisfy

$$
\begin{equation*}
\|u(t)\|_{H^{s}} \xrightarrow{t \rightarrow T}+\infty, \quad \forall s>s^{*} \tag{6.2}
\end{equation*}
$$

for some $1<s^{*}<s_{c}$, the growth in (6.2) being polynomial. The recent results of Bulut [8] indicate (6.2) as a general feature of the energy supercritical defocusing blow-up.
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#### Abstract

We discuss the asymptotic behavior of minimizers for a Donaldson functional of interest in Teichmüller theory. For example, such minimizers allow one to parametrize the moduli space of constant mean curvature immersions of a closed surface $S$ of genus $\mathrm{g} \geq 2$ into a 3-manifold with sectional curvature -1 , by elements of the tangent bundle of the Teichmüller space of $S$. The minimizers are governed by a system of PDEs which include a Gauss equation of Liouville type and a holomorphic $\kappa$-differential. In our asymptotic analysis, we face the difficulty to describe the possible blow-up behavior of minimizers, especially when it occurs at a point where different zeroes of the holomorphic $\kappa$-differential coalesce. Therefore, we need to pursue accurate estimates of the blow-up profile of solutions for Liouville type equations, in the "collapsing" case.
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## 1. INTRODUCTION

In this note we discuss the asymptotics for minimizers of a Donaldson-type functional whose relevance in Teichmüller theory was pointed out in [29] and [33]. Such minimizers are governed by the system of equations (1.3) below, which includes a Liouville-type equation (as a Gauss consistency condition) and a holomorphic $\kappa$-differential, $\kappa \geq 2$, over a closed surface of genus $\mathfrak{g} \geq 2$.

Since such a holomorphic $\kappa$-differential admits $2 \kappa(g-1)$ zeroes counted with multiplicity, to pursue the asymptotics of such minimizers, we must keep handy the detailed blow-up analysis and profile estimates developed for solutions of Liouville-type equations involving a weight function with a finite number of zeroes of integral multiplicity (see [3,10, 11,67]).

We recall that Liouville-type equations arise in many contexts of interest in mathematics and physics, and have attracted much attention after their first encounter by Liouville in his model of Field Theory. Since then, a rich literature is now available revealing the many facets of Liouville-type equations and the crucial role they played towards a successful development of Liouville Field Theory, see [54].

In [47], Liouville furnished a local formula for solutions of Liouville equations in terms of a meromorphic complex function, the so-called "developing map." In this way, Liouville equations were introduced into the realm of Complex Analysis and Algebraic Geometry. In fact, exploring the solvability of Liouville equations has led to tackle many fundamental issues about modular functions and forms, normal families, Fuchsian, Lamé, and Painlevé equations, and about various moduli spaces, see $[7,13-18,28,40,42]$ and the references therein.

One may focus also on Liouville equations involving Dirac measures, whose poles replace the role of the zeroes. Indeed, the poles will correspond to the zeroes of the weight function which appears in the equation governing the "regular" part of the solution.

In (bidimensional) abelian Gauge Field Theory, at a self-dual regime, we have that vortex configurations are governed by the Bogomolny equations. They involve a (gauge invariant) Cauchy-Riemann equation for the (complex valued) Higgs field. Thus, the (gauge independent) zeroes of the Higgs field are isolated with integral multiplicity and identify the so-called "vortex-points." As a consequence, around a vortex-point we can confirm the "quantization" properties for the electric and magnetic fields, as already observed experimentally (e.g., in superconductivity).

Taubes showed how to express Bogomolny's self-dual equations in the form of Liou-ville-type equations with Dirac measures supported exactly at the vortex points, see [34]. By virtue of Taubes' approach, it has been possible to obtain a rigorous description of selfdual vortices for various models proposed in the context of Maxwell-Chern-Simons-Higgs theory, Electroweak theory, Comics strings, etc. We refer to the monographs [59, 68] for details.

We mention that, the analytical construction of physically meaningful vortices has motivated the accurate blow-up analysis and profile estimates for solutions of (singular) Liouville equations, contained in [8-11,38].

From the geometrical side, such an analysis has helped also tackle the classical "uniformization" problem of surfaces with conical singularities prescribed along a given "divisor." In this direction, the most delicate situation occurs when the prescribed conical angle is bigger than $2 \pi$. For smaller angles, a complete description of conical metrics with constant Gauss curvature is contained in [48,62,63]. On the other hand, for the standard 2sphere $S^{2}=\mathbb{C} \cup\{\infty\}$, it is yet not clear when a spherical metric with prescribed conical singularities and relative angles (bigger than $2 \pi$ ) exists. Clearly, beside the constraint dictated by the Gauss-Bonnet theorem, there are other less obvious obstructions to prevent the existence of such (spherical) metrics. For example, in the case of two singularities, only the "American" football is possible, where both conical angles must coincide.

There is a rich literature concerning spherical metrics on $S^{2}$ (see, e.g., [12,19,22-27, $49-51,57,65,69,78]$ and the references therein), where different points of view have been adopted and yielded to interesting (partial) results. Only recently Mondello-Panov [52,53] have identified (almost) sharp necessary and sufficient conditions on the conical angles so that a corresponding spherical metric exists. The sharp results in $[52,53]$ are established using strategies and techniques developed in algebraic geometry. At the moment, such results seem out of reach by mere analytical techniques. On the other hand, a blow-up approach to solutions of the singular Liouville equation over the flat torus has permitted to reveal surprising results, where nonexistence or (sharp) existence results may hold, according to the "geometry" of the periodic cell domain. Thus, for example, a flat torus with a square lattice and a single singularity with conical angle $4 \pi$ cannot admit a metric with constant Gauss curvature, while this is possible for a rhombus lattice, see [42]. Many other surprising phenomena have been identified for the moduli space of tori and their metrics with conical singularities and constant Gauss curvature, see [15] and [42].

For those and other reasons, it has emerged the need to describe what happens when singularities (i.e., vortex or conical points) coalesce into a single point. Naturally, such an investigation furnishes a better grasp about the uniformization problem, see [51]. But also it helps in the understanding of non-abelian self-dual vortices which are described in terms of systems of Liouville equations (see [4, 36, 37, 43-46]). Indeed, it is difficult to have a firm grasp about the blow-up of solutions for systems, especially when various components blowup at the same point, but with different blow-up rates. In such a situation, "concentration" phenomena introduce terms in the equations which behave as Dirac measures whose poles, however, may "collapse" together, see [35,41].

We encounter an analogous "collapsing" issue in the asymptotic description of minimizers for the Donaldson functional, considered in [29] and [33]. Such a functional is inspired by $[20,21,56]$, and relates to the representation of the fundamental group of a closed surface into various character varieties, or to the parametrization of the moduli space of minimal or constant mean curvature (CMC) immersions into a 3-manifold with constant sectional curvature -1 , see $[29,33]$.

To be more precise, for a given oriented closed surface $S$ with genus $\mathfrak{g} \geq 2$, we denote by $\mathcal{T}_{\mathfrak{g}}(S)$ the Teichmüller space of conformal structures on $S$, modulo biholomorphisms in the homotopy class of the identity.

For minimal immersions, Uhlenbeck in [64] proposed a parametrization of the corresponding moduli space in terms of elements of the cotangent bundle of $\mathcal{T}_{\mathfrak{g}}(S)$, described by pairs $(X, \alpha) \in \mathcal{T}_{\mathfrak{g}}(S) \times C_{2}(X)$, where $C_{2}(X)$ is the space of holomorphic quadratic differentials on $X$. In this way, minimal immersions are sought with assigned second fundamental form II $=\operatorname{Re}(\alpha)$, simply by solving the Gauss equation of Liouville type for the conformal factor of the pullback metric on $X$ from the minimal immersion. However, as discussed in [31,32], such an immersion may not exist, or when it exists, it may not be unique (see also [30]). So, by this approach, one does not obtain a one-to-one correspondence between a minimal immersion and the pair $(X, \alpha)$.

On the contrary, as we shall see below, we have a better chance when we choose to parametrize minimal or (CMC) immersions of $S$ in terms of elements of the tangent bundle $\mathcal{T}_{\mathfrak{g}}(S)$.

To this purpose, for given $X \in \mathcal{T}_{\mathfrak{g}}(S)$, we let $T_{X}^{1,0}$ denote the holomorphic tangent bundle of $X$ and define $E=\otimes^{\kappa-1} T_{X}^{1,0}$ with $\kappa \geq 2$. Moreover, letting $A^{0}(E)$ be the space of smooth sections of $E$ and $A^{0,1}(X, E)$ the space of $(0,1)$-forms of $X$ valued on $E$, we consider the $(0,1)$-Dolbeault cohomology group $\mathscr{H}^{0,1}(X, E)=A^{0,1}(X, E) / \bar{\partial}\left(A^{0}(E)\right)$, where $\bar{\partial}: A^{0}(E) \rightarrow A^{0,1}(X, E)$ is the d-bar operator.

Using the Hodge star operator $*_{E}: A^{0,1}(X, E) \rightarrow A^{1,0}\left(X, E^{*}\right)$ and Serre duality theorem, we know that $C_{\kappa}(X)$, the space of holomophic $\kappa$-differential on $X$, satisfyies:

$$
C_{\kappa}(X) \simeq\left(\mathscr{H}^{0,1}(X, E)\right)^{*},
$$

see ([66]). Therefore, for $\kappa=2$, we can use the pair $(X,[\beta]) \in \mathcal{T}_{\mathfrak{g}}(S) \times \mathscr{H}^{0,1}(X, E)$ to parametrize the tangent bundle of $\mathcal{T}_{\mathfrak{g}}(S)$.

At this point, we consider on $X$ the unique hyperbolic metric $g_{X}$ with induced norm $|\cdot|$ and volume element $d A$. Also for $\beta \in A^{0,1}(X, E)$ the corresponding norm (in local coordinates) is given by $\|\beta\|=|\beta|(z)\left(g_{X}\right)^{\frac{\kappa-2}{2}}$.

Moreover, every $\beta \in A^{0,1}(X, E)$ admits the (unique) decomposition $\beta=\beta_{0}+\bar{\partial} \eta$, with harmonic $\beta_{0} \in A^{0,1}(X, E)$ and $\eta \in A^{0}(E)$. Therefore the class $[\beta] \in \mathscr{H}^{0,1}(X, E)$ is uniquely identified by its harmonic representative $\beta_{0}$ with respect to the metric $g_{X}$.

Thus, for any pair $(X,[\beta])$ and $t>0$, we define the Donaldson functional:

$$
\begin{equation*}
D_{t}(u, \eta)=\int_{X}\left(\frac{1}{4}|\nabla u|^{2}-u+t e^{u}+4 e^{(\kappa-1) u}\left\|\beta_{0}+\bar{\partial} \eta\right\|^{2}\right) d A \tag{1.1}
\end{equation*}
$$

with the function $u$ and the section $\eta$ in the appropriate Sobolev spaces.
As observed in [29], it is possible to construct a (CMC) immersion with constant $c$, directly from a critical point of the Donaldson functional $D_{t}$ with

$$
\begin{equation*}
t=1-c^{2}>0 \quad \text { and } \quad \kappa=2 \tag{1.2}
\end{equation*}
$$

Indeed, in this case, if $(u, \eta)$ is a critical point of $D_{t}$, then it satisfies

$$
\left\{\begin{array}{l}
\Delta u+2-2 t e^{u}-8(\kappa-1) e^{(\kappa-1) u}\left\|\beta_{0}+\bar{\partial} \eta\right\|^{2}=0 \quad \text { in } X,  \tag{1.3}\\
\bar{\partial}\left(e^{(\kappa-1) u} *_{E}\left(\beta_{0}+\bar{\partial} \eta\right)\right)=0 .
\end{array}\right.
$$

Therefore, one may check that, if (1.2) holds, then ( $X, e^{u} g_{X}$ ) can be immersed as a (CMC) surface with constant $\pm c$ into a suitable hyperbolic 3-manifold $M^{3} \simeq S \times \mathbb{R}$ with second fundamental form given by $\mathrm{II}=\operatorname{Re}(\alpha)$ and $\alpha=8 e^{u} *_{E}\left(\beta_{0}+\bar{\partial} \eta\right) \in C_{2}(X)$, see [29,32,33] for details. Interestingly, as discussed in [33], system (1.3) can be recasted as Hitchin's selfduality equations for a suitable nilpotent $S L(2, \mathbb{C})$-Higgs bundle (of rank 2 ) and for this reason we refer to $D_{t}$ as a Donaldson functional.

As also anticipated in [29], the following holds:
Theorem 1 ([33]). For given $c \in(-1,1)$, there is a one-to-one correspondence between the space of constant mean curvature c immersions into a 3-manifold of constant sectional curvature -1 and the tangent bundle of $\mathcal{T}_{\mathfrak{g}}(S)$, the latter parametrized by the pairs

$$
(X,[\beta]) \in \mathcal{T}_{\mathfrak{g}}(S) \times \mathscr{H}^{0,1}(X, E), \quad E=T_{X}^{1,0} .
$$

Theorem 1 is a particular case of a more general result established in [33], showing that, for all $t>0$ and $[\beta] \in \mathscr{H}^{0,1}(X, E)$, the Donaldson functional $D_{t}$ admits a unique critical point $\left(u_{t}, \eta_{t}\right)$, which is smooth and corresponds to the global minimum of $D_{t}$.

Such a uniqueness result yields also several interesting algebraic consequences. For example (for $\kappa=2$ and $c=0$ ), we derive a one-to-one correspondence between minimal immersions of $S$ into a (germ of) hyperbolic 3-manifold and the irreducible representation of $\pi_{1}(S)$ into the group $\operatorname{PSL}(2, \mathbb{C})$ of the (orientation preserving) isometry group of $\mathbb{H}^{3}$.

On the grounds of Theorem 1, we can adventure to investigate the existence of (CMC) immersions with constant $c$ reaching the limiting values $c= \pm 1$. Thus, for $\left(u_{c}, \eta_{c}\right)$, the (unique) global minimum of $D_{t}$ with $t=1-c^{2}$ and $\kappa=2$, we can investigate if it survives the passage to the limit, as $|c| \rightarrow 1^{-}$. But we run immediately into trouble, since $u_{c}$ could "blow up", as $|c| \rightarrow 1^{-}$. In fact, by using the blow-up analysis developed for solutions of Liouville equations, we find that actually blow-up can only occur around a finite number of (blow-up) points. We face a particularly delicate situation, when the blow-up point occurs at the "collapsing" of different zeroes of the holomorphic quadratic differential $\alpha_{c}=e^{u_{c}} *_{E}\left(\beta_{0}+\bar{\partial} \eta_{c}\right) \in C_{2}(X)$. Recall that any holomorphic quadratic differential admits $4(g-1) \geq 4$ zeroes in $X$ (counted with multiplicity).

Thus, we devote the following sections to illustrate such a new scenario where, as pointed out in [35] and [41], we have to handle the new phenomenon of "blow-up without concentration." We present the recent results contained in [60,61]. Interestingly, when we deal with blow-up solutions carrying the least possible 'blow-up" mass $8 \pi$ (see (3.19) and (3.20)), the pointwise estimates we obtain in the collapsing case are in striking analogy with the sharp "single bubble" estimates obtained in [8] and [38] for the nonvanishing (hence noncollapsing) case. Observe that no "bubble" is available in the "collapsing" situation.

By using the full power of the whole system (1.3), beyond the information encompassed by the mere Liouville equation, we are able to provide a useful description of (CMC) immersions with constant $c$ "close" to $\pm 1$ in some interesting cases, see Theorems 8 and 9 .

In particular, we show that, for genus $g=2$ and $[\beta] \neq 0$, the Donaldson functional at $t=0$ is always bounded from below. This is a nontrivial information, since for $[\beta]=0$ and $t=0, D_{t=0}$ is always unbounded.

The seminal contribution contained in this note awaits improvements and some geometrical interpretation. We hope that our discussion will stimulate further investigation and new ideas in the pursuit of more complete results.

## 2. BLOW-UP AT COLLAPSING ZEROES: LOCAL ANALYSIS

Let $\Omega \subset \mathbb{R}^{2}$ be an open, bounded, and regular set, and consider the sequence:

$$
\eta_{k} \in C^{2}(\Omega) \cap C^{0}(\bar{\Omega})
$$

satisfying the following Liouville-type problem:

$$
\left\{\begin{array}{l}
-\Delta \eta_{k}=W_{k} e^{\eta_{k}} \quad \text { in } \Omega  \tag{2.1}\\
\max _{\partial \Omega} \eta_{k}-\min _{\partial \Omega} \eta_{k} \leq C, \\
\int_{\Omega} W_{k} e^{\eta_{k}} \leq C
\end{array}\right.
$$

with a weight function $W_{k} \geq 0$.
After the pioneering work of Brezis-Merle [6], a vast literature is now available, concerning the asymptotic behavior of $\eta_{k}$ (possibly along a subsequence), as $k \rightarrow+\infty$, according to various assumptions on $W_{k}$ and its vanishing behavior, see $[2,9,11,39,55,59]$. Motivated by our applications, here we shall take $W_{k}$ to satisfy

$$
\begin{equation*}
W_{k} \geq 0 \quad \text { and } \quad\left\|W_{k}\right\|_{L^{\infty}(\Omega)}+\int_{\Omega} \frac{1}{\left(W_{k}\right)^{\varepsilon_{0}}} \leq C, \quad \text { for some } \varepsilon_{0}>0 \tag{2.4}
\end{equation*}
$$

As in [6], we say that $\eta_{k}$ admits a blow-up point at $z_{0} \in \Omega$, if

$$
\begin{equation*}
\exists z_{k} \rightarrow z_{0} \quad \text { with } \eta_{k}\left(z_{k}\right) \rightarrow+\infty, \quad \text { as } k \rightarrow \infty \tag{2.5}
\end{equation*}
$$

(possibly along a subsequence), and the value

$$
\begin{equation*}
\sigma\left(z_{0}\right)=\lim _{r \rightarrow 0} \liminf _{k \rightarrow+\infty} \int_{B_{r}\left(z_{0}\right)} W_{k} e^{\eta_{k}} \tag{2.6}
\end{equation*}
$$

is called the "blow-up mass" of $\eta_{k}$ at $z_{0}$.
The following result was pointed out in [61], as a general version of previous results contained in $[2,6,55,59]$. We hope it can be useful in other contexts as well.

Proposition 2.1. Let $\eta_{k}$ satisfy (2.1)-(2.3) with $W_{k} \rightarrow W$ uniformly in $C_{\text {loc }}^{0}(\Omega)$, and assume that (2.4) holds. Then (along a subsequence) $\eta_{k}$ satisfies one of the following alternatives, as $k \rightarrow+\infty$ :
(i) $\quad \eta_{k} \rightarrow-\infty$ uniformly on compact sets of $\Omega$;
(ii) $\quad \eta_{k} \rightarrow \eta_{0}$ in $C_{\mathrm{loc}}^{0}(\Omega)$, with $\eta_{0}$ satisfying

$$
\left\{\begin{array}{l}
-\Delta \eta_{0}=W e^{\eta_{0}} \quad \text { in } \Omega \\
\int_{\Omega} W e^{\eta_{0}} \leq C
\end{array}\right.
$$

(iii) (blow-up) there exists a finite set $S$ of blow-up points of $\eta_{k}$ in $\Omega$. Moreover, either
("concentration") $\quad W_{k} e^{\eta_{k}} \rightharpoonup \sum_{q \in \mathcal{S}} \sigma(q) \delta_{q}$ weakly in the sense of measures, and in particular $\eta_{k} \rightarrow-\infty$, uniformly on compact sets of $\Omega \backslash \mathcal{S}$;
or

$$
\begin{array}{ll}
\text { ("no concentration") } & \eta_{k} \rightarrow \eta_{0} \text { in } C_{\mathrm{loc}}^{0}(\Omega \backslash \delta), \\
& W_{k} e^{\eta_{k}} \rightharpoonup \sum_{q \in \mathcal{S}} \sigma(q) \delta_{q}+W e^{\eta_{0}}
\end{array}
$$

weakly in the sense of measures, and $\eta_{0}$ satisfies

$$
\left\{\begin{array}{l}
-\Delta \eta_{0}=W e^{\eta_{0}}+\sum_{q \in S} \sigma(q) \delta_{q} \quad \text { in } \Omega  \tag{2.7}\\
\int_{\Omega} W e^{\eta_{0}} \leq C .
\end{array}\right.
$$

Moreover, the blow-up mass satisfies $\sigma(q) \geq 4 \pi, \forall q \in S$.
Clearly, when alternative (iii) holds, in order to better understand the behavior of $\eta_{k}$ around a blow-up point $q \in S$, it is crucial to identify the specific value of the blow-up mass $\sigma(q)$ in (2.6).

In this respect, we recall the result of Li-Shafrir [39] and Bartolucci-Tarantello [2] in case,

$$
\begin{equation*}
W_{k}(x)=\left|x-p_{k}\right|^{2 \alpha_{k}} h_{k}(x) \quad \text { in } B_{r}(q), \tag{2.8}
\end{equation*}
$$

for $r>0$ sufficiently small, with $p_{k} \in B_{r}(q)$ and

$$
\begin{align*}
& h_{k} \rightarrow h \quad \text { uniformly with } 0<a \leq h \leq b \text { and }\left|\nabla h_{k}\right| \leq A ;  \tag{2.9}\\
& 0 \leq \alpha_{k} \rightarrow \alpha, \quad p_{k} \rightarrow q, \text { as } k \rightarrow+\infty .
\end{align*}
$$

Theorem 2 ([2,39]). If $\eta_{k}$ in Proposition 2.1 satisfies alternative (iii) and for some $q \in S$ the weight function $W_{k}$ satisfies (2.8)-(2.9), then (iii)(a) holds, in the sense that blow-up occurs with a "concentration" property. Furthermore,
(i) if $W(q)>0$ (i.e., $\alpha_{k} \equiv 0$ and (2.9)) then $\sigma(q)=8 \pi$,
(ii) if $\alpha>0$ in (2.9) then $\sigma(q)=8 \pi(1+\alpha)$.

Therefore, we focus on a blow-up point $q \in S$ with $W(q)=0$ and $q$ being the accumulation point of different zeroes of $W_{k}$ (collapsing zeroes). In view of the applications we have in mind, we assume that the zeroes of $W_{k}$ have integral multiplicity.

In [35] this situation was handled in case only two zeroes of $W_{k}$ coalesce at $q$, while the general case was treated in [61], see also [36], [37]. The following "quantization" property for the "blow-up" mass holds:

Theorem 3 ([35,61]). Suppose that $\eta_{k}$ in Proposition 2.1 satisfy alternative (iii). Let $q \in S$ and assume that, for $r>0$ sufficiently small, we have

$$
\begin{equation*}
W_{k}(x)=\left(\prod_{j=1}^{s}\left|x-p_{j, k}\right|^{2 \alpha_{j}}\right) h_{k}(x), \quad \text { for } x \in B_{r}(q) \text { and } s \geq 2, \tag{2.10}
\end{equation*}
$$

and $h_{k}$ satisfies (2.9) in $B_{r}(q), \alpha_{j} \in \mathbb{N}$ and $p_{j, k} \rightarrow q$, as $k \rightarrow+\infty, \forall j=1, \ldots, s$. Then $\sigma(q) \in 8 \pi \mathbb{N}$.

The "local" results above can be used to describe the asymptotic behavior of solutions for Liouville-type equations on a compact Riemann surface $(X, g)$. Denote by $d_{g}(\cdot, \cdot)$ the distance in $(X, g)$. We consider a sequence $\xi_{k} \in C^{2, \alpha}(X)$ satisfying

$$
\begin{equation*}
-\Delta \xi_{k}=R_{k} e^{\xi_{k}}-f_{k} \quad \text { in } X \tag{2.11}
\end{equation*}
$$

where

$$
\begin{align*}
& R_{k}(z)=\left(\prod_{j=1}^{N}\left(d_{g}\left(z, z_{j, k}\right)\right)^{2 \alpha_{j}}\right) g_{k}(z), \quad z \in X  \tag{2.12}\\
& g_{k} \in C^{1}(X): a \leq g_{k} \leq b, \quad\left|\nabla g_{k}\right| \leq A \text { and } g_{k} \rightarrow g_{0} \text { in } C^{0}(X)  \tag{2.13}\\
& z_{j, k} \in X: z_{j, k} \neq z_{l, k}, \quad j \neq l \in\{1, \ldots, N\} \text { and } z_{j, k} \rightarrow z_{j}, j=1, \ldots, N ;  \tag{2.14}\\
& f_{k} \in C^{0, \alpha}(X), \quad f_{k} \rightarrow f_{0} \text { in } L^{p}(X), p>1, \int_{X} f_{0} d A \neq 0 . \tag{2.15}
\end{align*}
$$

As before, we assume that

$$
\begin{equation*}
\alpha_{j} \in \mathbb{N}, \quad j=1, \ldots, N \tag{2.16}
\end{equation*}
$$

In particular, we have that $R_{k} \rightarrow R_{0}$ uniformly in $X$, as $k \rightarrow+\infty$, with

$$
R_{0}(z)=\left(\prod_{j=1}^{N}\left(d_{g}\left(z, z_{j}\right)\right)^{2 \alpha_{j}}\right) g_{0}(z)
$$

We denote by

$$
\begin{equation*}
Z=\left\{z \in X: R_{0}(z)=0\right\} \tag{2.17}
\end{equation*}
$$

the zero set of $R_{0}$. Clearly, $Z=\left\{z_{1}, \ldots, z_{N}\right\}$ with the point $z_{j}$ given in (2.14) for $j=1, \ldots, N$. We must keep in mind that such points are not necessarily distinct, as different zeroes of $R_{k}$ could coalesce to the same zero of $R_{0}$. Therefore, we let $Z_{0}$ be the set (possibly empty) of such "collapsing" zeroes, namely

$$
\begin{gather*}
Z_{0}=\left\{z \in Z: \exists s \geq 2,1 \leq j_{1}<\cdots<j_{s} \leq N\right. \text { such that } \\
\left.z=z_{j_{1}}=\cdots=z_{j_{s}} \text { and } z \notin Z \backslash\left\{z_{j_{1}}, \ldots, z_{j_{s}}\right\}\right\} . \tag{2.18}
\end{gather*}
$$

By combining the "local" results stated above, we can establish the following:

Theorem 4 ([61]). Let $\xi_{k}$ satisfy (2.11) and assume (2.12)-(2.16). Then, along a subsequence, one of the following alternatives holds:
(i) (compactness) $\xi_{k} \rightarrow \xi_{0}$ in $C^{2}(X)$ with

$$
\begin{equation*}
-\Delta \xi_{0}=R_{0} e^{\xi_{0}}-f_{0} \quad \text { in } X \tag{2.19}
\end{equation*}
$$

(ii) (blow-up) there exists a finite blow-up set

$$
\mathcal{S}=\left\{q \in X: \exists q_{k} \rightarrow q \text { and } \xi_{k}\left(q_{k}\right) \rightarrow+\infty, \text { as } k \rightarrow+\infty\right\}
$$

such that $\xi_{k}$ is uniformly bounded in $C_{\mathrm{loc}}^{2}(X \backslash \S)$ and, as $k \rightarrow+\infty$,
(a) either (blow-up with concentration)
$\xi_{k} \rightarrow-\infty \quad$ uniformly on compact sets of $X \backslash \varsigma ;$
$R_{k} e^{\xi_{k}} \rightharpoonup \sum_{q \in S} \sigma(q) \delta_{q} \quad$ weakly in the sense of measures, $\sigma(q) \in 8 \pi \mathbb{N}$.

In particular, $\int_{X} f_{0} d A \in 8 \pi \mathbb{N}$ in this case.
(b) or (blow-up without concentration)

$$
\begin{aligned}
& \xi_{k} \rightarrow \xi_{0} \quad \text { in } C_{\mathrm{loc}}^{2}(X \backslash \mathcal{S}) \\
& R_{k} e^{\xi_{k}} \rightharpoonup R_{0} e^{\xi_{0}}+\sum_{q \in \mathcal{S}} \sigma(q) \delta_{q} \quad \text { weakly in the sense of measures; } \\
& -\Delta \xi_{0}=R_{0} e^{\xi_{0}}+\sum_{q \in \mathcal{S}} \sigma(q) \delta_{q}-f_{0} \quad \text { in } X, \sigma(q) \in 8 \pi \mathbb{N}
\end{aligned}
$$

Furthermore, in case alternative (ii)(b) holds, $S \subset Z_{0}$ and so any blow-up point occurs at a collapsing of zeroes of $R_{k}$.

See [61] for details. As discussed in [35] and [41], all the alternatives of Theorem 4 can actually occur.

Remark 2.1. If in (ii) we have $S \backslash Z_{0} \neq \emptyset$, then blow-up always occurs with the "concentration" property. So (2.20) holds and, by Theorem 2, for $q \in S \backslash Z_{0}$, we have:
(1) $\sigma(q)=8 \pi$, if $q \notin Z$;
(2) $\sigma(q)=8 \pi\left(1+\alpha_{j}\right)$, if $q=z_{j} \in Z \backslash Z_{0}$.

As a direct consequence of Theorem 4, we may extend to the "collapsing" case the "compactness" result, well known to hold in the "non-collapsing" situation:

Corollary 2.1. Under the assumption of Theorem 4, if

$$
\limsup _{k \rightarrow+\infty} \int_{X} R_{k} e^{\xi_{k}} d A<8 \pi
$$

then alternative (i) holds.

Next, we wish to provide more precise information around $q \in S \cap Z_{0}$, a blow-up point of "collapsing" zeroes of $R_{k}$. To this purpose, we "localize" our analysis by introducing in $X$ local holomorphic coordinates around $q$ centered at the origin. Thus, with the obvious manipulations (see, e.g., $[1,2,38]$ ), and with abuse of notation, for $r>0$ small, in $B_{r}=\left\{x \in \mathbb{R}^{2}:|x|<r\right\}$ we may consider a sequence $\xi_{k} \in C^{2, \alpha}\left(B_{r}\right) \cap C\left(\bar{B}_{r}\right)$ satisfying

$$
\left\{\begin{array}{l}
-\Delta \xi_{k}=W_{k} e^{\xi_{k}} \quad \text { in } B_{r},  \tag{2.21}\\
\max _{\partial B_{r}} \xi_{k}-\min _{\partial B_{r}} \xi_{k} \leq C, \quad \int_{B_{r}} W_{k} e^{\xi_{k}} \leq C, \\
\max _{\bar{B}_{r}} \xi_{k}=\xi_{k}(0) \rightarrow+\infty, \quad \text { as } k \rightarrow+\infty,
\end{array}\right.
$$

with

$$
\begin{align*}
& W_{k}(x)=\left(\prod_{j=1}^{s}\left|x-p_{j, k}\right|^{2 \alpha_{j}}\right) h_{k}(x), \quad \text { where } h_{k} \text { satisfies (2.9) in } B_{r} ;  \tag{2.24}\\
& s \geq 2, \quad \alpha_{j} \in \mathbb{N}, p_{j, k} \neq p_{l, k} \text { for } j \neq l ; \\
& p_{j, k} \rightarrow 0, \quad \text { as } k \rightarrow+\infty, \forall j=1, \ldots, s .
\end{align*}
$$

Let us just recall that the bounded oscillation property stated in (2.22) follows from the global problem (2.11) by means of the Green representation formula. We have

$$
\begin{equation*}
\left|\nabla W_{k}\right| \leq A \quad \text { and } \quad W_{k} \rightarrow W \text { in } C_{\mathrm{loc}}^{0}\left(B_{r}\right), \text { as } k \rightarrow+\infty, \tag{2.25}
\end{equation*}
$$

with

$$
\begin{equation*}
W(x)=|x|^{2 \alpha} h(x) \quad \text { and } \quad \alpha=\sum_{j=1}^{s} \alpha_{j} \in \mathbb{N} \tag{2.26}
\end{equation*}
$$

Furthermore, by taking $r>0$ smaller if necessary, we may assume that zero is the only blow-up point of $\xi_{k}$ in $B_{r}$, that is,

$$
\begin{equation*}
\forall 0<\delta<r \exists C_{\delta}>0: \frac{\max }{\bar{B}_{r} \backslash \boldsymbol{B}_{\delta}} \xi_{k} \leq C_{\delta} \tag{2.27}
\end{equation*}
$$

Clearly, under the assumptions above, Theorem 3 applies to $\xi_{k}$ and implies the following for the "blow-up" mass:

$$
\begin{equation*}
\sigma:=\lim _{\delta \rightarrow 0^{+}}\left(\lim _{k \rightarrow+\infty} \int_{B_{\delta}(0)} W_{k} e^{\xi_{k}}\right) \in 8 \pi \mathbb{N} . \tag{2.28}
\end{equation*}
$$

Here, we focus on the case of the least "blow-up" mass, namely when (2.28) holds with

$$
\begin{equation*}
\sigma=8 \pi \tag{2.29}
\end{equation*}
$$

Interestingly, in this case we are able to provide sharp pointwise estimates for $\xi_{k}$ in $B_{r}$. This should be considered a first relevant step. Indeed, the analysis of multiple "blow-up," where $\sigma=8 \pi m$ with $m \in \mathbb{N}$ and $m \geq 2$, typically reduces to the case $\sigma=8 \pi$ after multiple rescaling, unless one ends up with a blow-up point at a "noncollapsing" zero of $W$, described in (ii) of Theorem 2. But in the latter case one can take advantage of the recent estimates in [3] and [67] to complete the analysis. Also we mention [35], where blow-up was analyzed when "collapsing" occurs between two zeroes, i.e., when $s=2$ in (2.24).

The following estimates were derived in [61].
Theorem 5 ([61]). Let $\xi_{k}$ satisfy the assumptions above. If (2.29) holds, then
(i) $\quad \xi_{k}(0)=-\left(\min _{\partial B_{r}} \xi_{k}+2 \sum_{j=1}^{s} 2 \alpha_{j} \log \left|p_{j, k}\right|\right)+O(1)$;
(ii) $\quad \xi_{k}(x)=\log \frac{e^{\xi_{k}(0)}}{\left(1+\frac{1}{8} W_{k}(0) e^{\xi_{k}(0)}|x|^{2}\right)^{2}}+O(1)$;
(iii) $\int_{B_{r}}\left|\nabla \xi_{k}\right|^{2}=-16 \pi\left(\min _{\partial B_{r}} \xi_{k}+\sum_{j=1}^{s} 2 \alpha_{j} \log \left|p_{j, k}\right|\right)+O(1)$.

It is interesting to compare the above estimates with those available in [8] and [38] (see, e.g., Theorem 0.3 in [38]) for solutions of (2.21)-(2.23), when (2.25) holds with $W(0)>0($ instead of $(2.26)$ as considered here). In this case, (2.29) is automatically satisfied (see (i) of Theorem 2) and the estimate (ii) of Theorem 5 is the striking exact analogue of the pointwise estimate provided in Theorem 0.3 of [38]. Furthermore, by considering the sequence

$$
\begin{aligned}
& u_{k}(x)=\xi_{k}(x)+\sum_{j=1}^{s} 2 \alpha_{j} \log \left|x-p_{j, k}\right| \\
& \quad \text { satisfying }-\Delta u_{k}=h_{k} e^{u_{k}}-4 \pi \sum_{j=1}^{s} \alpha_{j} \delta_{p_{j}, k} \text { in } B_{r}
\end{aligned}
$$

we realize that the estimate (i) stated for $\xi_{k}$ in Theorem 5 reduces just to the following "sup + inf" estimate of Harnack type [5] for $u_{k}$ :

$$
\begin{equation*}
u_{k}(0)+\min _{\partial B_{r}} u_{k}=O(1), \tag{2.30}
\end{equation*}
$$

which was established in this form in [58] when the origin is a "noncollapsing" zero of $W$. Therefore, we expect that the estimate (2.30) should remain valid in the "collapsing" case as well, without the assumption (2.29).

We shall use those estimates to describe the asymptotic behavior of minimizers of the Donaldson functional, considered in [29,33].

## 3. ASYMPTOTICS FOR MINIMIZERS OF THE DONALDSON FUNCTIONAL

Let $S$ be a smooth, closed, oriented surface of genus $\mathfrak{g} \geq 2$, and denote by $\mathcal{T}_{\mathfrak{g}}(S)$ the Teichmüller space of conformal structures on $S$, modulo biholomorphisms in the homotopy class of the identity.

We fix a conformal structure $X \in \mathcal{T}_{\mathfrak{g}}(S)$ and denote by $g_{X}$ the corresponding hyperbolic metric on $X$, which will be used as the background metric, with norm $|\cdot|$ and volume element $d A$.

On ( $X, g_{X}$ ) we consider a Donaldson functional assigned in terms of a pair of (conformal) data $(X,[\beta]) \in \mathcal{T}_{\mathfrak{g}}(S) \times \mathscr{H}^{0,1}(X, E)$, where $E=\otimes^{k-1} T_{X}^{1,0}$ with $\kappa \geq 2$ and $T_{X}^{1,0}$ the holomorphic tangent bundle of $X$ and $\mathscr{H}^{0,1}(X, E)=A^{0,1}(X, E) / \bar{\partial}\left(A^{0}(E)\right)$ is the (0,1)Dolbeault cohomology group. We recall that $A^{0,1}(X, E)$ is the space of $(0,1)$-forms in $X$
valued in $E, A^{0}(E)$ is the space of smooth sections of $E$ and $\bar{\partial}: A^{0}(E) \rightarrow A^{0,1}(X, E)$ is the $d$-bar operator. For $\beta \in A^{0,1}(X, E)$, we have the decomposition $\beta=\beta_{0}+\bar{\partial} \eta$, with $\beta_{0}$ a unique harmonic $(0,1)$-form valued on $E$ and $\eta \in A^{0}(E)$. So the class $[\beta] \in \mathscr{H}^{0,1}(X, E)$ is uniquely identified by its harmonic representative $\beta_{0}$. We also recall that, by means of the Hodge star operator $*_{E}: A^{0,1}(E) \rightarrow A^{1,0}\left(E^{*}\right)$ and by Serre's duality theorem (see [66]), for any class $[\beta]=\left[\beta_{0}+\bar{\partial} \eta\right] \in \mathscr{H}^{0,1}(X, E)$ with $\beta_{0}$ harmonic, we can uniquely identify $*_{E} \beta_{0}$ with a holomorphic $\kappa$-differential on $X$. In other words, denoting by $C_{\kappa}(X)$ the space of $\kappa$-holomorphic differentials, we have that $C_{\kappa}(X) \simeq\left(\mathscr{H}^{0,1}(X, E)\right)^{*}$. Moreover, the linear complex space $C_{\kappa}(X)$ is finite dimensional and $\operatorname{dim}_{\mathbb{C}} C_{\kappa}(X)=(2 \kappa-1)(g-1)$. Since $\mathcal{T}_{\mathfrak{g}}(S)$ is a complex cell of dimension $3(\mathfrak{g}-1)$, we find that, for $\kappa=2$, the pair $(X,[\beta]) \in \mathcal{T}_{\mathfrak{g}}(S) \times \mathscr{H}^{0,1}(X, E)$ can be used to parametrize the tangent bundle of $\mathcal{T}_{\mathfrak{g}}(S)$.

In addition, recall that in local holomorphic coordinates $\{z\}$, any $\alpha \in C_{\kappa}(X)$ takes the expression $\alpha=h(d z)^{k}$, with $h$ holomorphic. In this way, a zero for $\alpha$ is well understood, and actually, it is known that $\alpha$ admits $2 \kappa(g-1)$ zeroes in $X$, counted with multiplicity.

At this point, for a given pair $(X,[\beta])$ and $t>0$, we define the Donaldson functional

$$
\begin{equation*}
D_{t}(u, \eta)=\int_{X}\left(\frac{|\nabla u|^{2}}{4}-u+t e^{u}+4 e^{(\kappa-1) u}\left\|\beta_{0}+\bar{\partial} \eta\right\|^{2}\right) d A \tag{3.1}
\end{equation*}
$$

with "natural" (convex) domain

$$
\Lambda=\left\{(u, \eta) \in H^{1}(X) \times W^{1,2}(X, E): \int_{X} e^{(\kappa-1) u}\left\|\beta_{0}+\bar{\partial} \eta\right\|^{2} d A<+\infty\right\}
$$

Here, $H^{1}(X)$ and $W^{1,2}(X, E)$ are the usual Sobolev spaces. Clearly, the functional $D_{t}$ is bounded from below in $\Lambda$.

In [33], the authors have shown that, for any $[\beta] \in \mathscr{H}^{0,1}(X, E)$ and $t>0$, the functional $D_{t}$ attains its infimum on $\Lambda$ at a smooth pair $\left(u_{t}, \eta_{t}\right)$ satisfying

$$
\left\{\begin{array}{l}
\Delta u+2-2 t e^{u}-8(\kappa-1) e^{(\kappa-1) u}\left\|\beta_{0}+\bar{\partial} \eta\right\|^{2}=0 \quad \text { in } X,  \tag{3.2}\\
\bar{\partial}\left(e^{(\kappa-1) u} *_{E}\left(\beta_{0}+\bar{\partial} \eta\right)\right)=0 .
\end{array}\right.
$$

More importantly, it is possible to show the unique solvability of (3.2).
Theorem 6 ([33]). For given $t>0$ and $[\beta] \in \mathscr{H}^{0,1}(X, E)$, the functional $D_{t}$ admits a unique critical point $\left(u_{t}, \eta_{t}\right)$, which corresponds to its global minimum in $\Lambda$. Furthermore, $\left(u_{t}, \eta_{t}\right)$ is smooth and it is the only solution of (3.2).

Such a uniqueness result implies relevant information about the moduli space of minimal, constant mean curvature, and Lagrangean immersions into hyperbolic 3-manifolds, and also about the irreducible representation of the fundamental group $\pi_{1}(S)$ in various character varieties. We refer to [33] and the references therein for more details. Here, we only mention the following consequence of Theorem 6 about the immersion of constant mean curvature (CMC) surfaces:

Corollary 3.1 ( $[29,33])$. For a given $c \in(-1,1)$, there is a one-to-one correspondence between the space of constant mean curvature $c$ immersions of $S$ into 3-manifolds of constant sectional curvature -1 and the tangent bundle of $\mathcal{T}_{\mathfrak{g}}(S)$, the latter parametrized by the
pair

$$
(X,[\beta]) \in \mathcal{T}_{\mathfrak{g}}(S) \times \mathscr{H}^{0,1}(X, E)
$$

Clearly, Corollary 3.1 is a direct consequence of Theorem 6, once we take $\kappa=2$ and $t=1-c^{2}>0$. We refer the reader to [33] for details.

For $X \in \mathcal{T}_{\mathfrak{g}}(S)$ fixed, by this approach, one may be tempted to look for (CMC) immersions of $X$ with constant $c= \pm 1$, simply by taking $t=1-c^{2}$ and by following the solution $\left(u_{t}, \eta_{t}\right)$ to the limit, as $t \rightarrow 0^{+}$. However, this requires a rather delicate analysis. Indeed, it is not even clear for which data $(X,[\beta])$, the functional $D_{0}=D_{t=0}$, given by

$$
\begin{equation*}
D_{0}(u, \eta)=\int_{X}\left(\frac{|\nabla u|^{2}}{4}-u+4 e^{(\kappa-1) u}\left\|\beta_{0}+\bar{\partial} \eta\right\|^{2}\right) d A \tag{3.3}
\end{equation*}
$$

is bounded from below in $\Lambda$. Notice, for example, that for $t>0$ and $[\beta]=0$ (i.e., $\beta_{0}=0$ ),

$$
u_{t}=\log \frac{1}{t}, \quad \eta_{t}=0 \text { and } D_{t}\left(u_{t}, \eta_{t}\right)=\log t \rightarrow-\infty, \quad \text { as } t \rightarrow 0^{+}
$$

Obviously, for $\beta_{0}=0$ and $t=0$, the system of equations (3.2) admits no solutions.
On the other hand, for $[\beta] \neq 0$, the following has been established in [60].
Theorem 7 ([60]). Let $[\beta] \neq 0$ and assume that $D_{0}$ admits a critical point $\left(u_{0}, \eta_{0}\right)$ (or equivalently, the system (3.2) for $t=0$ is solvable). Then $D_{0}$ is bounded from below in $\Lambda$ and $\left(u_{0}, \eta_{0}\right)$ is unique, smooth, and it corresponds to the global minimum of $D_{0}$ in $\Lambda$.

Therefore, as anticipated, to find out if $D_{0}$ admits a critical point, we need to analyze the convergence of $\left(u_{t}, \eta_{t}\right)$ (the global minimum of $\left.D_{t}\right)$, as $t \rightarrow 0^{+}$. We shall see that the failure of convergence of $\left(u_{t}, \eta_{t}\right)$ (along a subsequence) is due to "blow-up" phenomena.

For $\kappa=2$, such an asymptotic analysis allows us to obtain information about (CMC)-immersions, when the constant $c$ approaches the limiting values $\pm 1$. On the other hand, when $\kappa \geq 2$, such an asymptotic analysis permits to follow the behavior of the global minimizer $\left(u_{\lambda}, \eta_{\lambda}\right)$ of the Donaldson functional

$$
\begin{equation*}
D(u, \eta)=\int_{X}\left(\frac{|\nabla u|^{2}}{4}-u+e^{u}+4 e^{(\kappa-1) u}\left\|\lambda \beta_{0}+\bar{\partial} \eta\right\|^{2}\right) d A \tag{3.4}
\end{equation*}
$$

along the $(0,1)$-Dolbeault cohomology classes $[\lambda \beta]$, as $\lambda$ varies in $(0,+\infty)$ and $[\beta] \neq 0$ is fixed in $\mathscr{H}^{0,1}(X, E)$. Indeed, via the transformations

$$
\begin{align*}
t=\lambda^{-\frac{2}{\kappa-1}}, \quad u_{t} & =u_{\lambda}+\frac{2}{\kappa-1} \log \lambda, \quad \eta_{t}=\frac{1}{\lambda} \eta_{\lambda}, \quad \text { and }  \tag{3.5}\\
D_{t}\left(u_{t}, \eta_{t}\right) & =D\left(u_{\lambda}, \eta_{\lambda}\right)-4 \pi(\mathfrak{g}-1) \log \lambda \frac{2}{\kappa-1},
\end{align*}
$$

we can recast the analysis of $\left(u_{\lambda}, \eta_{\lambda}\right)$ (the global minimum of $D$ in (3.4)), as $\lambda \rightarrow+\infty$, to the analysis of $\left(u_{t}, \eta_{t}\right)$ (the global minimum of $D_{t}$ in (3.1)), as $t \rightarrow 0^{+}$.

To start, we notice that, by the strict positivity of the Hessian $D_{t}^{\prime \prime}$ at $\left(u_{t}, \eta_{t}\right)$ (see $[29,33])$ and the Implicit Function Theorem, we can show the $C^{2}$-dependence of $\left(u_{t}, \eta_{t}\right)$ with respect to $t \in(0,+\infty)$. We refer for details to [60], where it is also shown that the expression
$t \int_{X} e^{u_{t}} d A$ is increasing, as a function of $t \in(0,+\infty)$. Since, after integration over $X$ of the first equation in (3.2), we have

$$
\begin{equation*}
t \int_{X} e^{u_{t}} d A+4(\kappa-1) \int_{X} e^{(k-1) u_{t}}\left\|\beta_{0}+\bar{\partial} \eta_{t}\right\|^{2} d A=4 \pi(g-1) \tag{3.6}
\end{equation*}
$$

we may conclude that

$$
\begin{equation*}
\rho_{t}([\beta]):=4(\kappa-1) \int_{X} e^{(\kappa-1) u_{t}}\left\|\beta_{0}+\bar{\partial} \eta_{t}\right\|^{2} d A \in(0,4 \pi(\mathfrak{g}-1)) \tag{3.7}
\end{equation*}
$$

is decreasing in $(0,+\infty)$. These facts lead us to ask the following question:
Question 1. Can we identify the value

$$
\begin{equation*}
\rho([\beta])=\rho\left(\beta_{0}\right)=\lim _{t \rightarrow 0^{+}} 4(\kappa-1) \int_{X} e^{(\kappa-1) u_{t}}\left\|\beta_{0}+\bar{\partial} \eta_{t}\right\|^{2} d A \tag{3.8}
\end{equation*}
$$

in terms of the given cohomology class $[\beta]=\left[\beta_{0}+\bar{\partial} \eta\right] \in \mathscr{H}^{0,1}(X, E)$ ?
To emphasize the relevance of the value $\rho([\beta])$ in (3.8), we observe that, for $[\beta]=\left[\beta_{0}+\bar{\partial} \eta\right] \neq 0$, the interval $(0, \rho([\beta]))$ provides the range of the (decreasing) function

$$
\rho_{t}([\beta])=4(\kappa-1) \int_{X} e^{(\kappa-1) u_{t}}\left\|\beta_{0}+\bar{\partial} \eta_{t}\right\|^{2} d A, \quad \text { as } t \text { varies in }(0,+\infty)
$$

We summarize the following consequences of the above discussion:
Proposition 3.1. Given $[\beta] \in \mathscr{H}^{0,1}(X, E)$, there hold:
(i) $\quad \rho([\beta]) \in[0,4 \pi(g-1)]$ and $\rho([\beta])=0 \Longleftrightarrow[\beta]=0$;
(ii) If $[\beta] \neq 0$, then for every $0<\rho<\rho([\beta])$, there exists a unique $\lambda \in(0,+\infty)$ such that $\rho=4(\kappa-1) \int_{X} e^{(\kappa-1) u_{\lambda}}\left\|\lambda \beta_{0}+\bar{\partial} \eta_{\lambda}\right\|^{2} d A$, where $\left(u_{\lambda}, \eta_{\lambda}\right)$ is the global minimum (and unique critical point) for $D$ in (3.4).

Letting $c_{t}=D_{t}\left(u_{t}, \eta_{t}\right)=\min _{\Lambda} D_{t}$, we see that it is increasing for $t \in(0,+\infty)$ and therefore,

$$
\begin{equation*}
D_{0} \quad \text { is bounded from below on } \Lambda \Longleftrightarrow \inf _{t>0} c_{t}=\lim _{t \rightarrow 0^{+}} c_{t}=c_{0}>-\infty \tag{3.9}
\end{equation*}
$$

and $\inf _{\Lambda} D_{0}=c_{0}$. More importantly, it has been proved in [60] that the following holds:
Proposition 3.2 ([60]). If $D_{0}$ is bounded from below on $\Lambda$ then $\rho([\beta])=4 \pi(g-1)$.
Now the delicate questions are the following:
Question 2.
(i) If $\rho([\beta])=4 \pi(g-1)$, is it true that $D_{0}$ is bounded from below in $\Lambda$ ?
(ii) If $D_{0}$ is bounded from below in $\Lambda$, for which $[\beta] \neq 0$ is the infimum attained?

In order to investigate the questions raised above, we set

$$
\begin{equation*}
\beta_{t}=\beta_{0}+\bar{\partial} \eta_{t} \in A^{0,1}(X, E) \quad \text { and } \quad \alpha_{t}=e^{u_{t}} *_{E} \beta_{t} \tag{3.10}
\end{equation*}
$$

By virtue of the second equation in (3.2), we know that

$$
\alpha_{t} \in C_{\kappa}(X)=\left\{\alpha \in A^{1,0}\left(X, E^{*}\right): \bar{\partial} \alpha=0\right\}, \quad \alpha_{t} \neq 0,
$$

namely $\alpha_{t} \neq 0$ is a holomorphic $\kappa$-differential in $X$, and so it admits $2 \kappa(g-1)$ zeroes in $X$, counted with multiplicity. Moreover, since $C_{\kappa}(X)$ is finite dimensional, all norms of $\alpha_{t}$ are equivalent. Let

$$
\begin{equation*}
s_{t} \in \mathbb{R}: e^{(\kappa-1) s_{t}}=\left\|\alpha_{t}\right\|_{L^{\infty}}^{2} \quad \text { and } \quad \hat{\alpha}_{t}=\frac{\alpha_{t}}{\left\|\alpha_{t}\right\|_{L^{\infty}}}=e^{-\frac{(k-1) s_{t}}{2}} \alpha_{t} . \tag{3.11}
\end{equation*}
$$

Then, as $t \rightarrow 0^{+}$(along a subsequence), we have $\hat{\alpha}_{t} \rightarrow \hat{\alpha}_{0}$ with

$$
\hat{\alpha}_{0} \in C_{\kappa}(X) \quad \text { and } \quad\left\|\hat{\alpha}_{0}\right\|_{L^{\infty}}=1 .
$$

So, also $\hat{\alpha}_{0}$ must vanish at $2 \kappa(g-1)$ points (counted with multiplicity), which correspond to the limits of the zeroes of $\hat{\alpha}_{t}$ (along a subsequence). Obviously, different zeroes of $\hat{\alpha}_{t}$ could coalesce into the same zero of $\hat{\alpha}_{0}$. It is shown in [60] that, in order to describe the asymptotic behavior of $\left(u_{t}, \eta_{t}\right)$ satisfying (3.2), it is possible to use the blow-up analysis discussed in Section 2 for (a subsequence of)

$$
\begin{equation*}
\xi_{t}=-u_{t}+s_{t} \tag{3.12}
\end{equation*}
$$

With this information, it is possible to obtain the following (nontrivial) lower bound:
Proposition 3.3 ([60]). For $[\beta] \in \mathscr{H}^{0,1}(X, E) \backslash\{0\}$, there holds:

$$
\rho([\beta]) \geq \frac{4 \pi}{\kappa-1} \quad \text { with } \rho([\beta]) \text { in (3.8). }
$$

For details, we refer the interested reader to [60].
Next, along a suitable sequence $t_{k} \rightarrow 0^{+}$, we are going to analyze more closely the sequence $\xi_{k}=\xi_{t_{k}}$ in (3.12). To reduce technicalities, from now on we focus on the case

$$
\begin{equation*}
\kappa=2 \tag{3.13}
\end{equation*}
$$

We let $u_{k}=u_{t_{k}}, \eta_{k}=\eta_{t_{k}}, s_{k}=s_{t_{k}}$, and $\alpha_{k}=\alpha_{t_{k}}$, so that the function

$$
\begin{equation*}
\xi_{k}=-\left(u_{k}-s_{k}\right) \tag{3.14}
\end{equation*}
$$

satisfies

$$
\begin{equation*}
-\Delta \xi_{k}=8\left\|\hat{\alpha}_{k}\right\|^{2} e^{\xi_{k}}-f_{k} \quad \text { in } X \tag{3.15}
\end{equation*}
$$

with $f_{k}=2\left(1-t_{k} e^{u_{k}}\right)$ and $\hat{\alpha}_{k}=e^{-\frac{s_{k}}{2}} \alpha_{k}$ satisfying $\left\|\hat{\alpha}_{k}\right\|_{L^{\infty}}=1$. By the maximum principle, we also know that $\left\|f_{k}\right\|_{L^{\infty}(X)} \leq 2$. So, along the given sequence, we can further assume that

$$
f_{k} \rightarrow f_{0} \quad \text { in } L^{p}(X), p>1, \quad \text { and } \quad \hat{\alpha}_{k} \rightarrow \hat{\alpha}_{0} \in C_{2}(X),\left\|\hat{\alpha}_{0}\right\|_{L^{\infty}}=1
$$

So, for $N=4(\mathrm{~g}-1)$ (recall (3.13)), we let $Z=\left\{z_{1}, \ldots, z_{N}\right\}$ be the set of zeroes of $\hat{\alpha}_{0}$, repeated according to their multiplicity. Clearly, the set $Z$ is formed by the limit points of the zeroes of $\hat{\alpha}_{k}$, which may coalesce into the same zero of $\hat{\alpha}_{0}$. Thus, we let $Z_{0}$ the set (possibly empty) of such "collapsing" zeroes of $\hat{\alpha}_{k}$, as defined in (2.18).

Theorem 4 applies to $\xi_{k}$ and (possibly along a subsequence) implies that:
(i) either (compactness) $\xi_{k} \rightarrow \xi_{0}$ in $C^{2}(X)$, as $k \rightarrow+\infty$, and $D_{0}$ is bounded from below and attains its infimum in $\Lambda$;
(ii) or (blow-up) $\xi_{k}$ admits a finite blow-up set

$$
\mathcal{S}=\left\{q_{1}, \ldots, q_{n}: 1 \leq n \leq \mathfrak{g}-1\right\},
$$

and we may have "blow-up with concentration," or "blow-up without concentration," as described respectively in parts (ii)(a) and (ii)(b) of Theorem 4 (with $R_{k}=8\left\|\hat{\alpha}_{k}\right\|^{2}$ and $R_{0}=\left\|\hat{\alpha}_{0}\right\|^{2}$ ).

At this point, by exploiting the full power of the whole system (3.2), it is possible to provide a careful description of the minimizer $\left(u_{k}, \eta_{k}\right)$ of $D_{t_{k}}$ in case of blow-up.

We start to discuss the case where we assume that $S \cap Z=\emptyset$, namely no blowup point coincides with a zero of $\hat{\alpha}_{0}$. In this situation, by Remark 2.1 , we know that only "blow-up with concentration" occurs [6,38]. Therefore,

$$
8 e^{u_{k}}\left\|\alpha_{k}\right\|^{2}=8\left\|\hat{\alpha}_{k}\right\|^{2} e^{\xi_{k}} \rightharpoonup 8 \pi \sum_{l=1}^{n} \delta_{q_{l}}, \quad \text { and we obtain } \rho([\beta])=4 \pi n
$$

To proceed further, we follow [60], and for a given set $P=\left\{x_{1}, \ldots, x_{v}\right\} \subset X$ with $1 \leq v \leq$ ( $g-1$ ), we introduce the following subspace of $C_{2}(X)$ :

$$
Q_{2}[P]=Q_{2}\left[\left\{x_{1}, \ldots, x_{v}\right\}\right]=\left\{\alpha \in C_{2}(X): \alpha \text { vanishes exactly at the set } P\right\} .
$$

By the Riemann-Roch theorem, we have

$$
\operatorname{dim}_{\mathbb{C}} Q_{2}\left[\left\{x_{1}, \ldots, x_{v}\right\}\right]=3(\mathfrak{g}-1)-v
$$

In [60] it has been shown that the following holds:
Theorem 8 ([60]). Assume that $\xi_{k}$ blows up (in the sense of (ii) above). If (3.13) holds and

$$
\begin{equation*}
s \cap Z=\emptyset, \tag{3.16}
\end{equation*}
$$

then (along a subsequence), as $k \rightarrow+\infty$,

$$
\begin{align*}
& \alpha_{k} \rightarrow \alpha_{0} \in C_{2}(X) \quad \text { with } \alpha_{0} \neq 0 \text { vanishing exactly at } Z, \\
& e^{-u_{k}} \rightharpoonup 4 \pi \sum_{q \in S} \frac{1}{\left\|\alpha_{0}\right\|^{2}(q)} \delta_{q} \quad \text { weakly in the sense of measures, }  \tag{3.17}\\
& c_{k}=D_{t_{k}}\left(u_{k}, \eta_{k}\right)=-4 \pi(\mathrm{~g}-1-n) d_{k}+O(1), \quad \text { with } d_{k}=f_{X} u_{k} d A \rightarrow+\infty, \\
& \int_{X} \beta_{0} \wedge \alpha d A=0, \quad \forall \alpha \in Q_{2}[S] . \tag{3.18}
\end{align*}
$$

Furthermore, $\rho([\beta])=\int_{X} \beta_{0} \wedge \alpha_{0} d A=4 \pi n$.
Remark 3.1. Since $\operatorname{dim}_{\mathbb{C}} Q_{2}[S]=3(g-1)-n$, the orthogonality condition (3.18), together with the estimate (3.17) for the global minimizer of $D_{t_{k}}$, seems to indicate that $\xi_{k}$ should admit only one blow-up point $(n=1)$, where the holomorphic quadratic differential $*_{E} \beta_{0}$ does not vanish.

When (3.16) holds, the estimate (3.17) allows us to answer Question 2 posed above. Indeed, if $\rho([\beta])=4 \pi(g-1)$ then $n=g-1$, and therefore, by using (3.17), we find that
$D_{0}$ is bounded from below in $\Lambda$. However, the analysis above seems to suggests that $D_{0}$ may not attain its infimum in $\Lambda$.

Next we wish to acquire some useful information about the blow-up behavior of ( $u_{k}, \eta_{k}$ ) when we no longer assume (3.16). By taking advantage of the blow-up analysis developed in Section 2, we focus to the case where blow-up occurs with the "least" blow-up mass. More precisely, for the blow-up mass

$$
\begin{equation*}
\sigma(q)=\lim _{r \rightarrow 0^{+}}\left(\lim _{k \rightarrow+\infty} \int_{B_{r}(q)} e^{u_{k}}\left\|\beta_{0}+\bar{\partial} \eta_{k}\right\|^{2} d A\right) \in 8 \pi \mathbb{N}, \quad \forall q \in \mathcal{S} \tag{3.19}
\end{equation*}
$$

we assume that

$$
\begin{equation*}
\sigma(q)=8 \pi, \quad \forall q \in S \tag{3.20}
\end{equation*}
$$

Remark 3.2. When (3.20) holds, it is shown in [60] that every blow-up point $q \in S \cap Z$ must correspond to a collapsing of zeroes, that is,

$$
\begin{equation*}
\varsigma \cap Z=\varsigma \cap Z_{0} \tag{3.21}
\end{equation*}
$$

For $q_{l} \in S$ and $r>0$ sufficiently small, let

$$
\begin{equation*}
x_{k, l} \in B_{r}\left(q_{l}\right): \xi_{k}\left(x_{k, l}\right)=\max _{B_{r}\left(q_{l}\right)} \xi_{k} \rightarrow+\infty \quad \text { and } \quad x_{k, l} \rightarrow q_{l}, \text { as } k \rightarrow+\infty \tag{3.22}
\end{equation*}
$$

and set

$$
\begin{equation*}
\mu_{k, l}=\left\|\alpha_{k}\right\|^{2}\left(x_{k, l}\right) . \tag{3.23}
\end{equation*}
$$

In [60], it is shown that the following holds:
Theorem 9 ([60]). Assume (3.20) and suppose that $\mathcal{S} \cap Z \neq \emptyset$. Then (along a subsequence)

$$
s_{k} \rightarrow+\infty, \quad \text { as } k \rightarrow+\infty
$$

Moreover, there exists a set of indices $J \subseteq\{1, \ldots, n\}$ such that, as $k \rightarrow+\infty$,
(i) $\quad \forall l \in J$ we have $q_{l} \in S \cap Z=S \cap Z_{0}$ and $\mu_{k, l} \rightarrow \mu_{l}>0$,

$$
e^{-u_{k}} \rightharpoonup 4 \pi \sum_{l \in J} \frac{1}{\mu_{l}} \delta_{q_{l}} \quad \text { weakly in the sense of measures; }
$$

(ii) $\quad \int_{X} \beta_{0} \wedge \alpha d A=0, \forall \alpha \in C_{2}(X)$ vanishing at $S_{0}=\left\{q_{l} \in S: l \in J\right\} \subset Z_{0}$. In particular, $\int_{X} \beta_{0} \wedge \hat{\alpha}_{0} d A=0$;
(iii) $\mu_{k, l} \rightarrow+\infty$, as $k \rightarrow+\infty, \forall l \in\{1, \ldots, n\} \backslash J$ (if not empty),

$$
\begin{align*}
& c_{k}=D_{t_{k}}\left(u_{k}, \eta_{k}\right)=-4 \pi(\mathrm{~g}-1-n) d_{k}-\sum_{l \in\{1, \ldots, n\} \backslash J} \log \left(\mu_{k, l}\right)+O(1), \\
& \quad \text { with } d_{k}=f_{X} u_{k} d A \rightarrow+\infty . \tag{3.24}
\end{align*}
$$

We can reveal a clearer relation between Theorems 8 and 9 , when $J$ covers the full set of possible indices, namely when $J=\{1, \ldots, n\}$, which is reasonable, as we expect that $n=1$. With the above notations, the following holds:

Corollary 3.2. Under the assumptions of Theorem 9, if in part 2 we have

$$
J=\{1, \ldots, n\}
$$

then $S \subset Z_{0}$. Moreover, as $k \rightarrow+\infty$,
(i) $\quad e^{-u_{k}} \rightarrow 4 \pi \sum_{l=1}^{n} \frac{1}{\mu_{l}} \delta_{q}$ weakly in the sense of measures;
(ii) $\quad c_{k}=-4 \pi(\mathrm{~g}-1-n) d_{k}+O(1)$ with $d_{k}=f_{X} u_{k} d A \rightarrow+\infty$,
and
(iii) $\int_{X} \beta_{0} \wedge \alpha d A=0, \forall \alpha \in Q_{2}[\S]$.

When $\mathfrak{g}=2, \S$ contains at most one single point $(n=1)$, and by virtue of Propositions 3.1 and 3.3, we know that

$$
\rho([\beta])=4 \pi, \quad \text { for every }[\beta] \in \mathscr{H}^{0,1}(X, E) \backslash\{0\} .
$$

Thus, as a consequence of Corollary 2.1 or Theorem 8 and Corollary 3.2, we obtain
Corollary 3.3. For the genus $\mathfrak{g}=2$, the functional $D_{0}$ in (3.3) is bounded from below, whenever $[\beta] \neq 0$.

As a final observation, we add that in Theorem 9 it should be possible to remove the assumption (3.20). However, when (3.20) is no longer valid then also (3.21) cannot be expected to hold (recall Remark 3.2) and so we could end up with a blow-up point $q \in Z \backslash Z_{0}$. Namely, blow-up can occur at a zero of $\hat{\alpha}_{0}$ which does not coincide with a "collapsing" of zeroes of $\hat{\alpha}_{k}$. As well known, in this case one needs to deal with a "multiple bubble" situation where, after rescaling, the "bubbles" are symmetrically placed (see [3]). This fact causes some "cancelation" phenomena that prevents to obtain, as in [60], a nice control on the sequence $s_{k}$. It is likely that the new sharper estimates obtained by Wei-Zhang in [67] may help resolve such difficulties.
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#### Abstract
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## 1. INTRODUCTION

The hydrodynamic stability has been an active field in the fluid mechanics since Reynolds's experiment in 1883 [43]. This field focuses on how the laminar flows become unstable and transit to turbulence $[20,46,57]$. A fundamental model describing the motion of the incompressible fluid is the Navier-Stokes (NS) equations:

$$
\left\{\begin{array}{l}
\partial_{t} v-v \Delta v+v \cdot \nabla v+\nabla p=0  \tag{1.1}\\
\nabla \cdot v=0
\end{array}\right.
$$

where $v=\left(v^{1}(t, x, y, z), v^{2}(t, x, y, z), v^{3}(t, x, y, z)\right)$ is the velocity, $p(t, x, y, z)$ is the pressure, and $v=\operatorname{Re}^{-1}>0$ (Re Reynolds number) is the viscosity coefficient. Let us recall some well-known laminar solutions of (1.1): the plane Couette flow ( $y, 0,0$ ), the plane Poiseuille flow ( $1-y^{2}, 0,0$ ), and the pipe Poiseuille flow $\left(0,0,1-r^{2}\right)$ with $r^{2}=x^{2}+y^{2}$. Our aim is to study the stability of these laminar flows at high Reynolds number, i.e., $\operatorname{Re} \gg 1$.

The plane Couette flow is spectrally stable for any Reynolds number $\operatorname{Re} \geq 0$ [44]. It has been a folklore conjecture that the pipe Poiseuille flow is spectrally stable for any Reynolds number. Recently, we (jointly with Chen) [15] proved that the pipe Poiseuille flow is spectrally stable at high Reynolds number. On the other hand, the experiments and numerics observed that these flows could be unstable and transit to turbulence for small but finite perturbations when the Reynolds number exceeds some critical number [13, 22,42]. In addition, some laminar flows such as plane Poiseuille flow become turbulent at a much lower Reynolds number than that predicted by the eigenvalue analysis. These are the so-called Sommerfeld paradoxes. The resolution of these paradoxes is a long-standing problem in fluid mechanics. For many works dedicated to resolving these paradoxes, see [13] and references therein.

Trefethen et al. [48] provided an explanation about the linear instability via the $\varepsilon$ pseudospectra of the linearized NS operator $\mathscr{L}$ defined by

$$
\sigma_{\varepsilon}(\mathscr{L})=\left\{\lambda \in \mathbb{C}:\left\|(\lambda-\mathscr{L})^{-1}\right\| \geq \varepsilon^{-1}\right\} .
$$

For the plane Couette flow, the spectrum of the linearized operator lies in the stable lower half-plane, but the pseudospectrum extends significantly into the upper half-plane. The pseudomode may be excited to a substantial amplitude by a very small input. This phenomenon is due to the nonnormality of the linear operator. Now the psuedospectrum has become an important concept in the study of nonnormal operators [47]. Li and Lin [35] provided a resolution from the following point of view: there is a sequence of linearly unstable shears which approach the linear shear in the kinetic energy norm but not in the enstrophy norm, and such linear instabilities offer an initiator for the transition from the linear shear to turbulence.

To shed some light on the transition mechanism to turbulence, Trefethen et al. [48] proposed the transition threshold problem: how much disturbance will lead to the instability of the flow and the dependence of disturbance on the Reynolds number. This idea may be traced back to Kelvin [30]. The following mathematical version was formulated by Bedrossian, Germain, and Masmoudi [7]:

Given a norm $\|\cdot\|_{X}$, find a $\beta=\beta(X)$ so that

$$
\begin{aligned}
& \left\|u_{0}\right\|_{X} \leq \operatorname{Re}^{-\beta} \Rightarrow \text { stability } \\
& \left\|u_{0}\right\|_{X} \gg \operatorname{Re}^{-\beta} \Rightarrow \text { instability }
\end{aligned}
$$

The exponent $\beta$ is referred to as the transition threshold. It was conjectured in [48] that
> "Notwithstanding these qualifications, we conjecture that transition to turbulence of eigenvalue-stable shear flows proceeds analogously to our model in that the destabilizing mechanism is essentially linear in the sense described above and the amplitude threshold for transition is $O\left(\operatorname{Re}^{\gamma}\right)$ for some $\gamma<-1$."

Later on, a lot of works were devoted to estimating $\beta$ (see [13] and the references therein). To the best of our knowledge, the community never reached a consensus on what the thresholds should be. Numerical results by Lundbladh, Henningson, and Reddy [38] indicated that for the plane Couette flow, $\beta=1$ for streamwise perturbation and $\beta=\frac{5}{4}$ for oblique perturbation; for the plane Poiseuille flow, $\beta=\frac{7}{4}$ for both streamwise and oblique perturbations. Asymptotic analysis results by Chapman [13] showed that for the plane Couette flow, $\beta=1$ for streamwise and oblique perturbation; for the plane Poiseuille flow, $\beta=\frac{3}{2}$ for streamwise perturbation and $\beta=\frac{5}{4}$ for oblique perturbation.

In the absence of a physical boundary, Bedrossian, Germain, and Masmoudi (BGM) made important progress on the transition threshold problem for the 3D Couette flow in a series of works $[5,6,8]$. It was shown that $\beta \leq 1$ for the perturbations in Gevrey class and $\beta \leq \frac{3}{2}$ for the perturbations in Sobolev space. In [52], we improved the result of [6] to $\beta \leq 1$ in Sobolev space, which means that the regularity of the initial data (at least above $H^{2}$ regularity) does not play an important role in determining the transition threshold. In the presence of a physical boundary, the boundary layer could affect the stability of the flow at the high Reynolds number regime. To understand the boundary layer effect, we (jointly with Chen and Li ) [14] studied the transition threshold problem for the 2D Couette flow in a finite channel $\mathbb{T} \times[-1,1]$. We established various space-time estimates for the linearized NS system by developing the robust resolvent estimate method. Based on this work and [52], we (jointly with Chen) [16] proved that the transition threshold $\beta \leq 1$ in the Sobolev space for the 3D Couette flow in a finite channel $\mathbb{T} \times[-1,1] \times \mathbb{T}$. Therefore, the transition threshold for the 3D Couette flow is inconsistent with the value (some $\beta>1$ ) conjectured in [48] even in the presence of the boundary layer effect. The main reason may be that the infinite-dimensional mixing effects and special null structures in the nonlinearity suppress most of the nonlinear interactions rather than giving what could be predicted by the toy model in [48].

Both BGM's and our works show that these linear effects, namely 3D lift-up, inviscid damping, enhanced dissipation, and boundary layer, play a crucial role in determining the transition from a laminar to turbulent flow at high Reynolds number. In this note, we will first survey some recent important progress about linear inviscid damping and enhanced dissipation for shear flows. Then we will outline some key ingredients in our proof of transition threshold for the 3D Couette flow in a finite channel.

## 2. LINEAR INVISCID DAMPING FOR SHEAR FLOWS

We consider the 2D linearized Euler equation around shear flow $(u(y), 0)$ in a finite channel $\Omega=\{(x, y): x \in \mathbb{T}, y \in[-1,1]\}$ :

$$
\begin{equation*}
\partial_{t} \omega+\mathscr{L} \omega=0,\left.\quad \omega\right|_{t=0}=\omega_{0}(x, y) \tag{2.1}
\end{equation*}
$$

where $\mathscr{L}=u(y) \partial_{x}+u^{\prime \prime}(y) \partial_{x}(-\Delta)^{-1}$ and $\omega$ is the vorticity. Taking the Fourier transform with respect to $x$, the linearized Euler equation (2.1) in terms of the stream function $\psi$ (i.e., $\Delta \psi=\omega)$ is reduced to

$$
\begin{equation*}
\partial_{t} \widehat{\psi}+i \alpha \mathcal{R}_{\alpha} \widehat{\psi}=0, \tag{2.2}
\end{equation*}
$$

where $\mathcal{R}_{\alpha} \widehat{\psi}=-\left(\partial_{y}^{2}-\alpha^{2}\right)^{-1}\left(u^{\prime \prime}(y)-u\left(\partial_{y}^{2}-\alpha^{2}\right)\right) \widehat{\psi}$.
For the Couette flow (i.e., $u(y)=y$ ), Orr [41] observed an important phenomenon that the velocity will tend to 0 as $t \rightarrow \infty$, although the Euler equation is a conserved system. This phenomenon is the so-called inviscid damping, which is the analogue in hydrodynamics of Landau damping [32]; see [45] for similar phenomena in various systems. For general shear flows, the problem is challenging due to the presence of the nonlocal operator $u^{\prime \prime}(y) \partial_{x}(-\Delta)^{-1}$. In this case, the linear dynamics is associated with the singularities at the critical layer $u=c$ of the solution of the Rayleigh equation

$$
(u-c)\left(\Phi^{\prime \prime}-\alpha^{2} \Phi\right)-u^{\prime \prime} \Phi=f
$$

Based on the Laplace transform and singularity analysis of the solution $\phi$ at the critical layer, Case [12] gave the first prediction of linear damping for monotone shear flows. However, Case's argument does not work for nonmonotone flows. Bouchet and Morita [11] may be the first to study the linear damping for nonmonotone shear flows. Based on Laplace tools and numerical computations, they found a new dynamic mechanism, i.e., vorticity depletion phenomena. Assume that for large time

$$
\widehat{\omega}(t, \alpha, y) \sim \omega_{\infty}(y) \exp (-i \alpha u(y) t)+O\left(t^{-\gamma}\right) .
$$

The vorticity depletion means that $\omega_{\infty}(y)$ vanishes at stationary points of $u(y)$. This is another important mechanism leading to the damping for nonmonotone shear flows. Based on this observation and using stationary phase expansion, they predicted similar decay rates of the velocity as in the monotone case.

In a series of works [53-55], we (jointly with Zhao) confirmed Case's prediction on linear damping for monotone shear flows and Bouchet-Morita's prediction for nonmonotone shear flows, including Poiseuille and Kolmogorov flows. Let us review these results. The first result is the linear inviscid damping for monotone flows [53].

Theorem 2.1. Let $u(y) \in C^{4}([0,1])$ be a monotone function. Suppose that the linearized operator $\mathscr{L}$ has no embedding eigenvalues. Assume that $\int_{T} \omega_{0}(x, y) d x=0$ and $P_{\mathscr{L}} \omega_{0}=0$, where $P_{\mathscr{L}}$ is the spectral projection to $\sigma_{d}(\mathscr{L})$. Then it holds that

1. If $\omega_{0}(x, y) \in H_{x}^{-1} H_{y}^{1}$, then

$$
\|V(t)\|_{L^{2}} \leq \frac{C}{\langle t\rangle}\left\|\omega_{0}\right\|_{H_{x}^{-1} H_{y}^{1}}
$$

2. If $\omega_{0}(x, y) \in H_{x}^{-1} H_{y}^{2}$, then

$$
\left\|V^{2}(t)\right\|_{L^{2}} \leq \frac{C}{\langle t\rangle^{2}}\left\|\omega_{0}\right\|_{H_{x}^{-1} H_{y}^{2}}
$$

Now we introduce a class of nonmonotone flows denoted by $\mathcal{K}$, which consists of the functions $u(y)$ satisfying $u(y) \in H^{3}(-1,1)$ and $u^{\prime \prime}(y) \neq 0$ for critical points (i.e., $\left.u^{\prime}(y)=0\right)$ and $u^{\prime}( \pm 1) \neq 0$. For the flows in $\mathcal{K}$, we prove the following linear inviscid damping result and confirm the vorticity depletion phenomenon [54].

Theorem 2.2. Assume that $u(y) \in \mathcal{K}$ and the linearized operator $\mathcal{R}_{\alpha}$ has no embedding eigenvalues. Assume that $\widehat{\omega}_{0}(\alpha, y) \in H_{y}^{1}(-1,1)$ and $P_{\mathcal{R}_{\alpha}} \widehat{\psi}_{0}(\alpha, y)=0$, where $\psi_{0}$ is the stream function and $P_{\mathcal{R}_{\alpha}}$ is the spectral projection to $\sigma_{d}\left(\mathscr{R}_{\alpha}\right)$. Then it holds that

$$
\|\hat{V}(\cdot, \alpha, \cdot)\|_{L_{t}^{2} L_{y}^{2}}+\left\|\partial_{t} \hat{V}(\cdot, \alpha, \cdot)\right\|_{L_{t}^{2} L_{y}^{2}} \leq C_{\alpha}\left\|\widehat{\omega}_{0}(\alpha, \cdot)\right\|_{H_{y}^{1}} .
$$

In particular, $\lim _{t \rightarrow+\infty}\|\hat{V}(t, \alpha, \cdot)\|_{L_{y}^{2}}=0$. If $u^{\prime}\left(y_{0}\right)=0$, then

$$
\lim _{t \rightarrow+\infty} \widehat{\omega}\left(t, \alpha, y_{0}\right)=0
$$

Remark 2.1. For a class of symmetric shear flows, including the Poiseuille and Kolmogorov flows, we can obtain the explicit decay estimates as in the monotone case [54,55]. A very interesting question is to prove the explicit decay estimates for general flows in $\mathcal{K}$.

The proof of Theorem 2.1 is based on the representation formula of the solution. Let $\Omega_{\epsilon}$ be a simply connected domain including the spectrum $\sigma\left(\mathcal{R}_{\alpha}\right)$ of $\mathcal{R}_{\alpha}$. Then the solution $\widehat{\psi}(t, \alpha, y)$ is given by the following Dunford integral:

$$
\widehat{\psi}(t, \alpha, y)=\frac{1}{2 \pi i} \int_{\partial \Omega_{\epsilon}} e^{-i \alpha t c}\left(c-\mathcal{R}_{\alpha}\right)^{-1} \widehat{\psi}(0, \alpha, y) d c .
$$

Let $\Phi(\alpha, y, c)$ be the solution of the inhomogeneous Rayleigh equation with $f(\alpha, y, c)=$ $\frac{\widehat{\omega}_{0}(\alpha, y)}{i \alpha(u-c)}$ and $c \in \Omega_{\epsilon}$ :

$$
\begin{equation*}
\Phi^{\prime \prime}-\alpha^{2} \Phi-\frac{u^{\prime \prime}}{u-c} \Phi=f, \quad \Phi(-1)=\Phi(1)=0 \tag{2.3}
\end{equation*}
$$

Then we find that

$$
\left(c-\mathcal{R}_{\alpha}\right)^{-1} \widehat{\psi}(0, \alpha, y)=i \alpha \Phi(\alpha, y, c)
$$

Therefore, we have

$$
\begin{equation*}
\widehat{\psi}(t, \alpha, y)=\frac{1}{2 \pi} \int_{\partial \Omega_{\epsilon}} \alpha \Phi(\alpha, y, c) e^{-i \alpha c t} d c . \tag{2.4}
\end{equation*}
$$

Thus, the key ingredient of the proof is reduced to solving the inhomogeneous Rayleigh equation (2.3) and deriving uniform estimates of the solution $\Phi$ in $\epsilon$. For this, we need to construct two independent solutions to the homogeneous Rayleigh equation for $c \in \Omega_{\epsilon}$ :

$$
\phi^{\prime \prime}-\alpha^{2} \phi-\frac{u^{\prime \prime}}{u-c} \phi=0 .
$$

Our idea is as follows. Let $\phi=(u(y)-c) \phi_{1}$. Then $\phi_{1}$ satisfies

$$
\left((u(y)-c)^{2} \phi_{1}^{\prime}\right)^{\prime}=\alpha^{2} \phi_{1}(u(y)-c)^{2}
$$

If $\phi_{1}\left(y_{c}, c\right)=1$ and $\phi_{1}^{\prime}\left(y_{c}, c\right)=0$ at $y_{c}$, then we have

$$
\begin{aligned}
\phi_{1}(y, c) & =1+\int_{y_{c}}^{y} \frac{\alpha^{2}}{\left(u\left(y^{\prime}\right)-c\right)^{2}} \int_{y_{c}}^{y^{\prime}} \phi_{1}(z, c)(u(z)-c)^{2} d z d y^{\prime} \\
& =1+\alpha^{2} T \phi_{1}(y, c)
\end{aligned}
$$

Assume that $u$ is monotone and let $y_{c}=u^{-1}\left(c_{r}\right)$ with $c_{r}=\operatorname{Re} c$. The following estimate is crucial: there exists a constant $C$ independent of $A$ so that

$$
\left\|\frac{T f(y, c)}{\cosh A\left(y-y_{c}\right)}\right\|_{L_{y, c}^{\infty}} \leq \frac{C}{A^{2}}\left\|\frac{f(y, c)}{\cosh A\left(y-y_{c}\right)}\right\|_{L_{y, c}^{\infty}}
$$

Then $\phi_{1}(y, c)=\sum_{k=0}^{\infty}\left(\alpha^{2} T\right)^{k}(1)$ by taking $A$ large enough.
The proof of Theorem 2.2 is based on the limiting absorption principle. Consider the inhomogeneous Rayleigh equation:

$$
(u-c)\left(\Phi^{\prime \prime}-\alpha^{2} \Phi\right)-u^{\prime \prime} \Phi=\omega, \quad \Phi(-1)=\Phi(1)=0
$$

where $c \in \Omega \backslash D_{0}, D_{0}=\operatorname{Ran} u$. Using blow-up analysis and a compactness argument, we prove the limiting absorption principle for shear flows $u \in \mathcal{K}$.

Proposition 2.1. If $\mathcal{R}_{\alpha}$ has no embedding eigenvalues, then there exists an $\epsilon_{0}$ such that for $c \in \Omega_{\epsilon_{0}} \backslash D_{0}$, $\Phi$ has the the following uniform bound:

$$
\|\Phi\|_{H^{1}(-1,1)} \leq C\|\omega\|_{H^{1}(-1,1)}
$$

Here $C$ is a constant independent of $\epsilon_{0}$. Moreover, there exists $\Phi_{ \pm}(\alpha, y, c) \in H_{0}^{1}(-1,1)$ for $c \in \operatorname{Ran} u$, such that $\Phi(\alpha, \cdot, c \pm i \epsilon) \rightarrow \Phi_{ \pm}(\alpha, \cdot, c)$ in $C([-1,1])$ as $\epsilon \rightarrow 0+$ and

$$
\left\|\Phi_{ \pm}(\alpha, \cdot, c)\right\|_{H^{1}(-1,1)} \leq C\|\omega\|_{H^{1}(-1,1)}
$$

From (2.4) and Plancherel's formula, we infer that

$$
\begin{aligned}
\|\hat{V}(t, \alpha, y)\|_{H_{t}^{1} L_{y}^{2}}^{2} & =\int_{\mathbb{R}}\left(\|\hat{V}(t, \alpha, \cdot)\|_{L_{y}^{2}}^{2}+\left\|\partial_{t} \hat{V}(t, \alpha, \cdot)\right\|_{L_{y}^{2}}^{2}\right) d t \\
& \leq C \int_{\operatorname{Ran} u}\|\widetilde{\Phi}(\alpha, \cdot, c)\|_{H_{y}^{1}}^{2} d c \leq C\left\|\widehat{\omega}_{0}(\alpha, \cdot)\right\|_{H_{y}^{1}}^{2} .
\end{aligned}
$$

For monotone shear flows, we (jointly with Zhu) also developed the vector field method in the sprit of wave equation [56]. The idea is as follows. We first proved the spacetime estimate of the velocity via the limiting absorption principle. Consider

$$
\partial_{t} \omega+i \alpha \mathcal{R}_{\alpha}^{\prime} \omega=f, \quad \mathcal{R}_{\alpha}^{\prime} \omega=-\left(u^{\prime \prime}\left(\partial_{y}^{2}-\alpha^{2}\right)^{-1}-u\right) \omega .
$$

Using the limiting absorption principle, we can prove that

$$
\begin{align*}
& \|\omega(T)\|_{L^{2}}^{2}+\alpha^{2} \int_{0}^{T}\left(\left\|\partial_{y} \psi(t)\right\|_{L^{2}}^{2}+\alpha^{2}\|\psi(t)\|_{L^{2}}^{2}\right) d t \\
& \quad \leq C\|\omega(0)\|_{L^{2}}^{2}+C \alpha^{-2} \int_{0}^{T}\left(\left\|\partial_{y} f(t)\right\|_{L^{2}}^{2}+\alpha^{2}\|f(t)\|_{L^{2}}^{2}\right) d t=R H S \tag{2.5}
\end{align*}
$$

Moreover, if $f(t, 0)=f(t, 1)=0$, then we also have

$$
\begin{equation*}
\alpha \int_{0}^{T}\left(\left|\partial_{y} \psi(t, 0)\right|^{2}+\left|\partial_{y} \psi(t, 1)\right|^{2}\right) d t \leq R H S \tag{2.6}
\end{equation*}
$$

Then we introduce the vector field $X=\left(1 / u^{\prime}\right) \partial_{y}+i \alpha t$, which commutes with $\partial_{t}+i \alpha u$. We denote

$$
\omega_{1}=X \omega, \quad \psi_{2}=-\left(\partial_{y}^{2}-\alpha^{2}\right)^{-1}\left(\partial_{y} \omega / u^{\prime}\right), \quad \psi_{3}=\psi_{2}-\partial_{y} \psi / u^{\prime}
$$

Then we have

$$
\partial_{t} \omega_{1}+i \alpha \mathcal{R}_{\alpha, \beta}^{\prime} \omega_{1}=-i \alpha\left(u^{\prime \prime \prime} / u^{\prime}\right) \psi+i \alpha u^{\prime \prime} \psi_{3}
$$

Based on the space-time estimate (2.5) and (2.6), we can obtain a uniform estimate for $\|X \omega\|_{L^{2}}$, which implies that $\|V(t)\|_{L^{2}} \leq C\langle t\rangle^{-1}$. More work is needed to prove $\left\|V^{2}(t)\right\|_{L^{2}} \leq$ $C\langle t\rangle^{-2}$. See Section 2 in [56] for the details.

Finally, let us mention some recent important results on linear inviscid damping [4,23,58,59] and nonlinear inviscid damping [10,19,27-29,37,39]. However, when the boundary effect is involved, nonlinear inviscid damping is still a challenging problem [58].

## 3. LINEAR ENHANCED DISSIPATION FOR KOLMOGOROV FLOW

Let us first consider the diffusion-convection equation in $\mathbb{T} \times \mathbb{R}$ :

$$
\partial_{t} \omega-v \Delta \omega+y \partial_{x} \omega=0
$$

Introduce new variables $(\bar{x}, y)=(x-t y, y)$ and set $\widetilde{\omega}(t, \bar{x}, y)=\omega(t, x, y)$. Then the solution $\widehat{\widetilde{\omega}}(t, k, \xi)=\int_{\mathbb{T} \times \mathbb{R}} \widetilde{\omega}(t, x, y) e^{-2 \pi i k x-i 2 \pi \xi y} d x d y$ takes the form

$$
\widehat{\widehat{\omega}}_{\neq}(t, k, \xi)=e^{-\nu(2 \pi)^{2} \int_{0}^{t}\left(k^{2}+(\xi-k \tau)^{2}\right) d \tau} \widehat{\omega}_{\neq}(0, k, \xi) .
$$

Due to $\int_{0}^{t}\left(k^{2}+(\xi-k \tau)^{2}\right) d \tau \geq k^{2} t^{3} / 12$, we deduce that

$$
\left\|\omega_{\neq}(t)\right\|_{L^{2}} \leq e^{-c v t^{3}}\left\|\omega_{\neq}(0)\right\|_{L^{2}} \leq C e^{-c v^{1 / 3} t}\left\|\omega_{\neq}(0)\right\|_{L^{2}}
$$

Here the exponent $v t^{3}$ gives a dissipation time scale $v^{-1 / 3}$, which is much shorter than the dissipation time scale $v^{-1}$. We refer to this phenomenon as the enhanced dissipation, which is also due to the mixing mechanism.

We are concerned with the enhanced dissipation phenomenon for the linearized Navier-Stokes equations around shear flows. In this note, we will review some progress on the enhanced dissipation estimates for the linearized 2D NS equations in the torus $\mathbb{T}_{2 \pi \delta} \times$ $\mathbb{T}_{2 \pi}$ around the Kolmogorov flow ( $-e^{-\nu t} \cos y, 0$ ), which is a solution of the 2 D NS equations:

$$
\begin{equation*}
\partial_{t} \omega+\mathscr{L}_{v}(t) \omega=0,\left.\quad \omega\right|_{t=0}=\omega_{0}(x, y) \tag{3.1}
\end{equation*}
$$

where $\mathscr{L}_{v}(t)=-v \Delta-e^{-v t} \cos y \partial_{x}\left(1+\Delta^{-1}\right)$. Beck and Wayne [2] considered the following model equation by removing the nonlocal part $\Delta^{-1}$ of $\mathscr{L}_{v}(t)$ :

$$
\partial_{t} \omega-v \Delta \omega-e^{-v t} \cos y \partial_{x} \omega=0
$$

Using the hypocoercivity method in [49], they proved the enhanced dissipation rate of the solution in some Banach space $X$ (see (3.7) in [2] ): for any $t \in[0, \tau / \nu]$,

$$
\|\omega(t)\|_{X} \leq C e^{-M \sqrt{v} t}\left\|\omega_{0}\right\|_{X}
$$

Based on numerical results, Beck and Wayne [2] conjectured that the same decay result should hold for $\mathscr{L}_{v}(t)$. In a series of works [34,51,55], we have developed three approaches to solve this conjecture: resolvent estimate method, wave operator method, and hypocoercivity method.

In [51], by developing the hypocoercivity method from [2], we proved the following enhanced dissipation results.

Theorem 3.1. Given $\delta \in(0,1)$ and $\tau>0$, there exist constants $c_{1}>0, C>0$ such that if $\omega$ satisfies (3.1) with $\omega_{0} \in L^{2}$ and $\int_{\mathbb{T}_{2 \pi \delta}} \omega_{0}(x, y) d x=0$, then it holds that, for $0<t \leq \tau / v$,

$$
\begin{aligned}
& \|\omega(t)\|_{L^{2}} \leq C e^{-c_{1} \sqrt{v} t}\left\|\omega_{0}\right\|_{L^{2}}, \\
& \|V(t)\|_{\dot{H}_{x}^{1} L_{y}^{2}} \leq \frac{C e^{-c_{1} \sqrt{v} t}}{\sqrt{1+v t^{3}}}\left\|\omega_{0}\right\|_{L^{2}} .
\end{aligned}
$$

When $\delta=1$, it holds that, for $0<t \leq \tau / \nu$,

$$
\begin{aligned}
& \left\|\left(I-P_{1}\right) \omega(t)\right\|_{L^{2}} \leq C e^{-c_{1} \sqrt{v} t}\left\|\left(I-P_{1}\right) \omega_{0}\right\|_{L^{2}} \\
& \left\|\left(I-P_{1}\right) V(t)\right\|_{\dot{H}_{x}^{1} L_{y}^{2}} \leq \frac{C e^{-c_{1} \sqrt{v} t}}{\sqrt{1+v t^{3}}}\left\|\left(I-P_{1}\right) \omega_{0}\right\|_{L^{2}} .
\end{aligned}
$$

Here $P_{1}$ is the orthogonal projection to the space $W_{1}$ spanned by $\{\cos x, \sin x\}$.
Remark 3.1. Here the enhanced dissipation rate is smaller than that for the Couette flow. This leads to conjecture that, for stable monotone shear flows to the Euler equations, the enhanced dissipation rate should be $\nu^{\frac{1}{3}}$, and the rate should be $\nu^{\frac{1}{2}}$ for stable shear flows with nondegenerate critical points.

Remark 3.2. In addition to the important application to the transition threshold problem [34,36,55], the enhanced dissipation also plays an important role for the suppression of blowup in the Keller-Segel system [9,24,31] and axisymmetrization of 2D viscous vortices [21]. Let us refer to $[3,17,18,23]$ and the references therein for more relevant works.

Taking Fourier transform with respect to $x$ to (3.1), we obtain

$$
\partial_{t} \widehat{\omega}+\mathscr{L}_{\nu}(\alpha, t) \widehat{\omega}=0, \quad \mathscr{L}_{v}=v\left(-\partial_{y}^{2}+\alpha^{2}\right)-i \alpha e^{-v t} \cos y\left(1+\left(\partial_{y}^{2}-\alpha^{2}\right)^{-1}\right)
$$

We write

$$
A=\sin y\left(1+\left(\partial_{y}^{2}-\alpha^{2}\right)^{-1}\right), \quad B=\cos y\left(1+\left(\partial_{y}^{2}-\alpha^{2}\right)^{-1}\right), \quad \gamma(t)=\alpha e^{-v t}
$$

Next we introduce an important inner product structure

$$
\langle u, w\rangle_{*}=\left\langle u, w-\left(\alpha^{2}-\partial_{y}^{2}\right)^{-1} w\right\rangle
$$

An important observation is that under this inner product, the operators $A$ and $B$ are symmetric, i.e.,

$$
\langle u, A w\rangle_{*}=\langle A u, w\rangle_{*}, \quad\langle u, B w\rangle_{*}=\langle B u, w\rangle_{*} .
$$

Moreover, for $|\alpha|>1$, the norm $\|u\|_{*}=\langle u, u\rangle_{*}^{\frac{1}{2}}$ is equivalent to the usual $L^{2}$-norm:

$$
\left(1-\alpha^{-2}\right)\|u\|_{L^{2}}^{2} \leq\|u\|_{*}^{2} \leq\|u\|_{L^{2}}^{2}
$$

We introduce the energy functional:

$$
\begin{aligned}
& E_{0}(t)=\|\widehat{\omega}(t)\|_{*}^{2}, \quad E_{1}(t)=\left\|\partial_{y} \widehat{\omega}(t)\right\|_{*}^{2}, \quad E_{2}(t)=\left\|\partial_{y}^{2} \widehat{\omega}(t)\right\|_{*}^{2}, \\
& \mathcal{E}_{1}(t)=\operatorname{Re}\left(\partial_{y} \widehat{\omega}(t), i A \widehat{\omega}(t)\right\rangle_{*}, \quad \mathcal{E}_{2}(t)=\|\widehat{\omega}(t)\|_{*}^{2}-\|B \widehat{\omega}(t)\|_{*}^{2} .
\end{aligned}
$$

Then we construct the total energy functional as follows:

$$
\Phi(t)=E_{0}(t)+\alpha_{0} v t E_{1}(t)+\beta_{0} v t^{2} \varepsilon_{1}(t)+\gamma_{0} v t^{3} \varepsilon_{2}(t)
$$

with the constants $\alpha_{0}, \beta_{0}, \gamma_{0}$ depending on $\gamma(0)$ so that

$$
\Phi^{\prime}(t) \leq-c|\gamma(0)|^{2} v^{2} t^{3} E_{0}(t), \quad \Phi(t) \geq E_{0}(t)
$$

Then the bound

$$
E_{0}(t) \leq\left(1+c_{2}|\gamma(0)|^{2} v^{2} t^{4}\right)^{-1} E_{0}(0)
$$

follows from the fact that $E_{0}(t)$ is decreasing in $t$. Once the polynomial decay is obtained, the exponential decay can be proved by iteration. Compared with [2], the key difference is that we introduce the new inner product and time dependent weights. This modification is also very effective in removing the logarithmic loss in [2] when achieving the dissipation in the usual $L^{2}$-norm.

In [55], we (jointly with Zhao) used the wave operator method. This idea was first introduced in [33] to study the pseudospectral bound of the Oseen vortices operator. The aim is to construct a wave operator $\mathbb{D}$ so that

$$
\mathbb{D} \cos y\left(1+\left(\partial_{y}^{2}-\alpha^{2}\right)^{-1}\right) \omega=\cos y \mathbb{D} \omega
$$

Then $w=\mathbb{D} \omega$ satisfies

$$
\partial_{t} w-v\left(\partial_{y}^{2}-\alpha^{2}\right) w-i \alpha e^{-v t} \cos y w=-v\left[\partial_{y}^{2}, \mathbb{D}\right] \omega
$$

Moreover, the wave operator $\mathbb{D}$ we constructed has the following important properties:

- $\|\mathbb{D}(\omega)\|_{L^{2}}^{2}=\left\langle\omega, \omega+\left(\partial_{y}^{2}-\alpha^{2}\right)^{-1} \omega\right\rangle ;$
- There exists a constant $C$ independent of $\alpha$ so that

$$
\begin{aligned}
& \|\sin y \mathbb{D}(\omega)\|_{L^{2}}^{2} \geq\left\|\partial_{y} \psi\right\|_{L^{2}}^{2}+\left(\alpha^{2}-1\right)\|\psi\|_{L^{2}}^{2}, \\
& \left\|\partial_{y} \mathbb{D}(\omega)\right\|_{L^{2}} \leq C|\alpha|^{\frac{1}{2}}\|\omega\|_{H^{1}}, \\
& \left\|\partial_{y}^{2} \mathbb{D}(\omega)\right\|_{L^{2}} \leq C|\alpha|^{\frac{3}{2}}\|\omega\|_{H^{2}},
\end{aligned}
$$

where $-\left(\partial_{y}^{2}-\alpha^{2}\right) \psi=\omega$;

- Commutator estimate holds:

$$
\left\|\sin y\left[\partial_{y}^{2}, \mathbb{D}\right] \omega\right\|_{L^{2}} \leq C\left(|\alpha|\|\omega\|_{L^{2}}+\left\|\partial_{y} \omega\right\|_{L^{2}}\right)
$$

The construction of the wave operator was motivated by our study of linear inviscid damping. More precisely, we may write the solution of (2.2) in the form

$$
e^{-i \alpha t \mathcal{R}_{\alpha}} \psi_{0}=\frac{1}{2 \pi i} \int_{\operatorname{Ran} u} e^{-i \alpha t c} \Gamma(y, c) \tilde{\mathbb{D}}\left[\omega_{0}\right](c) d c
$$

An important observation is that

$$
-\tilde{\mathbb{D}}\left[\left(\partial_{y}^{2}-\alpha^{2}\right) e^{-i \alpha t \mathcal{R}_{\alpha}} \psi_{0}\right](c)=e^{-i \alpha t c} \tilde{\mathbb{D}}\left[\omega_{0}\right](c)
$$

Taking the time derivative at $t=0$, we get

$$
-\tilde{\mathbb{D}}\left[\left(\partial_{y}^{2}-\alpha^{2}\right) \mathcal{R}_{\alpha} \psi_{0}\right](c)=c \tilde{\mathbb{D}}\left[\omega_{0}\right](c),
$$

which implies, by taking $c=u(y)$, that

$$
\mathbb{D}\left[u \omega_{0}+u^{\prime \prime} \psi_{0}\right]=u(y) \mathbb{D}\left[\omega_{0}\right] .
$$

Here $u(y)=-\cos y, \mathbb{D}\left[\omega_{0}\right](y)=\Lambda_{o}(y) \tilde{\mathbb{D}}\left[\omega_{0}\right](u(y))$ if $\omega_{0}$ is odd and $\mathbb{D}\left[\omega_{0}\right](y)=$ $\Lambda_{e}(y) \tilde{\mathbb{D}}\left[\omega_{0}\right](u(y))$ if $\omega_{0}$ is even. See Section 2.2 in [55] for the details.

In [34], we (jointly with Li ) used the resolvent estimate method developed in [33] to prove the enhanced dissipation estimates for the linearized NS equations with timeindependent coefficient:

$$
\partial_{t} \omega+\mathscr{L}_{\nu} \omega=0, \quad \mathscr{L}_{v}=-v \Delta-\sin y \partial_{x}\left(1+\Delta^{-1}\right) .
$$

The key ingredient is to establish the following resolvent estimate: given $0<v \leq 1$ and $|\beta|>1$, there exists a constant $C>0$, independent of $v, \lambda, \beta$, such that

$$
\begin{equation*}
\left\|\left(L_{v}-i \lambda\right) w\right\|_{L^{2}} \geq C \nu^{\frac{1}{2}}|\beta|^{\frac{1}{2}}\left(1-\beta^{-2}\right)\|w\|_{L^{2}} \tag{3.2}
\end{equation*}
$$

where $L_{v} w=-v \partial_{y}^{2} w+i \beta(\sin y w+\sin y \varphi)$ with $\left(\partial_{y}^{2}-\beta^{2}\right) \varphi=w$.
In order to deduce the semigroup bound from (3.2), we use Gearhart-Prüss-type lemma for an $m$-accretive operator proved by the first author [50].

Lemma 3.2. Let $H$ be an m-accretive operator in a Hilbert space $X$. Then it holds that, for any $t \geq 0$,

$$
\left\|e^{-t H}\right\| \leq e^{-t \Psi+\pi / 2}
$$

where $\Psi(H)=\inf \{\|(H-i \lambda) u\| ; u \in D(H), \lambda \in \mathbb{R},\|u\|=1\}$.
Now the operator $L_{v}$ is $m$-accretive with respect to the new inner product $\langle\cdot, \cdot\rangle_{*}$. From (3.2), we infer that $\Psi\left(L_{v}\right) \geq c \nu^{\frac{1}{2}}|\beta|^{\frac{1}{2}}\left(1-\beta^{-2}\right)$. Then it follows from Lemma 3.2 that $\left\|e^{-t L_{v}}\right\| \leq C e^{-t \nu^{\frac{1}{2}}}$. In [26], the authors also derive the semigroup bound via establishing the pseudospectral bound of the linearized operator.

Next we give a simple sketch of the proof of (3.2). Notice that

$$
\left(L_{v}-i \beta \lambda\right) w=-v \partial_{y}^{2} w+i \beta(\sin y(w+\varphi)-\lambda w)
$$

We introduce $u=w+\varphi$. Then it suffices to show that

$$
\left\|\mathscr{L}_{\lambda} u\right\|_{L^{2}} \geq C|\nu \beta|^{\frac{1}{2}}\|u\|_{L^{2}}
$$

where $\left(\partial_{y}^{2}-\tilde{\beta}^{2}\right) \varphi=u$ with $\beta^{2}-1=\tilde{\beta}^{2}$ and

$$
\mathscr{L}_{\lambda} u=i \beta[(\sin y-\lambda) u+\lambda \varphi]-v \partial_{y}^{2} u .
$$

Consider the case of $\lambda>1$. Integration by parts gives

$$
\left|\operatorname{Im}\left\langle\mathscr{L}_{\lambda} u, u\right\rangle\right|=\beta\left(\int_{0}^{2 \pi}(\lambda-\sin y)|u|^{2} d y+\lambda\left\|\varphi^{\prime}\right\|_{L^{2}}^{2}+\lambda \tilde{\beta}^{2}\|\varphi\|_{L^{2}}^{2}\right)
$$

which implies

$$
\int_{0}^{2 \pi}(\lambda-\sin y)|u|^{2} d y+\lambda\left\|\varphi^{\prime}\right\|_{L^{2}}^{2}+\lambda \tilde{\beta}^{2}\|\varphi\|_{L^{2}}^{2} \leq \beta^{-1}\left\|\mathscr{L}_{\lambda} u\right\|_{L^{2}}\|u\|_{L^{2}}
$$

Let $\delta \in(0,1]$. Then we have

$$
\begin{aligned}
\|u\|_{L^{2}}^{2} \leq\|u\|_{L^{2}\left(\frac{\pi}{2}+\delta, \frac{5 \pi}{2}-\delta\right)}^{2}+2 \delta\|u\|_{L^{\infty}}^{2} \lesssim & \delta^{-2} \int_{0}^{2 \pi}(\lambda-\sin y)|u|^{2} d y+\delta\|u\|_{L^{\infty}}^{2} \\
\lesssim & \beta^{-1} \delta^{-2}\left\|\mathscr{L}_{\lambda} u\right\|_{L^{2}}\|u\|_{L^{2}} \\
& +v^{-\frac{1}{2}} \delta\left\|\mathscr{L}_{\lambda} u\right\|_{L^{2}}^{\frac{1}{2}}\|u\|_{L^{2}}^{\frac{3}{2}}+\delta\|u\|_{L^{2}}^{2} .
\end{aligned}
$$

Here we used the fact that

$$
\|u\|_{L^{\infty}} \leq\left\|u^{\prime}\right\|_{L^{2}}^{\frac{1}{2}}\|u\|_{L^{2}}^{\frac{1}{2}}+\|u\|_{L^{2}} \leq v^{-\frac{1}{4}}\left\|\mathscr{L}_{\lambda} u\right\|_{L^{2}}^{\frac{1}{4}}\|u\|_{L^{2}}^{\frac{3}{4}}+\|u\|_{L^{2}}
$$

due to $v\left\|u^{\prime}\right\|_{L^{2}}^{2}=\left|\operatorname{Re}\left\langle\mathscr{L}_{\lambda} u, u\right\rangle\right|$. Taking $\delta=\beta^{-\frac{1}{4}} v^{\frac{1}{4}} \ll 1$, we infer

$$
\|u\|_{L^{2}}^{2} \lesssim(\beta \nu)^{-\frac{1}{2}}\left\|\mathscr{L}_{\lambda} u\right\|_{L^{2}}\|u\|_{L^{2}}+(\beta \nu)^{-\frac{1}{4}}\left\|\mathscr{L}_{\lambda} u\right\|_{L^{2}}^{\frac{1}{2}}\|u\|_{L^{2}}^{\frac{3}{2}},
$$

which implies that

$$
\left\|\mathscr{L}_{\lambda} u\right\|_{L^{2}} \gtrsim|\beta v|^{\frac{1}{2}}\|u\|_{L^{2}}
$$

The case of $|\lambda|<1$ is much more difficult. Let $0 \leq y_{1} \leq \frac{\pi}{2} \leq y_{2} \leq \pi$ so that $\lambda=\sin y_{1}=$ $\sin y_{2}$. Let $\delta=\beta^{-\frac{1}{4}} \nu^{\frac{1}{4}} \ll 1$. Then we need to consider the following four types of energy estimates:

$$
\begin{aligned}
& \operatorname{Im}\left\langle\mathscr{L}_{\lambda} u, \chi_{\left(y_{1}, y_{2}\right)} u\right\rangle, \quad \operatorname{Im}\left\langle\mathscr{L}_{\lambda} u, \chi_{\left(y_{1}+\delta, y_{2}-\delta\right)} \frac{u}{\sin y-\lambda}\right\rangle \\
& \operatorname{Im}\left\langle\mathscr{L}_{\lambda} u, \chi_{\left(y_{2}, y_{1}+2 \pi\right)} u\right\rangle, \quad \operatorname{Im}\left\langle\mathscr{L}_{\lambda} u, \chi_{\left(y_{2}+\delta, y_{1}+2 \pi-\delta\right)}^{\sin y-\lambda}\right\rangle
\end{aligned}
$$

See Section 3 in [34] for the details.

## 4. TRANSITION THRESHOLD PROBLEM FOR THE 3D COUETTE FLOW

We consider the transition threshold problem for the 3D Couette flow $U_{*}(y)=$ $(y, 0,0)$ in a finite channel $\Omega=\mathbb{T} \times[-1,1] \times \mathbb{T}$. We introduce the perturbation $u(t, x, y, z)=$ $v(t, x, y, z)-U_{*}(y)$, which solves

$$
\left\{\begin{array}{l}
\partial_{t} u-v \Delta u+y \partial_{x} u+\left(u^{2}, 0,0\right)+\nabla p^{L}+u \cdot \nabla u+\nabla p^{N L}=0  \tag{4.1}\\
\nabla \cdot u=0 \\
u(t, x, \pm 1, z)=0, \quad u(0, x, y, z)=u_{0}(x, y, z)
\end{array}\right.
$$

Here the pressure $p^{L}$ and $p^{N L}$ are determined by

$$
\left\{\begin{array}{l}
\Delta p^{L}=-2 \partial_{x} u^{2}  \tag{4.2}\\
\Delta p^{N L}=-\operatorname{div}(u \cdot \nabla u)=-\partial_{i} u^{j} \partial_{j} u^{i} \\
\left.\left(\partial_{y} p^{L}-v \Delta u^{2}\right)\right|_{y= \pm 1}=0,\left.\quad \partial_{y} p^{N L}\right|_{y= \pm 1}=0
\end{array}\right.
$$

We define

$$
P_{0} f=\bar{f}=\frac{1}{2 \pi} \int_{\mathbb{T}} f(x, y, z) d x, \quad P_{\neq f} f=f_{\neq}=f-P_{0} f
$$

In [16], we prove the following stability result, which implies that the transition threshold $\beta \leq 1$ for the 3D Couette flow in a finite channel.

Theorem 4.1. Assume that $u_{0} \in H_{0}^{1}(\Omega) \cap H^{2}(\Omega)$ with $\operatorname{div} u_{0}=0$. There exist constants $\nu_{0}, c_{0}, \epsilon, C>0$, independent of $\nu$, so that if $\left\|u_{0}\right\|_{H^{2}} \leq c_{0} \nu, 0<\nu \leq \nu_{0}$, then the solution $u$ of the system (4.1) is global in time and satisfies the following stability estimates:

- (Uniform bounds and decay of the background streak)

$$
\begin{aligned}
& \left\|\bar{u}^{1}(t)\right\|_{H^{2}}+\left\|\bar{u}^{1}(t)\right\|_{L^{\infty}} \leq C v^{-1} \min \left(v t+v^{2 / 3}, e^{-v t}\right)\left\|u_{0}\right\|_{H^{2}}, \\
& \left\|\bar{u}^{2}(t)\right\|_{H^{2}}+\left\|\bar{u}^{3}(t)\right\|_{H^{1}}+\left\|\left(\bar{u}^{2}, \bar{u}^{3}\right)(t)\right\|_{L^{\infty}} \leq C e^{-v t}\left\|u_{0}\right\|_{H^{2}} ;
\end{aligned}
$$

- (Rapid convergence to a streak)

$$
\begin{aligned}
& \left\|\left(\partial_{x}, \partial_{z}\right) \partial_{x} u_{\neq}(t)\right\|_{L^{2}}+\left\|\left(\partial_{x}, \partial_{z}\right) \nabla u_{\neq}^{2}(t)\right\|_{L^{2}}+\left\|\left(\partial_{x}^{2}+\partial_{z}^{2}\right) u_{\neq}^{3}(t)\right\|_{L^{2}} \\
& \quad+v^{1 / 4}\left\|u_{\neq}^{2}(t)\right\|_{H^{2}}+v^{1 / 3}\left\|\left(u_{\neq}^{1}, u_{\neq}^{3}\right)(t)\right\|_{H^{1}}+\left\|u_{\neq}^{2}(t)\right\|_{L^{\infty}} \\
& \quad+v^{1 / 6}\left\|\left(u_{\neq}^{1}, u_{\neq}^{3}\right)(t)\right\|_{L^{\infty}} \leq C e^{-2 \epsilon v^{1 / 3}}\left\|u_{0}\right\|_{H^{2}}, \\
& \left\|u_{\neq}\right\|_{L^{\infty} L^{2}}+\sqrt{v}\left\|t\left(u_{\neq}^{1}, u_{\neq}^{3}\right)\right\|_{L^{2} L^{2}}+\left\|\nabla u_{\neq}^{2}\right\|_{L^{\infty} L^{2}} \\
& \quad+\left\|\nabla u_{\neq}^{2}\right\|_{L^{2} L^{2}} \leq C\left\|u_{0}\right\|_{H^{2}} .
\end{aligned}
$$

Let us give some remarks on our result.

1. Global stability estimates in particular imply that

$$
\|u(t)\|_{L^{\infty}} \leq C c_{0} e^{-v t} \rightarrow 0 \quad \text { as } \quad t \rightarrow+\infty .
$$

This means that the 3D Couette flow is nonlinearly stable in the $L^{\infty}$-sense when the perturbation is $o(v)$ in $H^{2}$.
2. Our rigorous analysis shows that various linear effects (including 3D lift-up effect, boundary layer effect, inviscid damping, and enhanced dissipation) play a crucial role in determining the transition threshold. Surprisingly, the transition threshold obtained in this paper is consistent with that for the case of $\Omega=\mathbb{T} \times \mathbb{R} \times \mathbb{T}$ obtained in [52]. This shows that the 3D lift-up may be the main mechanism leading to the instability of the flow even in the presence of the boundary layer effect. Our explanation of this surprise result is that weak nonlinear interaction (or null structure of nonlinear terms) and good linear mechanisms (inviscid damping and enhanced dissipation) counteract the bad effect of the boundary layer.
3. The transition threshold problem is very interesting in an infinite channel $\Omega=$ $\mathbb{R} \times[-1,1] \times \mathbb{T}$. In this case, we need to understand the long wave effect in the $x$ variable. In fact, we conjecture that the threshold may be strictly less than 1 in this case.
4. The asymptotic analysis conducted in [13] indicates that the profile of shear flows may affect the transition threshold. From the results in [13], it seems reasonable to conjecture that the threshold $\beta \leq \frac{3}{2}$ for the plane Poiseuille flow. In [34], Li, Wei, and Zhang proved that the threshold $\beta \leq \frac{7}{4}$ for the 3D Kolmogorov flow. It is unclear whether one can improve it to $\beta \leq \frac{3}{2}$.
5. The transition threshold problem for the pipe Poiseuille flow is completely open. This flow is probably the most interesting and important because it is close to the setting of the experiment conducted by Reynolds in 1883. The experimental result carried out by Hof, Juel, and Mullin [25] conclude that the minimum amplitude of a perturbation required to cause transition scales as the inverse of the Reynolds number, i.e., $O\left(\operatorname{Re}^{-1}\right)$. The subsequent numerical result in [40] agrees with the experiment result in [25] for $\operatorname{Re} \gtrsim 4000$.

Now we give a sketch of some key ingredients of the proof.
First of all, we decompose the solution $u$ into the zero mode $\bar{u}$ and nonzero mode $u_{\neq}$due to their different behaviors. The zero mode $\bar{u}$ satisfies

$$
\begin{align*}
& \left(\partial_{t}-v \Delta\right) \bar{u}^{1}+\bar{u}^{2}+\overline{u \cdot \nabla u^{1}}=0  \tag{4.3}\\
& \left(\partial_{t}-v \Delta\right) \bar{u}^{j}+\partial_{j} \bar{p}+\left(\bar{u}^{2} \partial_{y}+\bar{u}^{3} \partial_{z}\right) \bar{u}^{j}+\overline{u_{\neq} \cdot \nabla u_{\neq}^{j}}=0, \quad j=2,3 . \tag{4.4}
\end{align*}
$$

To estimate nonzero modes, we will use a formulation in terms of the shearwise velocity $u^{2}$ and vorticity $\omega^{2}=\partial_{z} u^{1}-\partial_{x} u^{3}$ :

$$
\left\{\begin{array}{l}
\partial_{t}\left(\Delta u^{2}\right)-v \Delta^{2} u^{2}+y \partial_{x} \Delta u^{2}+\left(\partial_{x}^{2}+\partial_{z}^{2}\right)\left(u \cdot \nabla u^{2}\right)  \tag{4.5}\\
\quad-\partial_{y}\left[\partial_{x}\left(u \cdot \nabla u^{1}\right)+\partial_{z}\left(u \cdot \nabla u^{3}\right)\right]=0 \\
\partial_{t} \omega^{2}-v \Delta \omega^{2}+y \partial_{x} \omega^{2}+\partial_{z} u^{2}+\partial_{z}\left(u \cdot \nabla u^{1}\right)-\partial_{x}\left(u \cdot \nabla u^{3}\right)=0 \\
\partial_{y} u^{2}(t, x, \pm 1, z)=u^{2}(t, x, \pm 1, z)=0, \quad \omega^{2}(x, \pm 1, z)=0
\end{array}\right.
$$

The idea of using $\Delta u^{2}$ may go back to Kelvin's original paper [30]. The main advantage of using $\Delta u^{2}$ is that the equation of $\Delta u^{2}$ does not destroy the linear structure. This important point has played an important role in the works [6,52].

The linearized system of zero mode $\bar{u}$ becomes

$$
\left(\partial_{t}-v \Delta\right) \bar{u}^{1}+\bar{u}^{2}=0, \quad\left(\partial_{t}-v \Delta\right) \bar{u}^{j}+\partial_{j} \bar{p}=0, \quad j=2,3 .
$$

Then it is easy to see that $\left\|\bar{u}^{1}(t)\right\|_{L^{2}} \leq C(1+t) e^{-v t}\left\|u_{0}\right\|_{L^{2}}$. When $t \lesssim v^{-1}, \bar{u}^{1}$ grows linearly in time. This phenomenon is referred to as the $3 D$ lift-up. To keep $\bar{u}^{1}$ small, the perturbation $u_{0}$ should be as small as $o(v)$. From this point of view, our result seems optimal. It also turns out that the 3D lift-up is the worst mechanism leading to the instability.

To estimate $\Delta u^{2}$ and $\omega^{2}$, we need to establish the space-time estimates for the following linearized system:

$$
\left\{\begin{array}{l}
\partial_{t} \omega-v\left(\partial_{y}^{2}-\eta^{2}\right) \omega+i k y \omega=-i k f_{1}-\partial_{y} f_{2}-i \ell f_{3}-f_{4},  \tag{4.6}\\
\left.\omega\right|_{y= \pm 1}=0,\left.\quad \omega\right|_{t=0}=\omega_{i n}
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
\partial_{t} \omega-v\left(\partial_{y}^{2}-\eta^{2}\right) \omega+i k y \omega=F  \tag{4.7}\\
\left(\partial_{y}^{2}-\eta^{2}\right) \varphi=\omega,\left.\partial_{y} \varphi\right|_{y= \pm 1}=\left.\varphi\right|_{y= \pm 1}=0 \\
\left.\omega\right|_{t=0}=\omega_{i n}
\end{array}\right.
$$

Here $\eta^{2}=k^{2}+\ell^{2}$. In [16], we establish the following space-time estimates.
Theorem 4.2. Let $\omega$ be a solution of (4.6) with $f_{4}(t, \pm 1)=0$ and $\omega_{\text {in }}( \pm 1)=0$. Then there exists $\epsilon_{1}>0$ so that, for any $a \in\left[0, \epsilon_{1}\right]$,

$$
\begin{aligned}
& \left\|e^{a v^{1 / 3} t} \omega\right\|_{L^{\infty} L^{2}}^{2}+v\left\|e^{a \nu^{1 / 3} t} \omega^{\prime}\right\|_{L^{2} L^{2}}^{2}+\left(v \eta^{2}+\left(v k^{2}\right)^{1 / 3}\right)\left\|e^{a v^{1 / 3} t} \omega\right\|_{L^{2} L^{2}}^{2} \\
& \quad \leq C\left(\left\|\omega_{i n}\right\|_{L^{2}}^{2}+v^{-1}\left\|e^{a v^{1 / 3} t} f_{2}\right\|_{L^{2} L^{2}}^{2}+(\eta|k|)^{-1}\left\|e^{a \nu^{1 / 3} t} \partial_{y} f_{4}\right\|_{L^{2} L^{2}}^{2}\right. \\
& \left.\quad+\eta|k|^{-1}\left\|e^{a v^{1 / 3} t} f_{4}\right\|_{L^{2} L^{2}}^{2}+\min \left(\left(v \eta^{2}\right)^{-1},\left(v k^{2}\right)^{-1 / 3}\right)\left\|e^{a v^{1 / 3} t}\left(k f_{1}+\ell f_{3}\right)\right\|_{L^{2} L^{2}}^{2}\right) .
\end{aligned}
$$

Moreover, we have

$$
\begin{aligned}
& \left\|e^{a v^{1 / 3} t} \omega^{\prime}\right\|_{L^{\infty} L^{2}}^{2}+v\left\|e^{a v^{1 / 3} t} \omega^{\prime \prime}\right\|_{L^{2} L^{2}}^{2}+v \eta^{2}\left\|e^{a v^{1 / 3} t} \omega^{\prime}\right\|_{L^{2} L^{2}}^{2} \\
& \quad \leq C\left\|\omega_{i n}^{\prime}\right\|_{L^{2}}^{2}+C v^{-\frac{2}{3}}|k|^{\frac{2}{3}}\left(\left\|\omega_{i n}\right\|_{L^{2}}^{2}+(\eta|k|)^{-1}\left\|e^{a \nu^{1 / 3} t} \partial_{y} f_{4}\right\|_{L^{2} L^{2}}^{2}\right. \\
& \left.\quad+\eta|k|^{-1}\left\|e^{a \nu^{1 / 3} t} f_{4}\right\|_{L^{2} L^{2}}^{2}\right)+C v^{-1}\left(\left\|e^{a v^{1 / 3} t}\left(k f_{1}+\ell f_{3}\right)\right\|_{L^{2} L^{2}}^{2}\right. \\
& \left.\quad+v^{-\frac{2}{3}}|k|^{\frac{2}{3}}\left\|e^{a v^{1 / 3} t} f_{2}\right\|_{L^{2} L^{2}}^{2}+\left\|e^{a v^{1 / 3}} \partial_{y} f_{2}\right\|_{L^{2} L^{2}}^{2}\right) .
\end{aligned}
$$

Here $\omega^{\prime}=\partial_{y} \omega$ and $\omega^{\prime \prime}=\partial_{y}^{2} \omega$.
Theorem 4.3. Let $\omega$ solve (4.7) with $\left.\partial_{y} \varphi_{i n}\right|_{y= \pm 1}=0$ and $F=i k f_{1}+\partial_{y} f_{2}+i \ell f_{3}$. Then there exist $\epsilon_{1}>0, \nu_{0}>0$ so that, for any $a \in\left[0, \epsilon_{1}\right], v \in\left(0, \nu_{0}\right)$,

$$
\begin{aligned}
&|k \eta|^{\frac{1}{2}}\left\|e^{a v^{\frac{1}{3}} t}\left(\partial_{y}, \eta\right) \varphi\right\|_{L^{2} L^{2}}+v^{\frac{3}{4}}\left\|e^{a v^{\frac{1}{3}} t} \partial_{y} \omega\right\|_{L^{2} L^{2}}+v^{\frac{1}{2}} \eta\left\|e^{a v^{\frac{1}{3}} t} \omega\right\|_{L^{2} L^{2}} \\
& \quad+\eta\left\|e^{a \nu^{\frac{1}{3} t}}\left(\partial_{y}, \eta\right) \varphi\right\|_{L^{\infty} L^{2}}+v^{\frac{1}{4}}\left\|e^{a v^{\frac{1}{3} t}} \omega\right\|_{L^{\infty} L^{2}} \\
& \quad \leq C v^{-\frac{1}{2}}\left\|e^{a v^{\frac{1}{3}} t}\left(f_{1}, f_{2}, f_{3}\right)\right\|_{L^{2} L^{2}}+C\left(\eta^{-1}\left\|\partial_{y} \omega_{i n}\right\|_{L^{2}}+\left\|\omega_{i n}\right\|_{L^{2}}\right)
\end{aligned}
$$

The proofs of Theorems 4.2 and 4.3 used the resolvent estimate method developed in [14]. The main idea is to separate the resolvent problem into two subproblems:

1. The inhomogeneous problem with favorable boundary conditions

The good boundary conditions avoid the boundary terms caused by the integration by parts argument so that we can establish various resolvent estimates via the direct energy method by choosing suitable multipliers.
2. The homogenous problem with nonvanishing boundary conditions

This step is to match the boundary conditions. We can first use the Airy function or the solution of a simple elliptic problem to construct an approximate solution. Then we can construct the solution to the homogenous problem via solving a perturbation problem with favorable boundary conditions.

The space-time estimates established in Theorems 4.2 and 4.3 encompass four kinds of important linear effects: heat diffusion, enhanced dissipation, inviscid damping, and boundary layer. These estimates should be enough to prove a transition threshold $\beta \leq \frac{5}{3}$. To achieve the sharp threshold, we have to handle the problem in a quasilinear way. That is, we need to consider the full linearized 3D Navier-Stokes system around the flow ( $V(y, z), 0,0)$, which is a small perturbation of the Couette flow, i.e.,

$$
\|V-y\|_{H^{4}} \leq \varepsilon_{0}, \quad V(y, z)-\left.y\right|_{y= \pm 1}=0
$$

with $\varepsilon_{0}$ small enough but independent of $\nu$. We denote

$$
\mathbb{A}_{v, V} u=\mathbb{P}\left(v \Delta u-V \partial_{x} u-\left(\partial_{y} V\left(u^{2}+\kappa u^{3}\right), 0,0\right)\right),
$$

here $\mathbb{P}$ is the Leray projection and $\kappa=\partial_{z} V / \partial_{y} V$. Then we study the following linearized system:

$$
\begin{equation*}
\partial_{t} u_{\neq}-\mathbb{A}_{v, V} u_{\neq}+\vec{g}=0 \tag{4.8}
\end{equation*}
$$

The key point is to exclude the unstable eigenvalues of the operator $\mathbb{A}_{v, V}$. This problem is highly nontrivial. Even for the following linearized equation:

$$
\left\{\begin{array}{l}
\partial_{t} w-v \Delta w+V \partial_{x} w=f \\
\Delta \varphi=w,\left.\quad \varphi\right|_{y= \pm 1}=\left.\partial_{y} \varphi\right|_{y= \pm 1}=0
\end{array}\right.
$$

the linear stability when $V=V(y)$ is close to $y$ was just proved by Almog and Helffer [1]. After applying the Fourier transform with respect to $(t, x)$ and introducing $W=u^{2}+\kappa u^{3}$ and $U=u^{3}$, the problem is reduced to the following linearized system in terms of $(W, U)$ :

$$
\left\{\begin{array}{l}
-v \Delta W+i k(V(y, z)-\lambda) W-a\left(v k^{2}\right)^{1 / 3} W+\left(\partial_{y}+\kappa \partial_{z}\right) p^{L 1}  \tag{4.9}\\
\quad+G_{1}+v(\Delta \kappa) U+2 v \nabla \kappa \cdot \nabla U=0, \\
-v \Delta U+i k(V(y, z)-\lambda) U-a\left(v k^{2}\right)^{1 / 3} U+G_{2}+\partial_{z} p^{L 1}=0, \\
\left.W\right|_{y= \pm 1}=\left.\partial_{y} W\right|_{y= \pm 1}=\left.U\right|_{y= \pm 1}=0,
\end{array}\right.
$$

where $\lambda \in \mathbb{R}$ and

$$
\Delta p^{L 1}=-2 i k \partial_{y} V W, \quad \partial_{x} W=i k W, \partial_{x} U=i k U, \quad \partial_{x} p^{L 1}=i k p^{L 1}
$$

Theorem 4.4. Let $W \in H^{4}(\Omega), U \in H^{2}(\Omega)$ be a solution of (4.9). Then there exist $\epsilon_{1}>0$, $\nu_{0}>0$ so that, for any $a \in\left[0, \epsilon_{1}\right], v \in\left(0, \nu_{0}\right)$,

$$
\begin{aligned}
v^{\frac{1}{3}} & \left(\left\|\partial_{x}^{2} U\right\|_{L^{2}}^{2}+\left\|\partial_{x}\left(\partial_{z}-\kappa \partial_{y}\right) U\right\|_{L^{2}}^{2}\right)+v\left(\left\|\nabla \partial_{x}^{2} U\right\|_{L^{2}}^{2}+\left\|\nabla \partial_{x}\left(\partial_{z}-\kappa \partial_{y}\right) U\right\|_{L^{2}}^{2}\right) \\
& +v^{\frac{1}{3}}\left\|\partial_{x} \nabla W\right\|_{L^{2}}^{2}+v\left\|\partial_{x} \Delta W\right\|_{L^{2}}^{2}+v^{\frac{5}{3}}\left\|\partial_{x} \Delta U\right\|_{L^{2}}^{2} \\
& \leq C v^{-1}\left(\left\|\nabla G_{1}\right\|_{L^{2}}^{2}+\left\|\partial_{x} G_{2}\right\|_{L^{2}}^{2}\right) .
\end{aligned}
$$

In particular, this result shows that the 3D linearized Navier-Stokes system (4.8) around the Couette flow is linearly stable. This theorem is the key and most difficult part in the proof of nonlinear stability. The proof was motivated by our work [52]. The key point is to introduce a good unknown $W_{g}=W-W_{s}$, where $W_{s}$ is the singular part of $W$. Then $w_{g}=\Delta W_{g}$ satisfies

$$
-v \Delta w_{g}+i k(V(y, z)-\lambda) w_{g}-a\left(v k^{2}\right)^{1 / 3} w_{g}=\text { good terms }
$$

For nonlinear stability, we introduce the following energy functionals, which are suitable adaptations of those introduced in [52].
(1) Energy functional of zero mode. We first decompose $\bar{u}^{1}=\bar{u}^{1,0}+\bar{u}^{1, \neq}$ with

$$
\begin{aligned}
& \left(\partial_{t}-v \Delta\right) \bar{u}^{1,0}+\bar{u}^{2}+\bar{u}^{2} \partial_{y} \bar{u}^{1,0}+\bar{u}^{3} \partial_{z} \bar{u}^{1,0}=0 \\
& \left(\partial_{t}-v \Delta\right) \bar{u}^{1, \neq}+\bar{u}^{2} \partial_{y} \bar{u}^{1, \neq}+\bar{u}^{3} \partial_{z} \bar{u}^{1, \neq}+\overline{u_{\neq} \cdot \nabla u_{\neq}^{1}}=0, \\
& \left.\bar{u}^{1,0}\right|_{t=0}=0,\left.\quad \bar{u}^{1, \neq}\right|_{t=0}=\bar{u}^{1}(0),\left.\quad \bar{u}^{1,0}\right|_{y= \pm 1}=0, \quad \bar{u}^{1, \neq\left.\right|_{\mid y= \pm 1}}=0 .
\end{aligned}
$$

The main reason for making this decomposition is that $\bar{u}^{1, \neq}$ has better decay in $v$, and thus $\bar{u}^{1, \neq} \partial_{x}$ could be viewed as a perturbation. In this way, we avoid estimating the higher-order derivatives of nonzero modes. Then we introduce the following energy functional to control the zero mode:

$$
E_{1}=E_{1,0}+v^{-2 / 3} E_{1, \neq}
$$

where

$$
\begin{aligned}
& E_{1,0}=\left\|\bar{u}^{1,0}\right\|_{L^{\infty} H^{4}}+v^{-1}\left\|\partial_{t} \bar{u}^{1,0}\right\|_{L^{\infty} H^{2}}+v^{-\frac{1}{2}}\left\|\partial_{t} \bar{u}^{1,0}\right\|_{L^{2} H^{3}}, \\
& E_{1, \neq}=\| \bar{u}^{1, \neq\left\|_{L^{\infty} H^{2}}+v^{\frac{1}{2}}\right\| \nabla \bar{u}^{1, \neq} \|_{L^{2} H^{2}},}
\end{aligned}
$$

and the energy $E_{2}$ is defined by

$$
\begin{aligned}
E_{2}= & \left\|\Delta \bar{u}^{2}\right\|_{L^{\infty} L^{2}}+v^{\frac{1}{2}}\left\|\nabla \Delta \bar{u}^{2}\right\|_{L^{2} L^{2}}+v^{\frac{1}{2}}\left\|\Delta \bar{u}^{2}\right\|_{L^{2} L^{2}}+v^{-\frac{1}{2}}\left\|\partial_{t} \nabla \bar{u}^{2}\right\|_{L^{2} L^{2}} \\
& +\left\|\nabla \bar{u}^{3}\right\|_{L^{\infty} L^{2}}+v^{\frac{1}{2}}\left\|\Delta \bar{u}^{3}\right\|_{L^{2} L^{2}}+v^{\frac{1}{2}}\left\|\nabla \bar{u}^{3}\right\|_{L^{2} L^{2}}+v^{-\frac{1}{2}}\left\|\partial_{t} \bar{u}^{3}\right\|_{L^{2} L^{2}} \\
& +\left\|\min \left(\left(v^{\frac{2}{3}}+v t\right)^{\frac{1}{2}}, 1-y^{2}\right) \Delta \bar{u}^{3}\right\|_{L^{\infty} L^{2}} \\
& +v^{-\frac{1}{2}}\left\|\min \left(\left(v^{\frac{2}{3}}+v t\right)^{\frac{1}{2}}, 1-y^{2}\right) \nabla \partial_{t} \bar{u}^{3}\right\|_{L^{\infty} L^{2}} \\
& +v^{\frac{1}{2}}\left\|\min \left(\left(v^{\frac{2}{3}}+v t\right)^{\frac{1}{2}}, 1-y^{2}\right) \nabla \Delta \bar{u}^{3}\right\|_{L^{2} L^{2}} .
\end{aligned}
$$

The estimates of $E_{1}$ and $E_{2}$ are based on direct energy estimates for the system (4.3) and (4.4).
(2) Energy functional of nonzero mode (semilinear part). We consider

$$
E_{3}=E_{3,0}+E_{3,1},
$$

where $E_{3,0}$ and $E_{3,1}$ are defined by

$$
\begin{aligned}
E_{3,0}= & v^{\frac{1}{2}}\left\|e^{2 \epsilon \nu^{\frac{1}{3}} t}\left(\partial_{x}, \partial_{z}\right) \Delta u_{\neq}^{2}\right\|_{L^{2} L^{2}}+v^{\frac{3}{4}}\left\|e^{2 \epsilon \nu^{\frac{1}{3}} t} \nabla \Delta u_{\neq}^{2}\right\|_{L^{2} L^{2}} \\
& +\left\|e^{2 \epsilon \nu^{\frac{1}{3}} t}\left(\partial_{x}, \partial_{z}\right) \nabla u_{\neq}^{2}\right\|_{L^{\infty} L^{2}}+\left\|e^{2 \epsilon \nu^{\frac{1}{3}} t} \partial_{x} \nabla u_{\neq}^{2}\right\|_{L^{2} L^{2}} \\
& +\left\|e^{2 \epsilon \nu^{\frac{1}{3}} t}\left(\partial_{x}^{2}+\partial_{z}^{2}\right) u_{\neq}^{3}\right\|_{L^{\infty} L^{2}}+v^{\frac{1}{2}}\left\|e^{2 \epsilon \nu^{\frac{1}{3}} t}\left(\partial_{x}^{2}+\partial_{z}^{2}\right) \nabla u_{\neq}^{3}\right\|_{L^{2} L^{2}}, \\
E_{3,1}= & v^{\frac{1}{3}}\left(\left\|e^{2 \epsilon \nu^{\frac{1}{3}} t} \nabla \omega_{\neq}^{2}\right\|_{L^{\infty} L^{2}}+v^{\frac{1}{2}}\left\|e^{2 \epsilon \nu^{\frac{1}{3}} t} \Delta \omega_{\neq}^{2}\right\|_{L^{2} L^{2}}\right) .
\end{aligned}
$$

The estimate of $E_{3}$ is based on the space-time estimates for the coupled system (4.5) of $\left(\Delta u^{2}, \omega^{2}\right)$ via Theorems 4.2 and 4.3.
(3) Energy functional of nonzero mode (quasilinear part). We now treat

$$
E_{5}=v^{1 / 6}\left\|e^{3 \epsilon \nu^{1 / 3}} \partial_{x}^{2} u_{\neq}^{2}\right\|_{L^{2} L^{2}}+v^{1 / 6}\left\|e^{3 \epsilon \nu^{1 / 3}} \partial_{x}^{2} u_{\neq}^{3}\right\|_{L^{2} L^{2}}
$$

which is vital to control some nonlinear interaction terms with the lift-up effect such as $\bar{u}^{1} \partial_{x} u_{\neq}$and $u_{\neq}^{j} \partial_{j} \bar{u}^{1}(j=2,3)$. The estimate of $E_{5}$ relies on Theorem 4.4.

Based on the linear space-time estimates, combined with a nonlinear interaction estimate, we can derive the following uniform energy estimates:

$$
\begin{aligned}
& E_{1,0} \leq C v^{-1}\left(\left\|u_{0}\right\|_{H^{2}}+E_{2}+E_{2} E_{1,0}\right) \\
& E_{1, \neq} \leq C\left(\left\|u_{0}\right\|_{H^{2}}+v^{-1} E_{2} E_{1, \neq}+v^{-\frac{4}{3}} E_{3}^{2}\right) \\
& E_{2} \leq C\left(1+v^{-1} E_{2}\right)^{2}\left(\|u(0)\|_{H^{2}}+v^{-1} E_{3}^{2}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& E_{3,0}^{2} \leq C\left\|u_{0}\right\|_{H^{2}}^{2}+C\left(E_{3}^{4} / v^{2}+E_{2}^{2} E_{3}^{2} / v^{2}+E_{1}^{2} E_{3} E_{5}+E_{1}^{2} E_{3}^{\frac{3}{2}} E_{5}^{\frac{1}{2}}\right) \\
& E_{3,1}^{2} \leq C\left(\left\|u_{0}\right\|_{H^{2}}^{2}+v^{-2} E_{3}^{4}+v^{-\frac{4}{3}} E_{2}^{2} E_{3}^{2}+E_{1}^{2} E_{3} E_{5}+E_{1}^{2} E_{3}^{\frac{7}{4}} E_{5}^{\frac{1}{4}}+E_{1}^{2} E_{3}^{\frac{3}{2}} E_{5}^{\frac{1}{2}}\right)
\end{aligned}
$$

as well as

$$
E_{5}^{2} \leq C E_{6}^{2} \leq C\left\|u_{0}\right\|_{H^{2}}^{2}+C\left(E_{1}^{2}+v^{-2} E_{2}^{2}\right) E_{6}^{2}+C v^{-2} E_{3}^{4},
$$

where $E_{6}$ is an auxiliary energy functional (see Section 14 in [16] for the definition of $E_{6}$ ). When the perturbation $\left\|u_{0}\right\|_{H^{2}} \leq c_{0} \nu, E_{1}$ is small due to the lift-up effect, while $E_{2}, E_{3}$, and $E_{5}$ are as small as $o(v)$.
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## 1. INTRODUCTION

The objective of this article is to describe recent progress in the mathematical analysis of the Einstein equations of general relativity. General relativity is the theory of gravitation postulated by Einstein in 1915. It superseded the Newtonian theory and rose to one of the best experimentally tested physical theories we have. The Einstein equations can accurately describe violent astrophysical processes happening in our universe (such as the merger of black holes), they provide a model for the evolution and dynamics of our entire universe in cosmology, and they are also central for the functioning of the ubiquitously used GPS system on Earth. Recent experimental breakthroughs such as the detection of gravitational waves, a prediction of Einstein's theory, have inspired new developments in mathematics and physics some of which we shall discuss below.

This article consists of three main parts, which are aimed at readers with potentially different levels of expertise. The first part (Section 1) contains an introduction to some of the basic geometric and analytic principles governing the study of general relativity (with emphasis on the issue of diffeomorphism invariance of the governing equations). It also includes examples of black hole solutions and a discussion of their geometry. This part is intended for mathematicians who are perhaps familiar with the theory of partial differential equations but have otherwise little prior knowledge of general relativity.

The second and main part (Section 2) contains a review of recent mathematical results that have been obtained in the study of the stability of black holes. This part is aimed mostly at readers who have had some previous experience with the study of wave equations on curved backgrounds; familiarity with the Einstein equations will be useful for the results on nonlinear or linearized gravity. Research during the past 15-20 years pioneered the techniques that led in particular to the powerful nonlinear results which have been obtained in the past five years and that we shall describe in more detail. We have kept the discussion rather informal: theorems are often stated rather loosely in order to avoid introducing too much notation; additional details are provided in the text. We hope that our descriptions of the main ideas of the proofs can serve as an invitation to delve into the papers in this area in some more detail.

The third part (Section 3) is concerned with the issue of singularities. We shall discuss the structure of singularities appearing inside black holes as well as their stability, which is related to Penrose's famous Strong Cosmic Censorship conjecture. We also discuss results concerning naked singularities, which are related to Weak Cosmic Censorship.

Unfortunately, in this overview we cannot do justice to the wide range of developments in mathematical relativity. The choice of topics is influenced both by our personal expertise and taste. In particular, we almost exclusively focus on the vacuum equations. There are many exciting developments that we will not be able to discuss: these include recent progress on the weak limit of the Einstein equations (e.g., Burnett's conjecture [32,123], also [155]) and the structure and dynamics of cosmological singularities (stable big bang formation [82,83,181]), among others.

### 1.1. The Einstein equations

From a mathematical point of view, the Einstein equations constitute a set of nonlinear partial differential equations formulated in the language of differential geometry with the dynamical variable being a Lorentzian manifold $(\mathcal{M}, g)$ :

$$
\begin{equation*}
\operatorname{Ric}(g)-\frac{1}{2} R g+\Lambda g=8 \pi \mathbb{T} \tag{1.1}
\end{equation*}
$$

Here $\operatorname{Ric}(g)$ and $R=\operatorname{tr}_{g}$ Ric denote the Ricci tensor and scalar curvature of $(\mathcal{M}, g), \Lambda$ is the cosmological constant, and $\mathbb{T}$ is the stress-energy-momentum tensor of the matter present in the spacetime. Below we shall mostly restrict attention to the vacuum case $\mathbb{T}=0$ for which the equations (1.1), unlike their Newtonian analogue, already exhibit extremely rich dynamics, although comments will be made about the analysis of spacetimes with matter. Furthermore, we will focus on the physical case $\operatorname{dim} \mathcal{M}=4$.

Applying the trace reversal operator $\mathrm{G}_{g}: T \mapsto T-\frac{1}{2} g \operatorname{tr}_{g} T$ to equation (1.1) yields the following equivalent form of the Einstein equations:

$$
\begin{equation*}
\operatorname{Ric}(g)-\Lambda g=8 \pi\left(\mathbb{T}-\frac{1}{2} g \operatorname{tr}_{g} \mathbb{T}\right) \quad(=0 \text { in vacuum }) \tag{1.2}
\end{equation*}
$$

### 1.2. The Cauchy problem and generalised harmonic gauges

While not immediate from the coordinate independent formulation (1.1), from a PDE point of view (1.1) should be viewed as a hyperbolic system of equations, i.e., as a system admitting an appropriate initial value problem. The geometric notion of initial data is as follows:

Definition 1. A triple $(\Sigma, \bar{g}, K)$ consisting of a smooth Riemannian manifold $(\Sigma, \bar{g})$ and a smooth symmetric 2-tensor $K$ on $\Sigma$ is called a (smooth) vacuum initial data set for (1.1) (i.e., with $\mathbb{T}=0$ ) if it satisfies the constraint equations

$$
\begin{equation*}
\bar{R}+(\overline{\operatorname{tr}} K)^{2}-|K|_{\bar{g}}^{2}=2 \Lambda, \quad \overline{\operatorname{div}} K-\mathrm{d} \overline{\operatorname{tr}} K=0 \tag{1.3}
\end{equation*}
$$

Theorem $1([39,40,180,187])$. Let $(\Sigma, \bar{g}, K)$ be a smooth vacuum initial data set. Then there exists a unique smooth maximum Cauchy development, i.e., an $(\mathcal{M}, g)$ with the property that
(1) $(\mathcal{M}, g)$ solves $(1.1)$ with $\mathbb{T}=0$.
(2) There exists an embedding $i: \Sigma \rightarrow \mathcal{M}$ such that $i(\Sigma)$ is a Cauchy hypersurface in $(\mathcal{M}, g)$ and such that the induced metric and second fundamental form of the embedding agree with $\bar{g}$ and $K$.
(3) If ( $\tilde{\mathcal{M}}, \tilde{g})$ also satisfies (1) and (2), then there exists an isometric embedding $(\tilde{\mathcal{M}}, \tilde{g}) \rightarrow(\mathcal{M}, g)$ commuting with the embeddings of $\Sigma$.

We remark that the constraint equations (1.3) are the Gauss and Gauss-Codazzi equations induced by (1.1) on $\Sigma$ and thus necessary conditions. We also note that for simplicity we have stated the theorem in the smooth category although one typically proves Sobolev versions of the result. Finally, the manifold $\mathcal{M}$ is diffeomorphic to $\mathbb{R} \times \Sigma$ [21].

Theorem 1 allows one to talk sensibly about the dynamics of solutions to the Einstein equations. This will allow us to formulate the problem of stability in Section 2.

Proving Theorem 1 requires fixing a gauge. This is a mechanism to eliminate the diffeomorphism covariance of (1.1), i.e., the fact that for any diffeomorphism $\phi: \mathcal{M} \rightarrow \mathcal{M}$, the pullback $\phi^{*} g$ is a solution of (1.1) whenever $g$ is. Consider first a local problem in which $\Sigma=B(0,1) \subset \mathbb{R}^{3}$ is the unit ball, and we aim to construct, in a neighborhood of $i(\Sigma)=\{0\} \times \Sigma \subset \mathcal{M}^{\prime}:=\mathbb{R} \times B(0,1)$, a solution $g$ of (1.1) which induces the data $(\bar{g}, K)$ at the hypersurface $\{0\} \times B(0,1)$. In local coordinates $(t, x)=\left(z^{0}, z^{1}, z^{2}, z^{3}\right)$ on $\mathcal{M}^{\prime}$, equation (1.2) for the metric $g=\left(g_{i j}\right)_{1 \leq i, j \leq 4}$ takes the form

$$
\begin{align*}
\operatorname{Ric}(g)_{i j}-\Lambda g_{i j}=- & \frac{1}{2} g^{k \ell} \partial_{k} \partial_{\ell} g_{i j}+\frac{1}{2}\left(\partial_{i} W_{j}(z, g, \partial g)+\partial_{j} W_{i}(z, g, \partial g)\right) \\
& +N_{i j}(z, g, \partial g)=0 \tag{1.4}
\end{align*}
$$

(with summation over repeated indices), where $\left(g^{i j}\right)$ is the matrix inverse of $\left(g_{i j}\right)$, furthermore $N_{i j}(z, g, \partial g)$ is a nonlinear expression in the coefficients of $g$ and its first coordinate derivatives, and finally

$$
W_{i}(z, g, \partial g)=g_{i \ell} g^{j k} \Gamma_{j k}^{\ell},
$$

with $\Gamma_{j k}^{i}=\Gamma_{j k}^{i}(g)$ denoting the Christoffel symbols of $g$. Given any gauge source functions $F_{i}=F_{i}(z, g)$, we then aim to solve equation (1.4) in the generalized harmonic gauge $W_{i}(z, g, \partial g)=F_{i}(z, g)$. (The special case $F_{i}=0$ is the wave coordinate gauge. ${ }^{1}$ ) Inserting this gauge condition into (1.4), one obtains a system of quasilinear wave equations for the metric coefficients $g_{i j}$, with principal part given by $-\frac{1}{2} \square_{g} g_{i j}$. We can write this system in the compact form

$$
\begin{equation*}
P(g):=\operatorname{Ric}(g)-\Lambda g-\delta_{g}^{*}(W-F)=0 \tag{1.5}
\end{equation*}
$$

where $W=W_{i} \mathrm{~d} z^{i}$ and $F=F_{i} \mathrm{~d} z^{i}$, and $\delta_{g}^{*}$ is the symmetric gradient defined by $\left(\delta_{g}^{*} \omega\right)_{i j}=$ $\frac{1}{2}\left(\omega_{i ; j}+\omega_{j ; i}\right)$ where $\omega_{i ; j}:=\left(\nabla_{\partial_{j}} \omega\right)\left(\partial_{i}\right)$. For future purposes, note that $P(g)=0$ is a quasilinear wave equation when $g$ is Lorentzian, whether $W-F=0$ or not. Equation (1.5) is called the gauge-fixed Einstein (vacuum) equation.

One now solves the initial value problem in the gauge $W-F=0$ as follows:
(1) One constructs (algebraically, i.e., without having to solve any differential equation) smooth Cauchy data $\left(g^{0}, g^{1}\right)$, where $g^{\mu}=\left(g_{i j}^{\mu}(x)\right)$ is a spacetime symmetric 2 -tensor (symmetric $4 \times 4$ matrix) on $\Sigma$, in such a way that $\bar{g}$, resp. $K$ are the induced metric, resp. second fundamental form of $\{0\} \times \Sigma$ induced by any spacetime metric $g$ on $\mathcal{M}^{\prime}$ with $\left(g^{0}, g^{1}\right)=\left(\left.g\right|_{t=0},\left.\partial_{t} g\right|_{t=0}\right)$. Moreover, the flexibility in the choice of $\left(g^{0}, g^{1}\right)$ is used to ensure that the gauge condition $W-F=0$ is satisfied at $t=0$; the verification of this condition indeed only requires knowledge of the Cauchy data $\left(g^{0}, g^{1}\right)$.
$1 \quad$ The terminology arises from the fact that $W^{i}=\square_{g} z^{i}$ where $\square_{g}=|g|^{-1 / 2} \partial_{i}|g|^{1 / 2} g^{i j} \partial_{j}$ is the scalar wave operator. That is, in the wave coordinate gauge, the coordinate functions $z^{i}$ satisfy the homogeneous wave equation.
(2) One solves the initial value problem $P(g)=0,\left.\left(g, \partial_{t} g\right)\right|_{t=0}=\left(g_{0}, g_{1}\right)$ for $g$. Since this is a quasilinear wave equation, one has local existence and uniqueness of solutions (but solutions may develop singularities in finite time).
(3) The constraint equations (1.3) together with $P(g)=0$ and $W-F=0$ at $i(\Sigma)$ can be shown to imply, via a direct computation, that also $\partial_{t}(W-F)=0$ at $\Sigma$.
(4) The second Bianchi identity is equivalent to the statement that for any metric $g$, one has $\operatorname{div}_{g} \mathrm{G}_{g} \operatorname{Ric}(g)=0$. Applying $\operatorname{div}_{g} \mathrm{G}_{g}$ to equation (1.5) thus produces a decoupled equation for $W-F$,

$$
\operatorname{div}_{g} \mathrm{G}_{g} \delta_{g}^{*}(W-F)=0
$$

This is a homogeneous wave equation with principal part $-\frac{1}{2} \square_{g}(W-F)$. Since $W-F$ has trivial Cauchy data at $i(\Sigma)$, we conclude that $W-F \equiv 0$ in the domain of dependence of $i(\Sigma)$ with respect to the metric $g$.
(5) Plugging $W-F=0$ into (1.5) shows that also $\operatorname{Ric}(g)-\Lambda g=0$ in the same domain.

This argument also shows that solutions of the Einstein vacuum equations obey finite speed of propagation. Thus, passing from local solutions to the maximal Cauchy development can be accomplished by carefully gluing together local solutions.

We point out that different choices of gauge source functions $F_{i}$ may cause singularities to form at different subsets of spacetime. For controlling the global evolution of spacetimes, it is thus of central importance to make a well-informed choice of $F_{i}$; there is no known method to make an optimal or even a good choice in general. A particularly geometric choice can be made when $\mathcal{M}=\mathbb{R} \times \Sigma$ is already equipped with a "background metric" $g^{0}$ : in this case one can take $F_{i}=g_{i \ell} g^{j k} \Gamma_{j k}^{\ell}\left(g^{0}\right)$, and the gauge condition $W-F=0$ is equivalent to the requirement that the pointwise identity map $(\mathcal{M}, g) \rightarrow\left(\mathcal{M}, g^{0}\right)$ be a wave map [93].

An attractive feature of (1.5) is that it highlights the principally scalar (albeit tensorial) character of the gauge-fixed Einstein equation. Thus, many aspects of its analysis are no more difficult than for the linear scalar wave equation, while one retains the flexibility to work in particular coordinates, or splittings of the tangent or cotangent bundles, wherever needed. Further aspects of (variants of) (1.5) and of generalized harmonic gauges will be discussed in Section 2.4.2.

### 1.3. Double null gauge and the characteristic initial value problem

A particularly geometrically adapted gauge to write the Einstein equation in is the double null gauge. The idea is to foliate the spacetime by ingoing and outgoing null hypersurfaces which intersect in (spacelike) 2-manifolds. From a physical perspective, one may expect that this will reveal important structure in the equations as gravitational waves propagate along null hypersurfaces. Indeed, the double null gauge has been successfully employed in several seemingly unrelated contexts, for instance, the formation of black holes [44], the stability of black holes (see Section 2.4.1), the theory of impulsive gravitational waves [153,154] and the construction of naked singularities (see Section 3.2).

Let $\mathcal{W} \subset \mathbb{R}^{2}$ be a nonempty open subset. A double null gauge on a manifold $\mathcal{M}=\mathcal{W} \times \mathbb{S}^{2}$ is a coordinate system $\left(u, v, \theta^{1}, \theta^{2}\right)$ such that the metric takes the form

$$
\begin{equation*}
g=-4 \Omega^{2} \mathrm{~d} u \mathrm{~d} v+\not \oiint_{A B}\left(\mathrm{~d} \theta^{A}-b^{A} \mathrm{~d} v\right)\left(\mathrm{d} \theta^{B}-b^{B} \mathrm{~d} v\right) \tag{1.6}
\end{equation*}
$$

where $\Omega$ is a spacetime function, $b: \mathcal{M} \rightarrow T \mathcal{M}$ an $\mathbb{S}_{u, v}^{2}$-vector and $\phi$ the induced metric on the spheres $\mathbb{S}_{u, v}^{2}=\{(u, v)\} \times \mathbb{S}^{2} .{ }^{2}$ We remark that any Lorentzian metric can be locally put into this form by solving the eikonal equation associated with the metric $g$.

Associated with a double null foliation is a local double null frame given by

$$
\begin{equation*}
e_{3}=\frac{1}{\Omega} \partial_{u}, \quad e_{4}=\frac{1}{\Omega}\left(\partial_{v}+b^{A} \partial_{\theta^{A}}\right), \quad e_{A}=\partial_{\theta^{A}} \tag{1.7}
\end{equation*}
$$

The vectors $e_{3}$ and $e_{4}$ are null, and the frame satisfies the normalization conditions $g\left(e_{3}, e_{4}\right)=-2, g\left(e_{3}, e_{A}\right)=0=g\left(e_{4}, e_{A}\right)$, and $g\left(e_{A}, e_{B}\right)=\phi_{A B}$.

Given a double null gauge, one can define Ricci coefficients and curvature components with respect to the above frame (all these are the coefficients of $\mathbb{S}_{u, v}^{2}$-tensors)

$$
\begin{array}{rlrl}
\chi_{A B} & =g\left(\nabla_{A} e_{4}, e_{B}\right), & \underline{\chi}_{A B} & =g\left(\nabla_{A} e_{3}, e_{B}\right), \\
\hat{\omega} & =\frac{1}{2} g\left(\nabla_{e_{4}} e_{3}, e_{4}\right), & \underline{\hat{\omega}} & =\frac{1}{2} g\left(\nabla_{e_{3}} e_{4}, e_{3}\right), \\
\alpha_{A B} & =R\left(e_{A}, e_{4}, e_{B}, e_{4}\right), & \underline{\alpha_{A B}} & =R\left(e_{A}, e_{3}, e_{B}, e_{3}\right), \\
\rho & =\frac{1}{2} g\left(\nabla _ { e _ { 3 } e _ { A } , e _ { 4 } ) , } ^ { 2 } g \left(\nabla_{\left.e_{4} e_{A}, e_{3}\right),}^{4} R\left(e_{4}, e_{3}, e_{4}, e_{3}\right),\right.\right. & \sigma & =\frac{1}{2} R\left(e_{A}, e_{4}, e_{3}, e_{4}\right), \\
\alpha_{3}\left(e_{3}, e_{4}, e_{4}, e_{3}\right), & \underline{\beta} & =\frac{1}{2} R\left(e_{A}, e_{3}, e_{3}, e_{4}\right),
\end{array}
$$

and write out the null-structure equations (which relate the intrinsic and extrinsic geometry of the spacetime foliation) in terms of $\mathbb{S}_{u, v}^{2}$-tensors; this leads to a system of transport equations along the null cones, and elliptic equations on the spheres. An example of a transport equation is (note that $\alpha, \underline{\alpha}$ are $\phi$-traceless as a consequence of the Einstein equations)

$$
\begin{equation*}
\not \nabla_{4} \hat{\chi}+(\operatorname{tr} \chi) \hat{\chi}-\hat{\omega} \hat{\chi}=-\alpha \tag{1.8}
\end{equation*}
$$

where $\hat{\chi}$ denotes the $\phi$-traceless part of $\chi$ and $\nabla_{4}$ denotes the projected covariant derivative in the $e_{4}$ direction. An example of an elliptic equation is

$$
\begin{equation*}
\mathrm{d} d v \hat{\chi}=-\frac{1}{2} \hat{\chi} \cdot(\eta-\underline{\eta})+\frac{1}{4} \operatorname{tr} \chi(\eta-\underline{\eta})+\frac{1}{2} \not \subset \operatorname{tr} \chi-\beta, \tag{1.9}
\end{equation*}
$$

where d ${ }^{2} v$ denotes the $\phi$-divergence on $\mathbb{S}_{u, v}^{2}$. The analytical content of the Einstein equations (1.1) is then captured by these structure equations in conjunction with the Bianchi equations, which capture the essential hyperbolicity of (1.1). An example of two such nulldecomposed equations is

$$
\begin{align*}
\not \nabla_{3} \alpha+\frac{1}{2}(\operatorname{tr} \underline{\chi}) \alpha+2 \underline{\hat{\omega}} \alpha & =-2 \not D_{2}^{\star} \beta-3 \rho \hat{\chi}-3^{\star} \hat{\chi} \sigma+\frac{1}{2}(9 \eta-2 \underline{\eta}) \hat{\otimes} \beta,  \tag{1.10}\\
\not \nabla_{4} \beta+2(\operatorname{tr} \chi) \beta-\hat{\omega} \beta & =\mathrm{d} / \mathrm{v} \alpha+\eta \cdot \alpha, \tag{1.11}
\end{align*}
$$

where $D_{2}^{\star}$ denotes the symmetric traceless part of the covariant derivative $\not \subset$ on $\left(\mathbb{S}_{u, v}^{2}, \not, \phi\right)$, $\hat{\otimes}$ the symmetric traceless tensor product, and ${ }^{\star}$ is the Hodge-star operator.

2 Tensors $\mathbb{S}_{u, v}^{2}$ can be canonically identified with spacetime tensors having the property that any contraction with the null directions in (1.7) is identically zero.


FIGURE 1
The characteristic initial value problem and the double null foliation. Data is specified on the green ingoing and outgoing cones and the solution exists in the grey shaded region.

As mentioned above, given a solution of the Einstein equations, we can locally put the metric into a double null gauge. Conversely, one can construct local solutions to the Einstein equations in a double null gauge by solving a characteristic initial value problem, where initial data are prescribed on two intersecting null cones (see Figure 1).

Theorem 2 ( $[130,149,178])$. Consider suitable smooth vacuum initial data prescribed on two (what will be) null hypersurfaces intersecting transversally on a spacelike 2-sphere $S_{0}=N_{1} \cap N_{2}$. Then there exists a nonempty maximum development $(\mathcal{M}, g)$ which is bounded in the past by a neighborhood of $S_{0}$ in $N_{1} \cup N_{2}$.

The proof of the theorem reduces the problem to the situation of Theorem 1 (the hypersurface $S_{0}$ can in fact be any two-dimensional spacelike surface).

As we shall see, the relevance of the double null gauge is most apparent in (semi)global problems through the way it allows to estimate the solution. We mention explicitly already Luk's result [149] which provides estimates on the size of the corresponding maximum development in Theorem 2 by means of exploiting the null structure in the equations.

We have not given a precise notion of a vacuum initial data set prescribed on intersecting null hypersurfaces in Theorem 2. The definition and the procedure to construct such data can be found in [44]. Roughly speaking, in canonical coordinates (1.6) and using stereographic coordinates on the sphere, the free data correspond to prescribing, in a smooth fashion, a symmetric traceless $2 \times 2$-matrix along each of the initial cones as well as the mean curvatures and the torsion at the sphere of intersection. All remaining geometric quantities are then determined by solving ordinary differential equations along the initial cones.

### 1.4. Explicit solutions

### 1.4.1. Maximally symmetric solutions

The simplest solution to (1.1) for $\Lambda=0$ is Minkowski space $\left(\mathbb{R}^{4}, \eta\right)$, where $\eta=-\mathrm{d} t^{2}+\sum_{j=1}^{3}\left(\mathrm{~d} x^{j}\right)^{2}$ in standard coordinates $\left(t, x^{1}, x^{2}, x^{3}\right)$ on $\mathbb{R}^{4}$. It is geodesically complete and maximally symmetric in that the spacetime admits the maximum number of

Killing vectors, namely 10. These correspond to the infinitesimal generators of the Poincaré group of special relativity (spacetime translations, spatial rotations, Lorentz boosts). Passing to polar coordinates $(r, \theta, \phi)$ on $\mathbb{R}^{3}$ and denoting by $\stackrel{\circ}{\phi}=\mathrm{d} \theta^{2}+\sin ^{2} \theta \mathrm{~d} \phi^{2}$ the standard metric on $\mathbb{S}^{2}$, we have

$$
\eta=-\mathrm{d} t^{2}+\mathrm{d} r^{2}+r^{2} \not \stackrel{\circ}{\phi}=-\mathrm{d} U \mathrm{~d} V+r^{2}(U, V) \nsubseteq, \quad U=t+r, V=t-r,
$$

with $r(U, V)=\frac{1}{2}(U-V)$, and $(U, V) \in(-\infty, \infty) \times(-\infty, \infty)$ is restricted to the subset where $r(U, V) \geq 0$. Since $\eta$ is spherically symmetric, we can give a simple description of the causal geometry by depicting the $(U, V)$ plane, compactified at $U=\infty$ and at $V=-\infty$. See Figure 2. The ideal boundary at $U=\infty$, resp. $V=-\infty$, is called future, resp. past null infinity $\left(\mathcal{J}^{+}\right.$, resp. $\left.\mathcal{g}^{-}\right)$.


## FIGURE 2

Penrose diagram of the Minkowski spacetime.

Certain approaches [116] to the analysis of wave equations on the Minkowski spacetime (or suitable perturbations thereof $[18,19]$ ) instead focus first on the fact that $\eta$ is homogeneous of degree -2 with respect to scaling in $(t, x)$. Thus, one attaches an ideal boundary at $|(t, x)|=\infty$ by passing to the radial (or projective) compactification $\overline{\mathbb{R}^{4}}$ of $\mathbb{R}^{4}$, which is a closed 4-ball. All forward light cones intersect the ideal boundary in the same 2 -sphere (analogously for backward light cones). Resolving these by means of real blow-up produces, as front faces, future and past null infinity. The resulting manifold with corners can also be regarded as a blow-up of the Penrose diagram at $i^{0}$ and $i^{ \pm}$, see Figure 3.

The maximally symmetric analogue of Minkowski space for $\Lambda>0$ is called de Sitter space. This can be defined as the cylinder

$$
\begin{equation*}
\mathcal{M}=\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)_{s} \times \mathbb{S}^{3}, \quad g=\Omega^{-2} \bar{g}, \quad \Omega^{2}=\frac{\Lambda}{3} \cos ^{2} s, \quad \bar{g}=-\mathrm{d} s^{2}+g_{\mathbb{S}^{3}} \tag{1.12}
\end{equation*}
$$

The boundary at $s= \pm \frac{\pi}{2}$ is called the future/past conformal boundary. Since null-geodesics of conformally related metrics are the same up to reparametrization, the causal structure of $(\mathcal{M}, g)$ is the same as that of $\mathcal{M}$ equipped with the smooth (down to $s= \pm \frac{\pi}{2}$ ) metric $\bar{g}$. See Figure 4.

Due to the finite speed of propagation for solutions of wave equations, one can consider wave equations in a static patch of de Sitter space, which is the intersection of the


FIGURE 3
Resolution (blow-up) of the radial compactification $\overline{\mathbb{R}^{4}}$.


FIGURE 4
(Global) de Sitter space. Also shown is part of the backwards light cone from a point $p$ on the future conformal boundary $I^{+}$.
timelike past of a point $p=\left(\frac{\pi}{2}, q\right)$ and the timelike future of $\left(-\frac{\pi}{2}, q\right)$. One can introduce coordinates in such a domain in which the de Sitter metric is static,

$$
\begin{equation*}
g=-\left(1-\frac{\Lambda}{3} r^{2}\right) \mathrm{d} t^{2}+\left(1-\frac{\Lambda}{3} r^{2}\right)^{-1} \mathrm{~d} r^{2}+r^{2} \not \stackrel{\circ}{\phi} \tag{1.13}
\end{equation*}
$$

The singularity of this expression at the cosmological horizon $r^{-1}(\sqrt{3 / \Lambda})$ (which in $s>0$ is the backwards light cone with vertex $p$ ) is a coordinate singularity.

Finally, the maximally symmetric spacetime with $\Lambda<0$ is called anti-de Sitter space (AdS). This is the manifold $\mathbb{R}^{4}$ equipped with the metric (1.13) where now $\Lambda<0$. Using the transformation $r=\tan \psi$ (with $\psi \in(0, \pi / 2)$ ) the metric (1.13) can be written as $g=\frac{1}{\cos ^{2} \psi}\left(-d t^{2}+d \psi^{2}+\sin ^{2} \psi \stackrel{\circ}{\phi}\right)$ from which it becomes apparent that AdS is conformal to $\mathbb{R} \times \mathbb{S}_{h}^{3} \subset \mathbb{R} \times \mathbb{S}^{3}$ ( $\mathbb{S}_{h}^{3}$ denoting a hemisphere of $\mathbb{S}^{3}$ ), equipped with the metric $-d t^{2}+g_{\mathbb{S}^{3}}$, i.e., conformal to one "half" of the Einstein static cylinder. The timelike boundary $\psi=\frac{\pi}{2}$ in the conformal picture corresponds to the timelike conformal infinity $(r=\infty)$ of anti-de Sitter space. The spacetime is not globally hyperbolic and boundary conditions will have to be imposed to get a well-posed evolution for hyperbolic equations on or near these backgrounds. See Figure 5.

### 1.4.2. The Schwarzschild manifold

A nontrivial solution to the Einstein equations was found by Schwarzschild in 1915. The Schwarzschild solution describes what we (today) call a black hole solution. We follow a


## FIGURE 5

The Penrose diagram of anti-de Sitter space with its timelike conformal boundary $\mathcal{A}$.


## FIGURE 6

The causal geometry of the maximally extended Schwarzschild manifold.
somewhat revisionist approach in presenting the metric which however emphasizes directly its geometric nature and its connection to the double null gauge introduced in Section 1.3.

Given $M>0$, equip $\mathcal{M}=(-\infty, \infty)_{U} \times(-\infty, \infty)_{V} \times \mathbb{S}^{2} \cap\{U V<1\}$ with the metric

$$
g_{M}=-4 \Omega_{K}^{2} \mathrm{~d} U \mathrm{~d} V+r^{2}(U, V) \nsubseteq, \quad \Omega_{K}^{2}=\frac{8 M^{3}}{r} \exp \left(-\frac{r}{2 M}\right)
$$

where $r:(-\infty, \infty) \times(-\infty, \infty) \rightarrow \mathbb{R}^{+}$is defined implicitly by

$$
\left(\frac{r(U, V)}{2 M}-1\right) \exp \left(\frac{r(U, V)}{2 M}\right)=-U V
$$

We time-orient $\left(\mathcal{M}, g_{M}\right)$ by declaring $\partial_{U}+\partial_{V}$ to be future directed. The metric is spherically symmetric, and we can give a simple depiction of the causal geometry by depicting the $(U, V)$-plane below. We observe that for the region $U<0, V>0$ we must have $r<2 M$; moreover, any future directed curve causal curve emanating from this region remains in this region, has finite affine length, and terminates on the asymptotic boundary $U V=1$, where $r \rightarrow 0$ and the Kretschmann scalar $R_{\mu \nu \sigma \nu} R^{\mu \nu \sigma \nu}$ blows up like $r^{-6}$. It follows that the spacetime is geodesically incomplete and $\bigodot^{2}$-inextendible (in fact, $\zeta^{0}$-inextendible [188]) as a Lorentzian manifold. One may compactify the $U$ and the $V$ coordinates to produce the well-known Penrose-diagram of the Schwarzschild metric, see Figures 6 and 7.


## FIGURE 7

Penrose diagram of the Schwarzschild manifold.

The set $r=\infty$ is now realized as a (null) boundary of the spacetime, and we can define the black hole region as $\mathcal{M} \backslash J^{-}\left(\mathcal{J}^{+}\right)$, i.e., as the set of observers that cannot communicate with asymptotic observers in the far away region of spacetime. The black hole region is bounded by the set $r^{-1}(2 M)$, which is a union of null hypersurfaces.

We finally note that if we restrict to the black hole exterior region $U>0, V>0$, then the sequence of coordinate transformations $U=-e^{-\frac{u}{2 M}}, V=e^{\frac{v}{2 M}}, u=\frac{t-r^{\star}}{2}, v=\frac{t+r^{\star}}{2}$, where $\frac{d r^{\star}}{d r}=\frac{1}{1-\frac{2 M}{r}}$, brings the metric into the standard (static) form where the area radius $r$ is used as a coordinate:

$$
\begin{equation*}
g=-\left(1-\frac{2 M}{r}\right) \mathrm{d} t^{2}+\left(1-\frac{2 M}{r}\right)^{-1} \mathrm{~d} r^{2}+r^{2} \dot{\phi} \tag{1.14}
\end{equation*}
$$

This coordinate system breaks down when $r$ equals the Schwarzschild radius $r=2 M$; coordinates valid across $r=2 M$ (besides the Kruskal coordinates $U, V$ above) are discussed in Section 1.4.3. Expression (1.14) shows that the Schwarzschild metric is stationary ( $\partial_{t}$ is a Killing vector field and timelike for large $r$, or indeed for all $r>2 M$ ).

An important feature of the Schwarzschild metric and other black hole spacetimes discussed below is the existence of trapped null-geodesics in the exterior region $r>2 M$, i.e., future and past inextendible null-geodesics which when quotienting out by time translations (i.e., projecting to the ( $r, \theta, \phi$ ) variables) remain in a compact subset of $\{r>2 M\}$. The trapped set is defined as the subset of phase space $T^{*} \mathcal{M}$ consisting of all $(z, \zeta)$ so that the null-geodesic with initial position $z$ and initial momentum $\zeta \in T^{*} \mathcal{M}, \zeta \neq 0$, is trapped. Writing

$$
\zeta=\sigma \mathrm{d} t+\xi \mathrm{d} r+\eta, \quad \eta \in T^{*} \mathbb{S}^{2}
$$

the trapped set of the Schwarzschild spacetime is the conic set

$$
\begin{equation*}
\Gamma=\left\{\zeta \in T^{*} \mathcal{M} \backslash o: r=3 M, \xi=0,|\eta|_{\nrightarrow-1}^{2}=27 M^{2} \sigma^{2}\right\} . \tag{1.15}
\end{equation*}
$$

Its projection to the base manifold $\mathcal{M}$ is the hypersurface $r=3 M$. The trapped set is unstable, and indeed $v$-normally hyperbolic for all $\nu$ [118], as will be discussed in more detail in Section 2.3.4.

We finally mention the important red-shift effect [171], which is in fact a general feature of nondegenerate black hole horizons. In the geometric optics approximation, it manifests itself by the frequency of waves (measured with respect to an appropriate notion of time)
being shifted towards longer (i.e., less energetic) frequencies as they propagate near the event horizon. For hyperbolic equations, the red-shift effect can be captured by a physical space energy identity with good coercive properties near the horizon [63]. From the viewpoint of microlocal analysis these are the radial estimates of [201] (see Section 2.3.4).

### 1.4.3. Further spherically symmetric spacetimes

The Schwarzschild solution generalizes to the Reissner-Nordström-((anti)-de Sitter) solution of the Einstein-Maxwell equations with cosmological constant (1.1) (we omit the explicit formulas for the electromagnetic field here). The line element in so-called static coordinates is

$$
\begin{equation*}
g=-\left(1-\frac{2 M}{r}+\frac{Q^{2}}{r^{2}}-\frac{\Lambda}{3} r^{2}\right) d t^{2}+\left(1-\frac{2 M}{r}+\frac{Q^{2}}{r^{2}}-\frac{\Lambda}{3} r^{2}\right)^{-1} d r^{2}+r^{2} \stackrel{\circ}{\phi} \tag{1.16}
\end{equation*}
$$

Near the zeros of $F(r)=1-\frac{2 M}{r}+\frac{Q^{2}}{r^{2}}-\frac{\Lambda}{3} r^{2}$, one needs to pass to other coordinate systems to unravel the maximally extended spacetimes shown in the Penrose diagrams below. For instance, near the event horizon $r=r_{+}$where $F$ changes sign from - to + , one can introduce ingoing Eddington-Finkelstein coordinates, $v=t+\int F^{-1} \mathrm{~d} r$, in which

$$
g=-F(r) \mathrm{d} v^{2}+2 \mathrm{~d} v \mathrm{~d} r+r^{2} \stackrel{\circ}{\phi} .
$$

For $\Lambda=0$ but nonzero subextremal charge $0 \neq|Q|<M$, the Penrose diagram of the Reissner-Nordström spacetime differs dramatically from that of the Schwarzschild spacetime in the black hole region: while there still is an event horizon at $r=r_{+}:=$ $M+\sqrt{M^{2}-Q^{2}}$, there is now also a future/past inner horizon (or Cauchy horizon) at $r=r_{-}:=M-\sqrt{M^{2}-Q^{2}}$ across which the metric extends analytically. The Cauchy horizon is the boundary of the maximal Cauchy development of the initial data at the hypersurface $\Sigma$ indicated in Figure 8. For $\Lambda>0$ and $Q=0$, the metric (1.16) is a vacuum


## FIGURE 8

A piece of the maximal analytic extension of the Reissner-Nordström spacetime.
solution of (1.1) and called the Schwarzschild-de Sitter (SdS) metric; we consider only the subextremal case $0<9 M \Lambda^{2}<1$. Its geometry near the black hole and near the event horizon $r=r_{-}$(the smaller positive root of $1-\frac{2 M}{r}-\frac{\Lambda}{3} r^{2}=0$ ) is then the same as for the

Schwarzschild metric, but now there is also a second horizon, called cosmological horizon, at the larger positive root $r=r_{+}$of $1-\frac{2 M}{r}-\frac{\Lambda}{3} r^{2}=0$; this is analogous to the cosmological horizon of the static patch of de Sitter space. The metric extends analytically past this horizon and asymptotes to the de Sitter metric as $r \rightarrow \infty$. See Figure 9 .


## FIGURE 9

(Left) Penrose diagram of a neighborhood $r_{-}-\varepsilon<r<r_{+}+\varepsilon$ of the domain of outer communications of a subextremal Schwarzschild-de Sitter (SdS) spacetime near the causal future of a hyperboloidal spacelike slice $\Sigma$. (Right) An illustration of a SdS black hole with a focus on its asymptotically de Sitter geometry far from the black hole; $\overline{\mathscr{H}^{+}}$denotes the cosmological horizon.

The (subextremal) Reissner-Nordström-de Sitter spacetime has an event horizon and a cosmological horizon just like the Schwarzschild-de Sitter spacetime. Only the structure of the black hole interior depends on whether $Q=0$ (in which case there is a terminal singularity as in the Schwarzschild case) or $Q \neq 0$ (in which case there is a Cauchy horizon across which the metric extends analytically).

For $\Lambda<0$ and $Q=0$, the metric (1.16) is a vacuum solution of (1.1) and called the Schwarzschild-anti-de Sitter metric. Its crucial geometric features are the timelike conformal boundary at infinity (which is future complete) and the future complete event horizon located at the unique real zero of $F(r)$.

All these spherically symmetric black hole spacetimes have trapped sets of the same form as (1.15), with $3 M$ and $27 M^{2}$ replaced by appropriate constants.

### 1.4.4. The Kerr metric and related metrics

In 1963 Roy Kerr found a generalization of the Schwarzschild family of metrics to a family of vacuum solutions of (1.1) (with $\Lambda=0$ ) which incorporates also angular momentum. For parameters $M>0$ and $a \in[-M, M]$, and setting $r_{+}=M+\sqrt{M^{2}-a^{2}}$, the Kerr family of metrics, in Boyer-Lindquist coordinates $t \in \mathbb{R}, r \in\left(r_{+}, \infty\right), \theta \in(0, \pi), \phi \in(0,2 \pi)$, takes the form

$$
\begin{align*}
g_{M, a} & =-\frac{\Delta}{\varrho^{2}}\left(\mathrm{~d} t-a \sin ^{2} \theta \mathrm{~d} \phi\right)^{2}+\varrho^{2}\left(\frac{\mathrm{~d} r^{2}}{\Delta}+\mathrm{d} \theta^{2}\right)+\frac{\sin ^{2} \theta}{\varrho^{2}}\left(a \mathrm{~d} t-\left(r^{2}+a^{2}\right) \mathrm{d} \phi\right)^{2}, \\
\Delta & =r^{2}-2 M r+a^{2}, \quad \varrho^{2}=r^{2}+a^{2} \cos ^{2} \theta \tag{1.17}
\end{align*}
$$

For $a=0$, this reduces to (1.14).
For now, we focus on the subextremal range $a \in(-M, M)$. For $a \neq 0$, the Penrose diagram of suitable two-dimensional timelike slices of the maximal analytic extension
of the Kerr spacetime has the same form as that of the Reissner-Nordström spacetime, see Figure 8. In particular, there is an event horizon at $r=r_{+}$and a Cauchy horizon at $r=r_{-}:=M-\sqrt{M^{2}-a^{2}}$.

Furthermore, there is a trapped set $\Gamma$, which as in the Schwarzschild case is a smooth (in fact, analytic) conic submanifold $\Gamma \subset T^{*} \mathcal{M} \backslash o$ of phase space over the black hole exterior $r>r_{+}$; it is an $\nu$-normally hyperbolic (for every $\nu$ ) invariant submanifold for the lift of the null-geodesic flow to $T^{*} \mathcal{M}$, as first noted by Wunsch-Zworski [210] and proved in the full subextremal range by Dyatlov [76]. The projection of $\Gamma$ to the base $\mathcal{M}$ is however no longer a smooth submanifold, but rather a full-dimensional closed set (with compact intersection with any $t$-level set) with non-empty interior.

Another novel feature of rotating Kerr metrics is the presence of superradiance. This means that the energy $-g_{M, a}\left(\dot{\gamma}, \partial_{t}\right)$ of a future lightlike geodesic $\gamma$ with respect to the generator $\partial_{t}$ of time translations may be negative; here $\partial_{t}$ is the unique (up to scaling) Killing vector field which for sufficiently large $r / M$ is future timelike. This is the basis of the Penrose effect for energy extraction from rotating black holes. On the level of analysis, this problem is overcome by means of so-called red-shift or radial point estimates.

We mention a geometric and an algebraic fact about the Kerr metric. Firstly, there exists a global double null foliation on the Kerr manifold (constructed in [174]). Secondly, there exists a (nonintegrable) null-frame, called the algebraically special frame, on the Kerr manifold with respect to which all but the curvature components $\rho$ and $\sigma$ (defined as in Section 1.3 but for the null frame being the algebraically special frame) vanish.

Finally, we note that for extremal Kerr black holes, with $|a|=M$, the event horizon at $r=M$ degenerates (the function $\Delta$ in (1.17) has a double zero). Furthermore, the trapped set now extends down to the horizon and ceases to be normally hyperbolic [76].

The generalization of (1.17) allowing for the presence of a cosmological constant $\Lambda$ and an electric charge $Q$ was found by Carter [36], following the discovery [170] of the charged analogue in the case $\Lambda=0$. It is called the Kerr-Newman-((anti)-de Sitter) metric,

$$
\begin{align*}
g_{M, a, \Lambda, Q}= & -\frac{\Delta}{(1+\lambda) \varrho^{2}}\left(\mathrm{~d} t-a \sin ^{2} \theta \mathrm{~d} \phi\right)^{2}+\varrho^{2}\left(\frac{\mathrm{~d} r^{2}}{\Delta}+\frac{\mathrm{d} \theta^{2}}{\kappa}\right) \\
& +\frac{\kappa \sin ^{2} \theta}{(1+\lambda)^{2} \varrho^{2}}\left(a \mathrm{~d} t-\left(r^{2}+a^{2}\right) \mathrm{d} \phi\right)^{2},  \tag{1.18}\\
\lambda= & \frac{\Lambda}{3} a^{2}, \quad \kappa=1+\lambda \cos ^{2} \theta, \quad \varrho^{2}=r^{2}+a^{2} \cos ^{2} \theta, \\
\Delta= & \left(r^{2}+a^{2}\right)\left(1-\frac{\Lambda}{3} r^{2}\right)-2 M r+\left(1+\lambda^{2}\right) Q^{2} .
\end{align*}
$$

(We again omit the explicit expression for the electromagnetic field.) For $Q=0$ and $\Lambda>0$ $(\Lambda<0)$, this is called the Kerr-(anti-)de Sitter metric. For simplicity, in these notes we restrict attention to the case of small angular momenta $a$ and small charges $Q$; in this case, the Penrose diagram of suitable two-dimensional slices of a neighborhood of the black hole exterior region of Kerr-Newman-de Sitter spacetimes is the same as the one of a SdS spacetime, as shown in Figure 9. Again, there is a trapped set with the same (phase space and physical space) structure as in the subextremal Kerr case.

### 1.5. Matter models

In the notation of equation (1.1), we have so far restricted ourselves to the vacuum case $\mathbb{T}=0$. However, real world physical systems typically involve matter. We briefly discuss the most common matter models studied in connection with the Einstein equations. In each of these cases, the stated expression for $\mathbb{T}$ arises by direct calculation from the EulerLagrange equation for a suitable Lagrangian (the Einstein-Hilbert action plus additional terms describing the matter).

For real-valued scalar fields $\phi$ with mass $m$, one takes

$$
\begin{equation*}
\mathbb{T}_{\mu \nu}=\left(\partial_{\mu} \phi\right)\left(\partial_{\nu} \phi\right)+m^{2} \phi^{2}-\frac{1}{2} g_{\mu \nu}|\nabla \phi|_{g}^{2} \tag{1.19}
\end{equation*}
$$

The second Bianchi identity implies that for a solution of (1.1) with this energy-momentum tensor, $\phi$ necessarily solves the Klein-Gordon equation (for $m=0$ the wave equation)

$$
\left(\square_{g}-m^{2}\right) \phi=0
$$

For electromagnetic fields $F=F_{\mu \nu} \mathrm{d} x^{\mu} \wedge \mathrm{d} x^{\nu}$, one takes

$$
\begin{equation*}
\mathbb{T}_{\mu \nu}=g^{\alpha \beta} F_{\alpha \mu} F_{\beta \mu}-\frac{1}{4} F^{\alpha \beta} F_{\alpha \beta} g_{\mu \nu} \tag{1.20}
\end{equation*}
$$

The second Bianchi identity gives as the equations of motion the Maxwell equations

$$
\mathrm{d} F=0, \quad \operatorname{div}_{g} F=0
$$

On spacetimes with nonzero electromagnetic fields $F=\mathrm{d} A$, one can also consider charged scalar fields; they are sections of a complex line bundle satisfying a wave equation defined with respect to the connection $\mathrm{d}-i A$.

Finally, uncharged collisionless ("Vlasov") matter with mass $m \geq 0$ is described by a density distribution $f: T \mathcal{M} \rightarrow[0, \infty)$ with support in the set of future causal $v$ with $g(v, v)=-m^{2}$; the energy-momentum tensor at the point $p \in \mathcal{M}$ is

$$
\begin{equation*}
\mathbb{T}_{\mu \nu}(p)=\int_{T_{p} \mathcal{M}} f(p, v) v_{\mu} v_{\nu}, \quad v_{\mu}=g_{\mu \nu} v^{\nu} \tag{1.21}
\end{equation*}
$$

The equation of motion for the density $f$ is the transport equation $X f=0$, where $X$ is the geodesic vector field on $T \mathcal{M}$.

## 2. THE STABILITY OF BLACK HOLE SOLUTIONS

Before we turn to the discussion of the stability of the black hole solutions (described in Section 1.4) in Section 2.2, we record what is known about the stability of the maximally symmetric solutions.

### 2.1. Prelude: stability of maximally symmetric solutions

The sign of the cosmological constant has a dramatic effect on the global structure of the maximally symmetric solutions, and thus we discuss the three cases separately.

### 2.1.1. $\boldsymbol{\Lambda}=\mathbf{0}$

For $\Lambda=0$, we have the following seminal result:
Theorem 3 ([45]). Minkowski spacetime $\left(\mathbb{R}^{4}, \eta\right.$ ) is nonlinearly asymptotically stable.
We note earlier work of Friedrich [87] proving a version of the above theorem for initial data which are exactly Schwarzschildean outside a compact set (such data were later constructed in $[47,48]$ ) or prescribed on a hyperboloidal slice ending at null infinity.

While the original proof of Theorem 3 is closer in spirit to the analysis of the equations in double null form (in particular, [45] estimates curvature and Ricci coefficients instead of metric components), a simplified proof of the theorem (with weaker conclusions regarding the asymptotics) was later given in harmonic gauge by Lindblad-Rodnianski [146].

Studying the stability of flat space is still an active area of research with many new developments regarding regularity [23], optimal asymptotic decay rates [116,145], and coupling to various matter models. A particularly interesting direction is to consider flat space as a solution to the (massive or massless) Einstein-Vlasov system. Unlike for the scalar field or electromagnetic radiation, the matter does not satisfy wave-type equations but instead transport equations (see Section 1.5). This requires a several new ideas including the construction of various lifts of geometrically adapted vector fields to the mass-shell to identify a suitable version of the null condition in the nonlinearities. In summary we have:

Theorem 4 ([24,79, 147, 199]). Minkowski spacetime $\left(\mathbb{R}^{4}, \eta\right)$ is nonlinearly asymptotically stable as a solution of the coupled Einstein-Vlasov system.

### 2.1.2. $\Lambda>0$

The first general nonlinear stability result for the Einstein vacuum equations was obtained for perturbations of de Sitter space $\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)_{s} \times \mathbb{S}^{3}$ by Friedrich [87]: the metric evolving from small and sufficiently regular perturbations of de Sitter initial data at $\Sigma=\{s=0\}$ can be written as $\Omega^{-2} \bar{g}$ where $\Omega$ is positive near $\Sigma$ and vanishes simply at what becomes the future and past conformal boundary, cf. (1.12). (Thus, the spacetime is not asymptotic to de Sitter spacetime as $\Omega \searrow 0$.) Moreover, such asymptotically de Sitter spacetimes can be characterized via suitable asymptotic initial data (two scalar functions and a symmetric 2-tensor $K$ on a Riemannian 3-manifold $\left(\mathbb{S}^{3}, h\right)$ ) at the future conformal boundary which satisfy linear constraint equations ( $K$ must be trace- and divergence-free). See Section 4.1 for a recent result making use of this fact on a conceptual level. Extensions of [87] to general dimensions were proved in [4, 179]. A different perspective on the stability of small neighborhoods of the static patch of de Sitter space (in generalized harmonic gauges) was given in [115], see also Section 2.5.2 below.

### 2.1.3. $\Lambda<0$

The least understood case is $\Lambda<0$. Here the Einstein equations become a nonlinear initial boundary value problem for which well-posedness was established in [88]. The question of global stability or instability depends on the boundary conditions imposed at the
conformal boundary. The most interesting case are reflective boundary conditions as they preclude any mechanism for energy to be radiated away. (In the case of dissipative boundary conditions, [119] established strong decay for the linearized problem.) The fact that linear fields do not decay lead [55] to conjecture the nonlinear instability of AdS. The problem was first investigated heuristically and numerically for the spherically symmetric scalar field in the influential [25] which proposed a mechanism of energy transfer from low to high frequencies based on resonant interactions. After a large body of works in the theoretical physics literature (see $[17,53,69]$ and also the discussion and references in [169]) trying to extend the range of validity of non-linear perturbation theory, Moschidis succeeded in proving the following result:

Theorem 5 ([169]). Anti-de Sitter spacetime is dynamically unstable as a solution to the spherically symmetric Einstein-Vlasov system.

The proof proceeds by constructing a one-parameter family of initial data $\mathscr{D}^{\varepsilon}$, consisting of a collection of carefully arranged (both in physical and in momentum space) Vlasov beams, which converges in a suitable topology to the trivial (anti-de Sitter) data as $\varepsilon \rightarrow 0$ and is such that for all $\varepsilon>0$ the maximum development contains a black hole region. Hence, remarkably, (the proof of) Theorem 5 controls the dynamics all the way to the formation of a black hole!

The proof discovers and exploits a nonlinear growth mechanism in physical space (which has no linear analogue and is quite different from the heuristic mechanisms based on resonances for nonlinear perturbations) which relies on the observation that the beams transfer energy to one another when they pass through each other and that this transfer depends on where in spacetime the interaction happens. This observation is at the root of constructing the initial configuration of the beams.

The next natural step is to generalize Theorem 5 to the spherically symmetric Einstein scalar field system. A proof of singularity formation for the Einstein vacuum equation without symmetry assumptions may then be well within reach; this would complete the picture of the vacuum (in)stability of the maximally symmetric solutions.

We finally remark that it is not clear whether instability holds for all (small) data. The existence of geons and "islands of stability" has been widely discussed in the physics literature [94, 122, 184]. For the problem of constructing small data time-periodic solutions in this setting mathematically rigorous progress has recently been made (for semilinear toy problems) in [1].

### 2.2. The formulation of the stability problem and overview of the results

To formulate the exterior stability problem for black holes it will be useful to distinguish informally the following concepts. ${ }^{3}$

3 These concepts can be modified in a straightforward manner so that they apply for $\Lambda>0$ or $\Lambda<0$ as well.


FIGURE 10
Penrose diagram of a (dynamical) black hole spacetime.
(1) Nonlinear stability: Given suitable (i.e., characteristic or spacelike and of sufficient regularity) initial data near those of a member of the Kerr family, the associated maximum development $(\mathcal{M}, g)$ has the following properties:
(i) It contains a subset of the form given in Figure 10. In particular, future null-infinity $\mathcal{J}^{+}$is complete and $J^{-}\left(\mathscr{g}^{+}\right)$is bounded to the future by a regular future complete event horizon $\mathscr{H}^{+}$.
(ii) Orbital stability ( $g$ remains close to $g_{M, a}$ on $\mathcal{M}^{\prime}$ ).
(iii) Asymptotic stability $\left(g \rightarrow g_{\tilde{M}, \tilde{a}}\right.$ with $|M-\tilde{M}|<\varepsilon,|a-\tilde{a}|<\varepsilon$ as an appropriate notion of time goes to infinity).
(2) Linear stability: Linearize equations (1.1) in the metric $g$ around a fixed member of the Kerr family; this produces the equations of linearized gravity. Given suitable initial data for this linearized system, prove that, in a suitable gauge, solutions remain bounded (orbital stability) and indeed decay in time to a linearized (in the parameters $(M, a))$ Kerr metric (asymptotic stability) on the black hole exterior.
(3) Toy stability: Given suitable initial data for the toy problem $\square_{g_{M, a}} \psi=0$, prove that solutions remain bounded (orbital stability) and decay in time (asymptotic stability) on the black hole exterior.

While the seminal works in the physics literature, starting with [177], concern aspects of the linear stability problem, the first rigorous theorems are due to Wald and Kay [133, 207] on toy stability. The results on toy stability have reached a rather complete state in the past decade; this is the content of Section 2.3. With the conceptual and technical insights thus gained, linear and nonlinear black hole stability problems have become accessible, at least in the case $\Lambda \geq 0$, in the past five years. We discuss the current state of knowledge regarding linear stability in Section 2.4, and regarding nonlinear stability in Section 2.5.

### 2.3. Toy stability

The following theorem summarizes the picture that has been obtained for the analysis of the toy problem in the various black hole geometries.

Theorem 6. Consider a solution to the scalar wave equation

$$
\begin{equation*}
\square_{g_{M, a, \Lambda}} \psi=0 \tag{2.1}
\end{equation*}
$$

on the black hole exterior of a Kerr-((A)dS) spacetime arising from suitable initial data (and, in the Kerr-AdS case, with Dirichlet boundary conditions at the conformal boundary). Then
(1) If $\Lambda>0$ and $|a| \ll M$ then $\psi$ decays exponentially in time to a constant [73].
(2) If $\Lambda=0$ and $|a|<M$ then $\psi$ decays inverse polynomially in time [66]. (See Theorem 7 below for the extremal case $|a|=M$. )
(3) If $\Lambda<0$ and the parameters $(M, a, \Lambda)$ satisfy the Hawking-Reall bound then $\psi$ decays logarithmically in time [120].

There are three main geometric phenomena associated with black holes that are directly relevant for understanding the global behavior of hyperbolic equations on black hole backgrounds and which play a crucial role in the proof of Theorem 6. These are (see the discussion in Section 1.4.4):
(1) the red-shift effect;
(2) the presence of trapped null geodesics;
(3) superradiance.

While the above phenomena are present for all black hole geometries discussed in Section 1.4.4, their strength, coupling, and the large scale geometry of the underlying spacetime lead to the quite different dynamical behaviors exhibited by Theorem 6. We provide a short discussion of these phenomena and how they enter the proof of Theorem 6.

### 2.3.1. $\boldsymbol{\Lambda}=\mathbf{0}$. The classical vector field approach

In the simplest case $\Lambda=0, a=0$, the phenomenon of superradiance is absent and the problem can be entirely understood in physical space. As mentioned at the end of Section 1.4.2, the trapped geodesics are all concentrated at $r=3 M$, and one may prove (using appropriate multipliers) the following two estimates [26,27,63]:

$$
\begin{align*}
\mathbb{E}[\psi](\tau) & \leq \mathbb{E}[\psi](0) & & \text { for all } \tau \geq 0 \tag{2.2}
\end{align*} \quad \text { (boundedness), }
$$

where

$$
\begin{aligned}
\mathbb{E}[\psi](\tau)= & \int_{\Sigma_{t^{\star}}}\left(\partial_{t^{\star}} \psi\right)^{2}+\left(1-\frac{2 M}{r}\right)\left(\partial_{r} \psi\right)^{2}+|\not \nabla \psi|^{2} \\
\mathbb{I}_{\operatorname{deg}}[\psi]\left(\tau_{1}, \tau_{2}\right)= & \int_{\tau_{1}}^{\tau_{2}} d \tau \int_{\Sigma_{\tau}} \frac{1}{r^{3}}\left[\left(R^{\star} \psi\right)^{2}+\left(1-\frac{3 M}{r}\right)^{2}\right. \\
& \left.\times\left(\left(\partial_{t^{\star}} \psi\right)^{2}+\left(1-\frac{2 M}{r}\right)\left(\partial_{r} \psi\right)^{2}+|\nmid \psi|^{2}\right)\right] .
\end{aligned}
$$

These energies are defined in $\left(t^{\star}, r, \theta, \phi\right)$ coordinates in which the Schwarzschild metric takes the regular form $g=-\left(1-\frac{2 M}{r}\right)\left(\mathrm{d} t^{\star}\right)^{2}+\frac{4 M}{r} \mathrm{~d} t^{\star} \mathrm{d} r+\left(1+\frac{2 M}{r}\right) \mathrm{d} r^{2}+r^{2}$ ㅇ. Furthermore, $\Sigma_{\tau}$ denotes a slice (which intersects the horizon) of constant $\tau$, and $R^{\star}=\frac{2 M}{r} \partial_{t}+\left(1-\frac{2 M}{r}\right) \partial_{r}$.

The degeneration at $r=3 M$ in the estimate (2.3) is necessary (although it can be weakened to logarithmic degeneration using microlocal techniques) and a manifestation of the trapped null geodesics. The red-shift effect allows one to eliminate the degeneration at $r=2 M$ for the transversal ( $\partial_{r}$ in these coordinates) derivatives in (2.2) and (2.3) and can be realized as a physical space multiplier. From the resulting nondegenerate version of the estimates (2.2) and (2.3) one can prove, using a very general physical space method that merely uses the asymptotically flatness of the spacetimes (introduced in [65], see also [168]) inverse polynomial decay rates for the solutions which are in particular sufficiently strong for nonlinear applications.

For $\Lambda=0,|a| \ll M$, superradiance is present and the Killing field $\partial_{t}$ will not produce a coercive energy on spacelike slices. The naive estimate (2.2) fails as energy associated with the vector field $\partial_{t}$ on a later slice can be larger than that of the initial slice. Moreover, trapped null geodesics now exist on a set of full measure (near $r=3 M$ ) in spacetime. The estimate (2.3) fails and it is not clear how to prove the required analogue. One approachwhich was also the one that was later generalized to the full subextremal case-was to use the separability of equation (2.1) on Kerr and to exploit the fact that when one looks at pieces of the solution supported on certain (angular and time) frequencies, then good uniform estimates can be proven from the ordinary differential equations governing the behavior of the frequency localized components. It is a tour de force to construct these frequency localized multipliers which typically exploit a smallness parameter arising from the definition of the frequency regimes. A key insight is that superradiance can be controlled by the red-shift effect. Summing the estimates and the fact that the solution is a priori not $L^{2}$ in time provide further technical challenges. See [64]. Decay in the case $|a| \ll M$ was also proved in [198] by means of pseudodifferential multipliers near the trapped set and in [6] by exploiting the second order Carter symmetry operator (related to a hidden symmetry of the spacetime not related to Killing vector fields).

Two additional insights lead to a treatment of the full subextremal case $\Lambda=0$, $|a|<M$ in [66]. The first was that, in the frequency decomposition of the solution outlined above, frequency triples that are affected by superradiance are nontrapped. Thus these two obstacles for decay happen to be disjoint when viewed in frequency space (this breaks down precisely in the extremal case $|a|=M)$. The second was a quantitative version of mode stability for the wave equation established in [193] which allowed one to treat the range of bounded frequencies (where roughly speaking no smallness factor is available). This also allowed one to estimate precisely the amount of amplification of the solution through the mechanism of superradiance, see also [67].

### 2.3.2. $\Lambda=0$ : the extremal case

We have
Theorem 7 ([15]). Consider a solution to the scalar wave equation

$$
\begin{equation*}
\square_{g_{M, a=M}} \psi=0 \tag{2.4}
\end{equation*}
$$

on the black hole exterior of an extremal Kerr spacetime. Then axisymmetric $\psi$ decay inverse polynomially in time. However, along the event horizon $\mathscr{H}^{+}$higher transversal derivatives of $\psi$ generically grow in time (Aretakis instability).

Theorem 7 was first proved for the spherically symmetric extremal Reissner-Nordström metric in $[13,14]$ (without the restriction on axisymmetric solutions). The main difficulty is that the aforementioned red-shift effect degenerates and one cannot remove the degeneration at the horizon in the estimates. In fact, there are conservation laws on the event horizon $\mathscr{H}^{+}$(discovered by Aretakis) which constitute direct obstructions to decay.

In the case of extremal Kerr, the problems of degenerate red-shift, trapping and superradiance are now fully coupled and cannot be studied separately even at the frequency decomposed level. This is the reason why the global behavior of solutions is only understood for axisymmetric solutions (which are not subject to superradiance). The general case is an open problem that has received a lot of attention from both theoretical physics (see, for instance, [37]) and mathematics recently and is expected to exhibit additional instabilities. See also [1, GAJIC] for recent work in this direction.

### 2.3.3. $\Lambda=0$ : sharp asymptotics

It is a natural question to ask about the precise decay rates in Theorem 6(2). This problem has a long tradition in the physics literature going back to work of Price [175, 176], with refinements given in [99]. While this question is interesting in its own right, lower bounds on the decay rate directly inform the behavior of solutions in the black hole interior (see Section 3.1 below). The following result is the current state-of-the-art.

Theorem $8([11,106])$. Consider a solution to the scalar wave equation

$$
\begin{equation*}
\square_{g_{M, a}} \psi=0 \tag{2.5}
\end{equation*}
$$

on the black hole exterior of a subextremal $(|a|<M)$ Kerr spacetime. Then the following uniform pointwise estimates hold for some $\eta \in(0,1)$ :

$$
\begin{align*}
\left|\psi-\frac{Q_{0}(\tau+r)}{\tau^{2}(\tau+2 r)^{2}}\right| & \leq \frac{E_{0}}{(\tau+2 r) \tau^{2+\eta}},  \tag{2.6}\\
\left|r^{-\ell} \psi_{\ell=1}-\frac{Q_{\ell}(r, \theta, \phi)(\tau+r)}{\tau^{3}(\tau+2 r)^{3}}\right| & \leq \frac{E_{0}}{(\tau+2 r)^{2} \tau^{3+\eta}},  \tag{2.7}\\
\left|r^{-\ell} \psi_{\geq \ell}-\frac{Q_{\ell}(r, \theta, \phi)(\tau+r)}{\tau^{2+\ell}(\tau+2 r)^{2+\ell}}\right| & \leq \frac{E_{0}}{(\tau+2 r)^{1+\ell} \tau^{2+\ell+\eta}} \quad \text { when } a=0 . \tag{2.8}
\end{align*}
$$

Here $\tau$ is a coordinate corresponding to a hyperboloidal slicing of the exterior with the slices ending at the horizon and future null infinity, and $Q_{\ell}$ is a bounded function in $r$
tending as $r \rightarrow \infty$ to an explicitly computable initial data quantity related to the NewmanPenrose charges. Finally, $\psi \geq \ell$ denotes the projection of $\psi$ to the standard spherical harmonics defined with respect to Boyer-Lindquist $(\theta, \phi)$ coordinates and $E_{0}$ is a constant determined from a weighted initial data Sobolev norm.

The asymptotics (2.8) were first proved for $\ell=0$, on a class of asymptotically flat spherically symmetric spacetimes including Schwarzschild and Reissner-Nordström, by Angelopoulos-Aretakis-Gajic [8]. Their subsequent work [9] extracts also a logarithmic subleading term in the large $\tau$ expansion of the radiation field (defined as the limit $\left.\lim _{r \rightarrow \infty} r \psi(\tau, r, \theta, \phi)\right)$ for spherically symmetric waves. On a class of asymptotically flat spacetimes which include subextremal Kerr spacetimes, Hintz [106] gave the first proof of (2.6). The proof is based on a careful spectral analysis near zero energy, see Section 2.3.4, with direct antecedents in the work of Donninger-Schlag-Soffer [71] and Tataru [197] which proved upper bounds of $|\psi|$ consistent with (but for $\ell \geq 1$ weaker than) the asymptotics stated above. The paper [106] also proves the estimate (2.8) in spatially compact sets and identifies $r^{\ell} Q_{\ell}(r, \theta, \phi)$ as a generalized zero mode of the wave equation, namely the unique stationary solution of $\square_{g_{\Lambda}=0, M, a=0}\left(r^{\ell} Q_{\ell}\right)=0$ with the property that $r^{\ell} Q_{\ell}(r, \theta, \phi)=q_{\ell}(r) Y$, $q_{\ell}=r^{\ell}+\mathcal{O}\left(r^{\ell-1+\varepsilon}\right)$ as $r \rightarrow \infty$, where $Y$ is a suitable degree $\ell$ spherical harmonic (depending on the initial data).

Angelopoulos-Aretakis-Gajic [11,12] gave a physical space proof of Theorem 8. This interpolates a refinement (introducing carefully constructed higher order commutators adapted to the angular modes) of the $r^{p}$-method [65], which gets one close to the optimal rates, with a clever way to exploit the conservation of the Newman-Penrose charges along null infinity. In fact, the Newman-Penrose charges in Theorem 8 are not the ones associated with $\psi$ itself but that of a "time-inverted" $\psi$ and generically nonvanishing, even for data of compact support. Estimates analogous to (2.7) have been derived for higher modes but take a more complicated form, which we do not present here. We merely remark that obtaining the rates for higher modes in the case $a \neq 0$ is very delicate due to the coupling of angular modes (Kerr being only axisymmetric).

In the extremal spherically symmetric case (Section 2.3.2), the asymptotics are quite different [10]. In fact, the extremality of the horizon can be seen in the expansion on null infinity giving rise to speculations about the experimental detection of extremal black holes in the universe [7].

### 2.3.4. $\Lambda=0$ : spectral theoretic approach

Another approach to the proof of Theorem 6(2) is based entirely on spectral theory and phase space analysis. The starting point is a foliation of the spacetime by level sets of a time function $t_{*}$ which are transversal to the future event horizon and asymptote to $t$-level sets as $r \rightarrow \infty$. (In practice, it is more convenient to work instead with $t_{*}$ whose level sets are transversal to future null infinity.) Since $|\psi|<C e^{C t_{*}}$ for some $C>0$, one can write $\psi$
as the inverse Fourier transform ${ }^{4}$

$$
\begin{equation*}
\psi\left(t_{*}\right)=\int_{\Im \sigma=C+1} e^{-i \sigma t_{*}} \widehat{\square}(\sigma)^{-1} \hat{f}(\sigma) \mathrm{d} \sigma, \quad \square=\square_{g_{M, a}} \tag{2.9}
\end{equation*}
$$

where $\hat{f}(\sigma)$ is an explicit expression involving the Cauchy data of $\psi$, and the spectral family $\widehat{\square}(\sigma)$ is obtained from $\square$ by replacing $\partial_{t_{*}}$ by $-i \sigma$. The inverse $\widehat{\square}(\sigma)^{-1}$ in (2.9) is the outgoing resolvent, with range comprised of functions which decay as $r \rightarrow \infty$. The strategy is now to shift the contour of integration down to the real axis $\Im \sigma=0$. Executing this relies on several ingredients.

The first ingredient is the analyticity of the resolvent $\widehat{\square}(\sigma)^{-1}$ in $\mathfrak{J} \sigma>0$ as well as the existence the limiting resolvent as $\Im \sigma \searrow 0$. This is established in two steps. The first step is that for $\mathfrak{\Im} \sigma \geq 0$, one can realize $\widehat{\square}(\sigma)$ as a Fredholm operator between suitable function spaces (based on weighted $L^{2}$-Sobolev spaces), with locally uniform estimates; we only discuss this in the case $\sigma \in \mathbb{R}$. The operator $\widehat{\square}(\sigma)$ satisfies elliptic estimates except in the region where $\partial_{t_{*}}=\partial_{t}$ is not timelike, which happens precisely in the ergoregion and the black hole interior. But microlocally, i.e., in phase space, the flow of the Hamiltonian vector field associated to the principal symbol of $\widehat{\square}(\sigma)$ —which here means the null-geodesic flow lifted to phase space restricted to the annihilator of $\partial_{t_{*}}$, and projecting out the $t_{*}$-coordinate-has useful structure: there is a source at $N^{*}\left\{r=r_{+}\right\} \backslash o$ (the conormal bundle of the event horizon); this is related to the classical red-shift effect. There, one gets free microlocal estimates for $u$ solving

$$
\begin{equation*}
\widehat{\square}(\sigma) u=f \tag{2.10}
\end{equation*}
$$

in terms of $f$, called radial point estimates $[201, \$ 2.4]$. These take the form

$$
\|A u\|_{H^{s}} \leq C\left(\|G \widehat{\square}(\sigma) u\|_{H^{s-1}}+\|\chi u\|_{H^{-N}}\right)
$$

where $A, G \in \Psi^{0}$ are pseudodifferential operators localizing to suitable conic neighborhoods of $N^{*}\left\{r=r_{+}\right\}$, and $\chi$ localizes near $r=r_{+}$in the base $\mathcal{M}$. The classical DuistermaatHörmander theorem on the propagation of regularity [72] allows one to propagate this control on $u$ along the null-geodesic flow, which in the case $a \neq 0$ enters the black hole exterior, but which in any case ultimately enters the black hole interior.

Another source of nonellipticity of $\widehat{\square}(\sigma)$ for real $\sigma \neq 0$ is due to the presence of an asymptotically flat end of the spatial slice $t_{*}^{-1}(0)$, and concerns the lack of arbitrary decay rather than regularity; indeed one has to allow for $u$ in (2.10) to have outgoing asymptotics $u \sim r^{-1} e^{i \sigma r}$. This can be captured microlocally in Melrose's scattering calculus [162] and indeed historically was the first instance of a microlocal radial point estimate.

Altogether, one obtains locally uniform estimates in the punctured upper half-plane

$$
\begin{equation*}
\|u\|_{H^{s, \ell}} \leq C\left(\|\widehat{\square}(\sigma) u\|_{H^{s-1, \ell+1}}+\|u\|_{H^{-N,-N}}\right), \quad \Im \sigma \geq 0, \sigma \neq 0 \tag{2.11}
\end{equation*}
$$

4 The choice of sign of $\sigma$ in this formula (and thus also in the corresponding formula for the Fourier transform) is conventional.
where $H^{s, \ell}=r^{-\ell} H^{s}$ is a weighted Sobolev space. Analogous estimates on dual function spaces for the adjoint $\widehat{\square}(\sigma)^{*}$ give the claimed Fredholm property of $\widehat{\square}(\sigma)$. The invertibility of $\widehat{\square}(\sigma)$, together with sharp mapping properties of the inverse, follows from the triviality of the kernel. This is the place, finally, where the mode stability results $[193,209]$ enter the analysis. Direct differentiation in $\sigma$ then gives high regularity of $\widehat{\square}(\sigma)^{-1}$ in $\sigma \neq 0$.

Uniform analysis near $\sigma=0$ is delicate due to the degeneration of $\widehat{\square}(\sigma)$ at spatial infinity when $\sigma \searrow 0$. Sharp Fredholm estimates were obtained by Vasy [202, 204] using a second microlocal combination of the scattering calculus (for $\sigma \neq 0$ ) and the b-calculus (for $\sigma=0$ ) [161], following direct resolvent estimates [29] and (in a restricted geometric setting) direct constructions of the resolvent kernel [95-97, 101]. While bounds and mild (conormal) regularity of the resolvent near zero energy are sufficient to obtain some decay, Hintz [106] developed a method to obtain the first few terms of a polyhomogeneous (generalised Taylor) expansion of $\widehat{\square}(\sigma)^{-1} \hat{f}(\sigma)$ at $\sigma=0$. This uses resolvent identities and, in turns, the inversion of $\widehat{\square}(0)$ and a rescaled model problem ${ }^{5}$ capturing the transition from zero to non-zero spectral parameters. The expansion, upon restriction to bounded spatial subsets, takes the schematic form

$$
\begin{equation*}
\widehat{\square}(\sigma)^{-1} \hat{f}(\sigma)=[\text { holomorphic }]+\sigma^{2} \log (\sigma+i 0) c+[\text { more regular error terms }] \tag{2.12}
\end{equation*}
$$

for some constant $c \in \mathbb{C}$. Upon taking the inverse Fourier transform, the strongest singular term will give rise to the leading order long time asymptotics as $t_{*} \rightarrow \infty$, given by $2 c t_{*}^{-3}$; the regularity of the error terms determines the decay rate of the remainder.

The second ingredient required to execute the contour shifting in the integral (2.9) concerns high energy estimates, i.e., quantitative bounds on $\widehat{\square}(\sigma)^{-1}$ as $\Re \sigma \rightarrow \infty$ (locally uniformly in $\Im \sigma \geq 0$ ). It is in this high frequency regime that the structure of the trapping becomes relevant. To explain this in rough terms, consider the semiclassically rescaled equation

$$
\begin{equation*}
P_{h, z} u:=h^{2} \widehat{\square}\left(h^{-1} z\right) u=f, \quad h=|\sigma|^{-1}, \quad z=\frac{\sigma}{|\sigma|}=1+\mathcal{O}(h) . \tag{2.13}
\end{equation*}
$$

As a guiding example, consider briefly the Minkowskian wave operator $\square=-D_{t_{*}}^{2}+\sum D_{x^{j}}^{2}$; then $P_{h, z}=\sum\left(h D_{x^{j}}\right)^{2}-1+\mathcal{O}(h)$, and thus according to geometric optics, high frequency $\left(\sim h^{-1}\right)$ oscillations have momenta in $\left\{\sum \xi_{j}^{2}-1=0\right\}$ and propagate along lifted geodesics, which are the projections to spatial coordinates and momenta of Minkowskian null-geodesics. Generalizing to the Kerr case, high frequency oscillations of $u$ solving (2.13) are localized in the characteristic set of spatial momenta $\xi$ so that $-\mathrm{d} t_{*}+\xi$ is lightlike, and propagate along projections (to the spatial phase space) of lifted null-geodesics. The dynamics of this projected lifted null-geodesic flow is more ornate than in the bounded frequency regime: there is now a trapped set (in the Schwarzschild case: the restriction of $\Gamma$ in (1.15) to $t=0$ and $\sigma=-1$ if we take $t_{*}=t$ near $\left.r=3 M\right)$ at which the flow is $v$-normally hyperbolic for all $v$. However, purely based on the dynamical nature of the trapping and its interplay with the symplectic structure of phase space, one can apply black box results [77,210] (see

5 It is obtained by taking $\hat{r}=\sigma r$ and considering the limit $\sigma \rightarrow 0$ with fixed $\hat{r}$.
also [108]) on the propagation of semiclassical regularity (i.e., bounds on amplitudes of high frequency oscillations) for microlocal control of $u$ there. Combining this with semiclassical radial point estimates at the event horizon [201, $\mathbf{\$ 2 . 8 ]}$ [78, APPENDIX E] and at spatial infinity [203, 205], one ultimately obtains estimates in semiclassical function spaces (with each derivative weighted by a factor of $h$ ) analogous to (2.11),

$$
\|u\|_{H_{h}^{s, \ell}} \leq C\left(h^{-1-\varepsilon}\left\|P_{h, z} u\right\|_{H_{h}^{s-1, \ell+1}}+h^{N}\|u\|_{H_{h}^{-N,-N}}\right),
$$

where the $\varepsilon>0$ loss can be sharpened to a logarithmic loss when $\Im z \geq 0$; this loss comes from the trapping estimate. For small $h>0$, the second, error, term on the right can be absorbed into the left-hand side, and one obtains the invertibility (with quantitative bounds) of $P_{h, z}$ and thus of $\widehat{\square}(\sigma)$.

Equipped with these high energy estimates, one can justify the contour shifting down to the real axis; the loss of powers of $h^{-1}=|\sigma|$ corresponds to a necessary loss [186] of regularity of the solution (when estimated in decaying function spaces) relative to the initial data.

Important precursors of the low frequency analysis of $[106,204]$ are the works by Donninger-Schlag-Soffer [71] (based on direct resolvent kernel constructions in spherical symmetry) and Tataru [197] on Price's law (based on resolvent estimates and weak versions of the expansion (2.12)). In Tataru's approach, uniform resolvent control down to the real axis is deduced from the assumption of a suitable form of local energy decay; this assumption needs to be verified separately. (Thus, [197] upgrades weak to sharp decay.) In the full subextremal range, local energy decay was first proved in the aforementioned [66], following earlier work for slow angular momenta [6,64]. For more on the relationship between mode stability and local energy decay, see [165, 167].

### 2.3.5. $\boldsymbol{\Lambda}>0$ : exponential decay and quasinormal mode expansions

For linear scalar waves on slowly rotating Kerr-de Sitter black hole spacetimes ( $M, g_{\Lambda, M, a}$ ), Dyatlov [73-75] proved a full asymptotic expansion

$$
\begin{equation*}
\psi\left(t_{*}, x\right)=\sum_{\Im \sigma_{j} \geq-\alpha} e^{-i \sigma_{j} t_{*}} t_{*}^{k} a_{j k}(x)+\mathcal{O}\left(e^{-\alpha t_{*}}\right), \quad x=(r, \theta, \phi) \tag{2.14}
\end{equation*}
$$

for all $\alpha \in \mathbb{R}$ avoiding the discrete set of accumulation points of $\left\{-\Im \sigma_{j}\right\}$. Here, the $\sigma_{j}$ are the resonances or quasinormal modes (QNMs); ${ }^{6}$ they are the poles of the meromorphic continuation of the resolvent $\widehat{\square_{g_{\Lambda, M, a}}}(\sigma)^{-1}$ from $\Im \sigma \gg 1$ to the complex plane in $\sigma$. The structure of the set $\left\{\sigma_{j}\right\}$ was analyzed in great detail in [75]; here we only record that the only resonance with $\Im \sigma_{j} \geq 0$ is $\sigma_{0}:=0$ (with multiplicity 1 and $a_{00}$ a constant), and thus $\psi$ decays exponentially fast to a constant. The existence of a meromorphic continuation of the resolvent (as opposed to the nonalgebraic singularity (2.12) in the case $\Lambda=0$ ) is due to the presence of the cosmological horizon and the related fact that one work with a compact spatial manifold;

6 In the absence of multiplicities $(k=0), a_{j 0}$ is a corresponding mode solution (or resonant state).
the general microlocal framework for the relevant spectral theory (both for bounded and high frequencies) was provided in Vasy's seminal work [201]. (The analyticity of the quasinormal mode solutions, for analytic choices of time functions $t_{*}$, was proved in [148], based on [89].)

In the Schwarzschild-de Sitter case, (2.14) was proved by Bony-Häfner [28] in the black hole exterior, with uniformity down to the horizons provided in [164] using the relationship of SdS and asymptotically hyperbolic spaces [160,163]. For results on the set of resonances and mode solutions in the small black hole limit $M \Lambda^{2} \searrow 0$, see [117]. Results on quasinormal modes on charged black hole spacetimes were proved in [22,127]. We remark that energy methods [62] have thus far been successful in proving superpolynomial decay to constants.

### 2.3.6. $\Lambda<0$ : stable trapping and logarithmic decay

The existence of the conformal boundary (where null geodesics are reflected) in conjunction with the existence of trapped geodesics leads to the phenomenon of stable trapping, which gives rise to an inverse logarithmic rate for solutions provided the Hawking-Reall bound is satisfied. (The Hawking-Reall bound ensures the existence of a globally causal Killing field on the exterior and hence eliminates the difficulty of superradiance.) This rate was established as an upper bound in [120] and is in fact optimal for general solutions, as follows either from quasimode constructions [121] or the existence of quasinormal modes exponentially close to the real axis [90,91]; see [208] for the development of a general theory of quasinormal modes in this setting. (Inverse logarithmic decay rates are familiar from the obstacle problem in Minkowski space [33].) Outside the Hawking-Reall bound, Dold [70] constructed exponentially growing solutions using techniques from [192].

Finally, the behavior is expected to be radically different if dissipative boundary conditions are imposed on the scalar field, in which case strong decay is likely to hold.

### 2.4. Linear stability

Here, we only discuss the case $\Lambda=0$. The reason is that there are currently no rigorous results for $\Lambda<0$ in the case of reflecting boundary conditions, whereas for $\Lambda>0$ nonlinear stability was proved directly (see Section 2.5 ) without prior work on linear stability.

Theorem 9 ([5, 100]). Linear stability holds for slowly rotating Kerr spacetimes.
A natural approach to Theorem 9 is to try to reduce it to the toy problem. However, both the generalized harmonic gauge (Section 1.2) as well as the double null gauge (Section 1.3) lead to a highly coupled system of linearized equations. In the following, we describe several different approaches to address this problem.

### 2.4.1. The double null approach

The first linear stability result was proved by Dafermos-Holzegel-Rodnianski in [58] and concerns the linear stability of the Schwarzschild metric. The approach of [58] is based on expressing (1.1) in a double null gauge and linearizing the resulting system with respect to Schwarzschild. For clarity, we describe the main ideas more generally for the
linearization around Kerr. Let us fix the differentiable structure of the Pretorius-Israel double null coordinates $(u, v, \theta)$ on the Kerr manifold with parameters $(M, a)$ and consider a oneparameter family of metrics expressed in these coordinates

$$
\begin{equation*}
\boldsymbol{g}(\varepsilon)=-4 \boldsymbol{\Omega}^{2}(\varepsilon) \mathrm{d} u \mathrm{~d} v+\boldsymbol{\phi}_{A B}(\varepsilon)\left(\mathrm{d} \theta^{A}-\boldsymbol{b}^{A}(\varepsilon) \mathrm{d} v\right)\left(\mathrm{d} \theta^{B}-\boldsymbol{b}^{B}(\varepsilon) \mathrm{d} v\right) \tag{2.15}
\end{equation*}
$$

such that $\varepsilon=0$ corresponds to the Kerr metric of mass $M$ and specific angular momentum $a$. In other words, we identify the ingoing and outgoing null cones of each member of the family with the respective cones of the Kerr exterior.

If $\boldsymbol{\xi}$ is an $\mathbb{S}_{u, v}^{2}$-tensor denoting an arbitrary Ricci coefficient or curvature component associated with $\boldsymbol{g}(\varepsilon)$ and $\xi$ denotes the analogous component for $\boldsymbol{g}(0)$, then $\boldsymbol{\xi}-\xi$ is a map from $\mathbb{R}$ into the bundle of $\mathbb{S}_{u, v}^{2}$-tensors on $\mathcal{M}$ and we can hence define

$$
\stackrel{(1)}{\xi}:=\left.\frac{\mathrm{d}}{\mathrm{~d} \varepsilon}(\xi-\xi)\right|_{\varepsilon=0},
$$

which we call a linearized Ricci coefficient or curvature component, respectively. Note that we can indeed consider the difference of the two tensors as we have identified the notion of $\mathbb{S}_{u, v}^{2}$-tensors for the family (2.15), i.e., we have fixed the tensor bundle of $\mathbb{S}_{u, v}^{2}$-tensors on the manifold independently of $\varepsilon$.

To produce the linearized Bianchi and null structure equations, one writes down the null structure and Bianchi equations once for general $\varepsilon$ (in bold font) and once for $\varepsilon=0$ (in standard font) and then subtracts the two equations ignoring terms of order $\varepsilon^{2}$. This linearization process is entirely straightforward and particularly simple in the Schwarzschild case where all $\mathbb{S}_{u, v}^{2}$-one-forms and symmetric traceless tensors vanish identically for the (spherically symmetric) background. It produces a system of equations for $\mathbb{S}_{u, v}^{2}$-tensors representing linearized curvature components and Ricci coefficients on the Kerr manifold with all differential operators being defined with respect to the Kerr background metric. For instance, in the (algebraically simpler) Schwarzschild case $a=0$, where the Pretorius-Israel double null coordinates become the familiar Eddington-Finkelstein double null coordinates, the linearization of (1.10), (1.11) reads

$$
\begin{align*}
\Omega \not \varnothing_{3}\left(r \Omega^{2^{2}} \stackrel{(1)}{\alpha}\right) & =-2 \Omega^{2} r \not D_{2}^{\star}\left(\Omega_{\beta}^{(1)}\right)-\frac{3 M}{r^{2}} \Omega^{3} \stackrel{(1)}{\hat{\chi}},  \tag{2.16}\\
\Omega \not \varnothing_{4}\left(r^{4} \Omega^{-1} \stackrel{(1)}{\beta}\right) & =-r^{3} \mathrm{~d} / \mathrm{v}\left(r^{(1)}\right), \tag{2.17}
\end{align*}
$$

and the structure equation (1.8) becomes

$$
\begin{equation*}
\Omega \not \ddot{X}_{4}\left(r^{2} \stackrel{(1)}{\hat{\chi}} \Omega\right)+\frac{2 M}{r^{2}}\left(r^{2} \stackrel{(1)}{\hat{\chi}} \Omega\right)=-r^{2} \Omega^{2} \stackrel{(1)}{\alpha} . \tag{2.18}
\end{equation*}
$$

We now collect an important result, which is due to Teukolsky [200]. For this we recall from Section 1.4.4 the algebraically special frame of $\operatorname{Kerr}\left(e_{3}^{a s}, e_{4}^{a s}, e_{1}^{a s}, e_{2}^{a s}\right)$. We define an $\varepsilon$-dependent family of frames $\left(\boldsymbol{e}_{3}^{a s}, \boldsymbol{e}_{4}^{a s}, \boldsymbol{e}_{1}^{a s}, \boldsymbol{e}_{2}^{a s}\right)$ which is null with respect to $\boldsymbol{g}(\varepsilon)$ and reduces for $\varepsilon=0$ to $\left(e_{3}^{a s}, e_{4}^{a s}, e_{1}^{a s}, e_{2}^{a s}\right)$. We then define the linearized quantities

$$
\begin{equation*}
\stackrel{(1)}{\alpha}_{a s}\left(e_{A}^{a s}, e_{B}^{a s}\right):=\lim _{\varepsilon \rightarrow 0} \frac{\operatorname{Riem}\left(e_{4}^{a s}, \boldsymbol{e}_{A}^{a s}, \boldsymbol{e}_{4}^{a s}, \boldsymbol{e}_{B}^{a s}\right)}{\varepsilon}, \tag{2.19}
\end{equation*}
$$

$$
\begin{equation*}
\stackrel{(1)}{\alpha}_{a s}\left(e_{A}^{a s}, e_{B}^{a s}\right):=\lim _{\varepsilon \rightarrow 0} \frac{\operatorname{Riem}\left(e_{3}^{a s}, \boldsymbol{e}_{A}^{a s}, e_{3}^{a s}, \boldsymbol{e}_{B}^{a s}\right)}{\varepsilon} . \tag{2.20}
\end{equation*}
$$

Note that these quantities are generally not $\mathbb{S}_{u, v}^{2}$-tensors unless $a=0$ but can be interpreted as horizontal tensors by identifying the horizontal structures (i.e., the spaces $g(\varepsilon)$ orthogonal to the distribution $\left(\boldsymbol{e}_{3}^{a s}, \boldsymbol{e}_{4}^{a s}\right)$ ) for different $\varepsilon$ just as we did for $\mathbb{S}_{u, v}^{2}$-tensors earlier. They can also be viewed as elements of a complex line bundle of spin- $\pm 2$-weighted functions, see [200] and [57, §2.2]. Note that for $a=0$ we have $\stackrel{(1)}{\alpha}_{a s}\left(e_{A}^{a s}, e_{B}^{a s}\right)=\stackrel{(1)}{\alpha}\left(e_{A}, e_{B}\right)$ and $\stackrel{(1)}{\alpha}_{a s}\left(e_{A}^{a s}, e_{B}^{a s}\right)=\stackrel{(1)}{\underline{\alpha}}\left(e_{A}, e_{B}\right)$ as the double null frame agrees with the algebraically special frame. Also one may check that (2.19) and (2.20) do not depend on the particular choice of frame $\left(\boldsymbol{e}_{3}^{a s}, \boldsymbol{e}_{4}^{a s}, \boldsymbol{e}_{1}^{a s}, \boldsymbol{e}_{2}^{a s}\right)$ described above. In other words, there is a gauge invariance to order $\varepsilon$ under $\boldsymbol{g}(\varepsilon)$-frame rotations.
Proposition ([200]). The quantities $\stackrel{(1)}{\alpha}_{a s}$ and $\stackrel{(1)}{\alpha}_{a s}$ satisfy (individually) decoupled wave equations, called the spin $\pm 2$ Teukolsky equations.

In the case $a=0$, the Teukolsky equation takes the simple form (as easily checked from (2.16)-(2.18))

$$
\begin{align*}
& \Omega \not \not_{4} \Omega \not \otimes_{3}\left(r \Omega^{2} \stackrel{(1)}{\alpha}\right)+\frac{2 \Omega^{2}}{r^{2}} r^{2} \not D_{2}^{\star} \mathrm{d} / v\left(r \Omega^{2}{ }_{\alpha}^{(1)}\right)+\frac{4}{r}\left(1-\frac{3 M}{r}\right) \Omega \not \otimes_{3}\left(r \Omega^{2}{ }_{\alpha}^{(1)}\right) \\
& \quad+\frac{6 M \Omega^{2}}{r^{3}}\left(r \Omega^{2}{ }_{\alpha}^{(1)}\right)=0, \tag{2.21}
\end{align*}
$$

which we will focus on to convey some of the main ideas that follow. The problem with equation (2.21) is that because of the first order term, the standard physical space techniques for the toy problem do not apply: there is no natural conserved energy and the standard approach to prove (2.3) fails. Nevertheless, we have the following result:

Theorem 10. $[57,58,157]$ Solutions to the spin $\pm 2$ Teukolsky equations arising from suitably weighted initial data on a Kerr spacetime with $|a| \ll M$ decay inverse polynomially in time on the black hole exterior.

Proof. For $a=0$, one may apply the physical space transformations

$$
\begin{equation*}
r^{5} \stackrel{(1)}{P}=\frac{r^{3}}{\Omega} \not \phi_{3}\left(\stackrel{(1)}{\psi} r^{3} \Omega\right), \quad r^{3} \Omega \stackrel{(1)}{\psi}=-\frac{1}{2} \frac{r^{2}}{\Omega} \not \phi_{3}\left(r \Omega^{2} \stackrel{(1)}{\alpha}\right) \tag{2.22}
\end{equation*}
$$

introduced in [58]. These transformations are physical space versions of transformation introduced by Chandrasekhar in [38] at the mode-decomposed level. The point is that the quantity (1) $P$ satisfies the Regge-Wheeler equation

$$
\begin{equation*}
\Omega \not \oiint_{3} \Omega \not \otimes_{4}\left(r^{5} \stackrel{(1)}{P}\right)+\frac{2 \Omega^{2}}{r^{2}} r^{2} D_{2}^{\star} \mathrm{d} / v\left(r^{5} \stackrel{(1)}{P}\right)+V\left(r^{5} \stackrel{(1)}{P}\right)=0, \tag{2.23}
\end{equation*}
$$

where $V$ is a potential with favorable properties. Equation (2.23) turns out to be an equation for which the estimates $(2.2)$ and (2.3) can be proven, i.e., the toy model theory applies. Once (2.3) is proven for $\stackrel{(1)}{P}$ one may derive from (2.22) the identity

$$
\begin{equation*}
\frac{1}{2} \Omega \not \varnothing_{3}\left(r\left|r^{3} \Omega \stackrel{(1)}{\psi}\right|^{2}\right)+\frac{1}{2} \Omega^{2}\left|r^{3} \Omega \stackrel{(1)}{\psi}\right|^{2}=r^{4} \stackrel{(1)}{P} \Omega^{2} \cdot \stackrel{(1)}{\psi} r^{3} \Omega \tag{2.24}
\end{equation*}
$$

Applying Cauchy-Schwarz inequality on the right and using the integrated decay estimate (1) for $P$, this can be integrated forwards to produce boundedness and integrated decay estimates for $\stackrel{(1)}{\psi}$. Repeating the same procedure for the pair $(\stackrel{(1)}{\psi}, \stackrel{(1)}{\alpha})$, one obtains the desired estimates for $\stackrel{(1)}{\alpha}$. Obviously, this process loses derivatives but these can be recovered by studying the wave equations for $\stackrel{(1)}{\psi}$ and $\stackrel{(1)}{\alpha}$ with the just obtained a priori estimates on the lower order terms.

For $|a| \ll M$, a straightforward modification of the transformations (2.22) produces an analogue of (2.23), which is now a coupled wave equation schematically of the form

$$
\begin{equation*}
\square_{R W, g_{M, a}} \stackrel{(1)}{P}=a \mathcal{F}(\stackrel{(1)}{\psi}, \stackrel{(1)}{\alpha}) \tag{2.25}
\end{equation*}
$$

where $\square_{R W, g_{M, a}}$ is the Regge-Wheeler operator associated with the Kerr metric $g_{M, a}$ to which again the techniques from the toy problem apply and $\mathcal{F}(\stackrel{(1)}{\psi}, \stackrel{(1)}{\alpha})$ denotes an explicit expression involving up to first derivatives of $\stackrel{(1)}{\psi}$ and $\stackrel{(1)}{\alpha}$. However, just as for the toy problem, proving estimates for $\square_{R W, g_{M, a}}$ now requires frequency decomposition and a form of separability of the equations, which makes the problem technically more involved. Moreover, the transport estimates for the lower order quantities are now directly coupled to (2.25) so all estimates have to be proven at the same time. Key are the smallness of $|a|$ in the coupling as well as a special structure in the right-hand side of (2.25), which needs to be identified and exploited.

In the full subextremal case $|a|<M$, we have the following recent milestone:
Theorem 11 ([194]). Theorem 10 holds for the full subextremal range $|a|<M$ provided solutions are a priori assumed to be future-integrable.

We remark that the assumption of future-integrability in Theorem 11 ensures that one can take the Fourier transform in time and hence prove estimates at the level of the radial ODE governing the dynamics of the frequency decomposed pieces of the solution. For the wave equation, proving these estimates (i.e., Theorem 11) is the main difficulty in the proof of Theorem 6. Removing the assumption of future integrability is expected to follow along the lines of [66] and would lead to a proof of Theorem 10 for the full subextremal range and complete our picture of the dynamics of the Teukolsky equation.

The proof of Theorem 11 adds several new ideas to the proof of Theorem 10. It requires a much more subtle construction of the multipliers and various applications of the Teukolsky-Starobinski identities since smallness of $|a|$ cannot be exploited. We finally note also the papers $[80,81]$ for related results on the Teukolsky equation.

We pause for a moment to recap what we have achieved in proving Theorem 9. We have obtained a linearized system of equations in double null gauge and we have shown that certain quantities within this system satisfy decay estimates. In the $a=0$ case, these are precisely ${ }^{(1)}$ and $\underset{\sim}{(1)}$. The second and equally important step is to identify a hierarchical structure in the linearized system that allows proving boundedness and decay for all dynamical quantities, preferably without loss of derivatives (the latter with the nonlinear problem
in mind) from the quantities that have been shown to decay. This was achieved for $a=0$ in [58]. This part of the proof relies on a complete understanding of two important classes of special solutions, which we again discuss in the $a=0$ case:
(A) An explicit 4-dimensional family of solutions to the system arising from the fact that the Schwarzschild solution sits as a one-parameter family inside the Kerr family. Since to specify a nearby Kerr from the point of view of Schwarzschild metric one needs to prescribe both a direction of rotation (i.e., a 3 -vector) and a change of mass (a scalar), the corresponding family is indeed 4-dimensional.
(B) An infinite-dimensional family of pure gauge solutions, parametrized by a set of spacetime functions $f_{i}(u, v, \theta)$. These arise from the fact that certain infinitesimal coordinate transformations preserve the double null form (2.15) to order $\varepsilon^{2}$ while changing the dynamical quantities to order $\varepsilon$ in an explicit fashion. For instance, the coordinate transformation

$$
\tilde{u}=u, \quad \tilde{v}=v+\varepsilon f_{2}(v, \theta), \quad \tilde{\theta}^{A}=\theta^{A}+\varepsilon \frac{2}{r(u, v)} \phi^{A B} \partial_{A} f_{2}(v, \theta)
$$

is easily seen to preserve the double null form (2.15) to order $\varepsilon$. These transformations are the infinitesimal versions of a change of double null foliation, i.e., perturbing the spheres and the foliations of the cones slightly. At the linearized level they generate a special class of solutions which are called pure gauge solutions. These solutions may be added to a given reference solution of the linearized system to achieve a specific normalization of the linearized Ricci coefficients on suitable chosen cones of the background. Finally, one observes that pure gauge solutions always have $\stackrel{(1)}{\alpha}=0=\stackrel{(1)}{\alpha}$, i.e., the Teukolsky quantities are gauge invariant.

With these observations, we can state the following slightly more specific version of Theorem 9 for $a=0$.

Theorem 12 ([58]). All solutions to the linearized vacuum Einstein equations around Schwarzschild arising from regular asymptotically flat initial data

- remain uniformly bounded on the exterior and
- decay inverse polynomially (through a suitable foliation) to a standard linearized Kerr solution (a 4-dimensional space) after adding a pure gauge solution which can itself be estimated by the size of the data.

The point here is that in a gauge that is normalized with respect to the cones where the initial data is prescribed ("initial data gauge") one will only be able to prove boundedness. In order to see decay, one needs to add a pure gauge solution that achieves $\Omega^{-1}{ }_{\Omega}^{(1)}=0$ on $\mathscr{H}^{+}$for the sum of the two solutions, i.e., one needs to normalize the solution with respect to the future event horizon to see decay. This is the future gauge or teleological normaliza-
tion. While the pure gauge solution required to do this has to be determined dynamically by solving an ODE along the event horizon, it can still be bounded uniformly by initial data.

The reason that going to the teleological normalization is required to prove decay can be understood from the fact that while the (linearized) Bianchi equations capture the hyperbolic nature of the Einstein equations, the (linearized) null structure equations also involve transport equations. Solutions to transport equations do generally not decay to zero if integrated from initial data. On the other hand, integrating them backwards from the future (in this case, the event horizon) with zero data captures the decay (provided the right-hand side of the relevant transport equation has been shown to decay sufficiently fast, which is, for instance, the case if it involves a Teukolsky quantity). Geometrically, one may say that in the initial data normalized gauge the solution converges to a linearized Kerr but not in the standard double null coordinates.

We note that while we have described parts of the argument for the case $a=0$ (which is the one treated in [58]), the double null approach can be pursued also in the case $|a| \ll M$ by treating the errors arising from non-vanishing $a$ in the transport equation perturbatively and using Theorem 10. This is a problem that is likely to be solved in the near future and would provide a complete proof of Theorem 9 in double null gauge. Finally, generalizing carefully the transformations (2.22), linear stability of the Reissner-Nordström solution to the coupled Einstein-Maxwell system has been proven in [92].

### 2.4.2. Generalized harmonic gauge

Häfner-Hintz-Vasy [100] proved the linear stability of slowly rotating Kerr black holes for initial data with standard decay bounds on the initial data (roughly pointwise $o\left(r^{-1}\right)$ and $o\left(r^{-2}\right)$ ). Their proof is based on a precise analysis of the resolvent of a linearized gaugefixed Einstein operator. More precisely, when studying the linear stability of $g_{M, a},|a| \ll M$, [100] uses the linearization of the generalized harmonic gauge 1-form

$$
W_{\mu}=g_{\mu \nu} g^{\kappa \lambda}\left(\Gamma(g)_{\kappa \lambda}^{\nu}-\Gamma\left(g_{M, a}\right)_{\kappa \lambda}^{\nu}\right)
$$

around $g=g_{M, a}$, which maps $h \mapsto \operatorname{div}_{g} \mathrm{G}_{g} h$. One then considers the linearization $L$ of the quasilinear wave operator

$$
P(g):=\operatorname{Ric}(g)-\left(\delta_{g}^{*}+q\right) W
$$

around $g=g_{M, a}$. Here $q$ is a suitable stationary bundle map (i.e., differential operator of order 0 ) from 1-forms to symmetric 2-tensors, used to implement constraint damping below. This linearization maps

$$
L: h \mapsto D_{g} \operatorname{Ric}(h)-\left(\delta_{g}^{*}+q\right) \operatorname{div}_{g} \mathrm{G}_{g} h .
$$

The principal part of $L$ is $-\frac{1}{2} \square_{g}$, and thus the Fredholm theory for the spectral analysis for the scalar wave operator sketched in Section 2.3.4 is available for the analysis of $\hat{L}(\sigma)$, $\Im \sigma \geq 0$, as well. High energy estimates require the verification of a sign condition on the subprincipal symbol at trapped set (required for application of the black box high energy estimates [77]), which was first verified in [104], and which can be shown to amount to polynomial
bounds for the length of vectors that are parallel transported along trapped null-geodesics (the latter was proved in the general Kerr case in [159]).

Existence of the resolvent $\hat{L}(\sigma)^{-1}$ for nonzero $\sigma$ then reduces to the problem of proving mode stability for metric perturbations; moreover, the behavior near $\sigma=0$ is complicated due to the presence of stationary solutions (linearized Kerr metrics in a suitable gauge). Furthermore, it is (for robustness under perturbations, and also for eventual nonlinear purposes) important to not require the metric perturbations $h$ to satisfy the linearized constraint equations at the Cauchy hypersurface $t_{*}=0$. The analysis of $\hat{L}(\sigma) h=0$ (i.e., $L$ acting on the metric perturbation $e^{-i \sigma t_{*}} h$, with $h$ outgoing) then starts off with the (linearized) second Bianchi identity, which gives the decoupled equation

$$
\operatorname{div}_{g} \mathrm{G}_{g}\left(\delta_{g}^{*}+q\right) \eta=0, \quad \eta=\operatorname{div}_{g} \mathrm{G}_{g}\left(e^{-i \sigma t_{*}} h\right)
$$

This is a wave equation for the 1 -form $\eta$, and for $q=0$ it is indeed the tensor wave operator on 1 -forms. The latter satisfies mode stability by direct calculation similarly to [114], except for the presence of a 0 -mode corresponding to the Coulomb solution. The purpose of the stationary map $q$ is to perturb this stationary solution away, thus giving mode stability for $\operatorname{div}_{g} \mathrm{G}_{g}\left(\delta_{g}^{*}+q\right)$ in the full closed upper half plane. ${ }^{7}$ Thus, any mode solution $h$ of $\hat{L}(\sigma)$ with $\mathfrak{\Im} \sigma \geq 0$ automatically verifies the linearized gauge condition

$$
\begin{equation*}
\eta=\operatorname{div}_{g} \mathrm{G}_{g}\left(e^{-i \sigma t_{*}} h\right)=0 . \tag{2.26}
\end{equation*}
$$

Therefore, we also have a solution of the linearized Einstein equation without gauge condition,

$$
\begin{equation*}
D_{g} \operatorname{Ric}\left(e^{-i \sigma t_{*}} h\right)=0 \tag{2.27}
\end{equation*}
$$

Mode stability for this equation is well-known in the Schwarzschild case $(M, a)=\left(M_{0}, 0\right)$ [141,166,177,206,211], and [100] proceeds perturbatively off this case. Concretely, for nonzero $\sigma$, metric mode stability is the statement that $e^{-i \sigma t_{*}} h=\delta_{g}^{*}\left(e^{-i \sigma t_{*}} \omega\right)$ is a symmetric gradient (i.e., a Lie derivative when using vectors instead of 1 -forms). Plugging this into the gauge condition (2.26) gives another wave equation for the gauge potential $\omega$ itself,

$$
\begin{equation*}
\operatorname{div}_{g} \mathrm{G}_{g} \delta_{g}^{*}\left(e^{-i \sigma t_{*}} \omega\right)=0 \tag{2.28}
\end{equation*}
$$

Mode stability for this equation implies that $\omega=0$ and hence $h=0$. This proves mode stability for $L$ in the punctured upper half-plane.

For stationary perturbations ( $\sigma=0$ ), the mode stability for (2.27) in the Schwarzschild case implies that $h$ is the sum of a linearized Kerr metric and a pure gauge term (i.e., a symmetric gradient). The gauge condition (2.28) then further restricts the pure gauge term $\delta_{g}^{*} \omega$ to a finite-dimensional space. Particular instances of such pure gauge terms, constructed
$7 \quad$ In fact, one can then show that solutions of $\operatorname{div}_{g} \mathrm{G}_{g}\left(\delta_{g}^{*}+q\right) \eta=0$ with sufficiently smooth and decaying initial data decay in time to 0 . Therefore, initial violations of the linearized gauge condition $\eta=0$ decay in time; equivalently, initial violations of the linearized constraint equations for $h$ decay in time. Hence, the addition of $q$ implements constraint damping, the roots of which go back to the numerics literature [31, 98].
in [100, §7], are symmetric gradients of asymptotic (as $r \rightarrow \infty$ ) translations $\omega=\mathrm{d} x^{i}+o(1)$ (note that $\mathrm{d} x^{i}$ is a Killing 1 -form for the Minkowski metric) and asymptotic rotations. There are also generalized zero modes which are first-order polynomials in time, arising from gauge potentials $\omega$ which are asymptotic Lorentz boosts.

We stress that it is only at this point-i.e., where one needs to know the structure (pure gauge, or linearized Kerr) of mode solutions of the linearized Einstein vacuum equation for individual values of $\sigma \in \mathbb{C}$-that the highly delicate reductions of the linearized Einstein equations to scalar "master equations" are used (here the Regge-Wheeler [177] and Zerilli [211] equations). The a priori information, obtained by microlocal means which only rely on qualitative features of the null-geodesic flow, of uniform Fredholm properties of $\hat{L}(\sigma)$ acting between suitable function spaces is then easily upgraded to invertibility, regularity in $\sigma$, and the precise structure at $\sigma=0$.

Altogether, one can then show that in the Schwarzschild case $\hat{L}(\sigma)^{-1}$ has a secondorder pole at $\sigma=0$ with explicit singular terms, plus a Hölder-regular remainder. This structure persists in the slowly rotating Kerr case, essentially since one can construct a space of generalized zero modes for small $|a|$ of the same dimension as for $a=0$. (We remark that this construction requires, besides knowledge of the Kerr family of solutions, only soft perturbative arguments, and does not involve the Teukolsky equation.) Altogether, we have

Theorem 13 ([100]). Let $t_{*}$ be a time function with level sets transversal to the future event horizon and equal to the level sets of the Boyer-Lindquist time function $t$ for large $r$. Consider a neighborhood $\mathcal{M}=[0, \infty)_{t_{*}} \times \Sigma, \Sigma=\left[2 M_{0}-\varepsilon, \infty\right) \times \mathbb{S}^{2}$, of the domain of outer communications of the mass $M_{0}$ Schwarzschild black hole restricted to the causal future of the Cauchy surface $t_{*}=0$. Let $\alpha \in(0,1)$, and let $h_{0}, h_{1} \in \bigodot^{\infty}\left(\Sigma ; S^{2} T_{\Sigma}^{*} \mathcal{M}\right)$ be Cauchy data with

$$
\left|h_{0}\right| \lesssim r^{-1-\alpha}, \quad\left|h_{1}\right| \lesssim r^{-2-\alpha},
$$

and similar bounds for 8 derivatives along $r \partial_{r}$ and spherical vector fields. For (M, a) close to $\left(M_{0}, 0\right)$, let h denote the solution of the initial value problem

$$
L_{M, a} h=0,\left.\quad\left(h, \mathscr{L}_{\partial_{t_{*}}} h\right)\right|_{t_{*}=0}=\left(h_{0}, h_{1}\right)
$$

Then there exist $\left(M^{\prime}, a^{\prime}\right)$, and a vector field $V$ lying in a 7 -dimensional space $\mathcal{V}_{M, a}$ of vector fields on $\mathcal{M}$ so that

$$
h=\left.\frac{\mathrm{d}}{\mathrm{~d} s} g_{M+s M^{\prime}, a+s a^{\prime}}\right|_{s=0}+\mathscr{L}_{V} g_{M, a}+\tilde{h}
$$

where $|\tilde{h}| \lesssim t_{*}^{-1-\alpha}$ in spatially compact regions. The space $\mathcal{V}_{M, a}$ is spanned by asymptotic translations and boosts, and an additional explicit vector field. (The latter vector field can be eliminated by a small change of the gauge condition. Asymptotic rotations are the same as infinitesimal changes of the black hole rotation axis.)

If the data $\left(h_{0}, h_{1}\right)$ arise from initial data for the linearized Einstein equations (i.e., satisfying the linearized constraint equations), this implies the linear stability of slowly rotating Kerr black holes. However, Theorem 13 is significantly more general, as it applies to
general data $\left(h_{0}, h_{1}\right)$; this type of generality was crucial in the non-linear stability proof of Kerr-de Sitter black holes, see Section 2.5.2.

Note that, unlike in the double null gauge, the linearized metric $h$ typically grows linearly in time due to the existence of asymptotic Lorentz boosts in the space $\mathcal{V}_{M, a}$. Decay to a linearized Kerr metric can only be seen after subtracting a suitable element of the 7dimensional space $\mathscr{L}_{V} g_{M, a}, V \in \mathcal{V}_{M, a}$, of pure gauge solutions.

There have also been a number of works which employ vector field methods to prove the linear stability of the Schwarzschild metric in generalised harmonic gauges (for initial data satisfying the linearized constraints), see [124-126,131].

### 2.4.3. Other approaches: outgoing radiation gauge

Andersson-Bäckdahl-Blue-Ma [5] gave the first proof of linear stability, assuming strong decay on the initial data. Their strategy is to assume suitable decay for solutions $\stackrel{(1)}{\alpha}_{a s},{\underset{\sim}{\alpha}}_{a s}^{(c a l l e d} \psi_{ \pm 2}$ in [5] in accord with classical Newman-Penrose notation) of the Teukolsky equations and recover the full metric perturbation via successive integrations in a suitable hierarchy. In order to accomplish this, [5] employs the outgoing radiation gauge. ${ }^{8}$ Decay for the metric perturbation is proved via weighted Hardy inequalities. Special care has to be taken near null infinity, where the Teukolsky-Starobinsky identities (fourth-order differential identities relating $\psi_{+2}$ and $\psi_{-2}$ ) play a key role for ensuring integrability at various stages in the hierarchy. In order to obtain decay for the metric coefficients, the initial data for the metric perturbation are required to have strong decay (roughly pointwise $o\left(r^{-7 / 2}\right)$ and $o\left(r^{-9 / 2}\right)$ decay for the linearized metric and second fundamental form). This in particular forces the linearized mass and angular momentum of the final linearized Kerr solution to vanish [2], and hence a key feature of the (nonlinear) stability problem is suppressed.

Given that decay results $[57,157]$ for the Teukolsky equation on slowly rotating Kerr backgrounds are known (cf. Theorem 10 above), [5] gives an unconditional proof of the linear stability (for strongly decaying data) in this regime.

### 2.5. Nonlinear stability

The first nonlinear stability result for any family of black hole spacetimes without symmetry assumptions was proved for slowly rotating Kerr-de Sitter black holes ( $\Lambda>0$ ) by Hintz-Vasy [115]. The results in the asymptotically flat Kerr setting are not quite yet complete, though stability under special symmetries [139] as well as the full codimensional stability of the Schwarzschild family [59] are known. See also [137,138,140] for progress in the slowly rotating case. Finally, we refer the readers to [59, sIv.2] for a discussion of (necessarily codimension restricted) nonlinear stability statements that one could attempt to prove in the extremal case.

8 The metric perturbation is trace-free (with respect to the background Kerr metric) and has vanishing contraction with the ingoing principal null vector field.

### 2.5.1. The case $\boldsymbol{\Lambda}=0$

With the linear problem resolved, the road is open to address the non-linear problem, that is to prove that the subextremal Kerr family is nonlinearly stable. Note that perturbations of Schwarzschild initial data are generally expected to converge to a Kerr solution with small angular momentum, so stability of the Schwarzschild family cannot hold without further restrictions on the data. However, we have the following result, which proves the nonlinear stability of Schwarzschild for the subset of data for which it actually holds:

Theorem 14 ([59]). Nonlinear stability holds for the Schwarzschild spacetime provided the initial data lie on a codimension 3 submanifold of the moduli space of initial data.

We emphasize again that the codimension 3 assumption is necessary because the Schwarzschild family is contained as the $a=0$ subcase of the Kerr family. Outside the codimension 3 submanifold, one expects solutions to necessarily asymptote to a Kerr solution with $a \neq 0$, since the dimension of linearized Kerr solutions fixing the mass is equal to 3 in our parametrization. It is in this sense that Theorem 14 encompasses all data near Schwarzschild that converge back to a member of the Schwarzschild family. We note that Theorem 14 had been proved previously for polarized axisymmetric initial data in [139]. That work already contains some of the difficulties of the full problem. See also [140] for further discussion of their approach to the problem.

While capturing many of the nonlinear difficulties such as identifying the mass of the final solution, constructing teleological gauges and identifying a version of the null condition in them, the fact that the final state in Theorem 14 is Schwarzschild simplifies considerably both the algebra and the analysis. In particular, Theorem 14 can be (and is) proven using entirely physical space based techniques.

Before we provide a brief overview of the main ideas in the proof, we recall items (i)-(iii) from the characterization of nonlinear stability in Section 2.2. We remark that in the proof of Theorem 14, the global closeness of statement (ii) can be expressed at the top order energy level with respect to the same quantity that measures a suitable "initial" energy quantity, i.e., without loss of derivatives. In this sense, Theorem 14 contains a true orbital stability statement. Note also that Theorem 14 is indeed the nonlinear analogue of Theorem 12 as the latter can be viewed as the statement of linear asymptotic stability of Schwarzschild up to a three-dimensional space of initial data, which, in the linear problem, can be directly identified at the level of initial data.

Theorem 14 is proven by expressing the equations in a double null gauge and hence the natural setup is to prescribe characteristic initial data intersecting in a topological 2sphere. There is a well-established procedure, indicated at the end of Section 1.3, to prescribe initial data in this setting. We now decompose the space of initial data into disjoint 3parameter families $D=D_{0}+\sum_{m=-1}^{1} \lambda_{m} D_{m}^{\text {Kerr }}$, where $D_{0}$ varies over a suitable space and is of size $\varepsilon_{0}$. Here $D_{m}^{\text {Kerr }}$ essentially prescribes the three $\ell=1$ modes of the torsion on the sphere of intersection and the vector $\left(\lambda_{-1}, \lambda_{0}, \lambda_{1}\right)$ is a measure of the size of the angular momentum of the data. We prove that given any $d \in D_{0}$ we can find a $\left(\lambda_{-1}^{\star}, \lambda_{0}^{\star}, \lambda_{1}^{\star}\right)$ such
that the corresponding data set $D$ converges to Schwarzschild. We emphasize that the vector $\left(\lambda_{-1}^{\star}, \lambda_{0}^{\star}, \lambda_{1}^{\star}\right)$ (as well as the final mass of the solution) has to be determined teleologically, i.e., from the entire dynamics of the solution.

We now come to the main ideas of the proof. One crucial ingredient, which we already saw in the linear problem, is the use of a double null gauge which is normalized from the future, i.e., certain Ricci coefficients have to take their Schwarzschild (with mass to be determined!) values on the asymptotic hypersurfaces. The construction of such future gauges, which geometrically corresponds to finding a nearby sphere and foliating the ingoing and outgoing light cones in a prescribed fashion, is based on a implicit function theorem type argument. This uses that in the linear case we can prescribe the desired values by adding a pure gauge solution. However, the nonlinear argument is considerably complicated by the fact that the $\ell=0$ and $\ell=1$ modes (mass and angular momentum) require special treatment and couple nonlinearly into the iteration.

Having proven the existence of the future gauges, we can consider a solution in the initial data gauge with coordinates ( $u^{\text {data }}, v^{\text {data }}, \theta^{\text {data }}$ ) or in the future gauge with coordinates ( $\left.u^{\text {fut }}, v^{\text {fut }}, \theta^{\text {fut }}\right)$ with relations of the form $u^{\text {fut }}=u^{\text {data }}+f_{1}\left(u^{\text {data }}, v^{\text {data }}, \theta^{\text {data }}\right)$, etc., in the region where both gauges are defined. As in the linear problem, we can estimate the $f$ 's provided estimates on the Ricci and curvature components are available in both of the gauges.

The proof proceeds by a large scale bootstrap argument along the following lines. Given our 3-parameter family, we consider the largest $u_{f}>0$ such that in the future gauge normalized at the sphere $\mathbb{S}_{u_{f}, v_{\infty}}^{2}$ the following bootstrap assumptions hold in the corresponding bootstrap region $\mathcal{M}^{\prime}\left(u_{f}\right)$ indicated in the picture below:

(I) We have $\left|f_{i}\right| \leq \varepsilon$ in the shaded ("near initial data") region of $u$-width $\approx 1$. In particular, the $u^{\text {fut }}=0$ cone is $\varepsilon$-close to the cone $u^{\mathrm{data}}=0$.
(II) We have decay estimates for Ricci coefficients and null curvature components minus their Schwarzschild value (which is determined from the spher-
ical average of the curvature component $\rho$ on $\mathbb{S}_{u_{f}, v_{\infty}}^{2}$ ) in the future gauge, for instance,

$$
\begin{equation*}
\left|r^{2}\left(\Omega \operatorname{tr} \chi-r^{-1}\left(1-\frac{2 M\left(u_{f}\right)}{r}\right)\right)\right| \leq \frac{\varepsilon}{u}, \quad\left|r^{4} \alpha\right| \leq \frac{\varepsilon}{u}, \quad \text { etc., } \tag{2.29}
\end{equation*}
$$

as well as a hierarchy of higher order estimates (in $L^{2}$ on spheres, nullcones and spacetime regions) for all $\vec{\lambda} \in \mathscr{R}\left(u_{f}\right)$ such that $\mid\left(r^{5} \mathrm{c} u r l \boldsymbol{l}\right)_{\ell=1}\left(u_{f}\right.$, $\left.v_{\infty}\right) \left\lvert\, \leq \frac{\varepsilon}{u_{f}}\right.$ with equality on $\partial \mathcal{R}\left(u_{f}\right)$. (That is, for every $u_{f}$ we define a corresponding set $\mathcal{R}\left(u_{f}\right)$ of admissible $\vec{\lambda}$ which satisfy this.)

The main task then is to show that $u_{f}=\infty$ by improving the above bootstrap assumptions. This proceeds along the following lines:
(1) One shows that in the shaded region the curvature components $\alpha, \underline{\alpha}$ defined with respect to the future double null gauge agree with the components defined in the initial data double null gauge up to quadratic error terms. This is a manifestation of the fact that $\alpha$ is gauge invariant in linear theory, that is, comparing the $\alpha$ 's in the two gauges only produces terms quadratic in $f$ which by bootstrap assumption (I) are indeed $O\left(\varepsilon^{2}\right)$.
(2) One estimates $\alpha$ and $\underline{\alpha}$ in the future gauge from their (now nonlinear) Teukolsky equations. The initial data are $\varepsilon_{0}+O\left(\varepsilon^{2}\right)$ by the previous step, with $\varepsilon_{0}$ denoting the size of the initial data. Here the main challenge beyond linear theory is to estimate the nonlinear error terms, which can be shown to exhibit a version of the null condition. This improves the bounds on $\alpha$ and $\underline{\alpha}$ from $\frac{\varepsilon}{u}$ to $\frac{\varepsilon_{0}+\varepsilon^{2}}{u}$.
(3) One estimates all Ricci and curvature coefficients in the future gauge from the improved bounds on $\alpha$ and $\underline{\alpha}$ and the gauge conditions on the asymptotic hypersurfaces. This improves all estimates from $\frac{\varepsilon}{u}$ to $\frac{\varepsilon_{0}+\varepsilon^{2}}{u}$. This step involves a number of technical difficulties most of which are, however, present (in a milder form) in the linear theory.
(4) One improves $|f| \leq \varepsilon$ from the fact that by the previous step one now has, in the initial data region, bounds on the Ricci coefficients in the future gauge ( $\leq \varepsilon_{0}+\varepsilon^{2}$ ) and bounds on these coefficients in the initial data gauge (by Cauchy stability). Since $f$ can be estimated from these, we deduce $|f| \leq \varepsilon_{0}+\varepsilon^{2}$. This improves (II). Note that the fact that the initial data remains close to the old initial data is a nonlinear version of the fact that the pure gauge solution one needed to add in Theorem 12 was uniformly bounded by initial data.
(5) Having improved all the estimates, we can extend the spacetime slightly to retarded time $u_{f}+\delta$ and construct a new future gauge from a new future sphere. The key now is to show that $\mathscr{R}\left(u_{f}+\delta\right) \subsetneq \mathscr{R}\left(u_{f}\right)$, i.e., that the set of admissible $\lambda$ of our three parameter family shrinks. This strict monotonicity can be established by carefully examining the evolution of angular momentum between the
"old" sphere and the "new" sphere. Finally, it is the topological degree of the map from the space of $\lambda$ 's (i.e., $\mathcal{R}\left(u_{f}\right)$ ) to the space of angular momenta in the future that is bootstrapped and ensures that for every $u_{f}$ the set $\mathcal{R}\left(u_{f}\right)$ contains a tuple $\left(\lambda_{-1}, \lambda_{0}, \lambda_{1}\right)$ that gets mapped to zero angular momentum. This in turn implies that we can construct a sequence $\left(u_{f}\right)_{i} \rightarrow \infty$ with corresponding $\lambda_{i} \rightarrow \lambda^{\star} \in \bigcap \mathcal{R}\left(\left(u_{f}\right)_{i}\right)$.

### 2.5.2. The case $\Lambda>0$

The proof of the nonlinear stability of slowly rotating Kerr-de Sitter (KdS) black holes by Hintz-Vasy [115] applies spectral theoretic and microlocal methods to the analysis of a variant of the quasilinear wave equation (1.5). Consider a neighborhood

$$
\mathcal{M}:=[0, \infty)_{t_{*}} \times \Sigma, \quad \Sigma=\left[r_{1}, r_{2}\right] \times \mathbb{S}^{2} \quad\left(r_{1}=r_{-}-\varepsilon, r_{2}=r_{+}+\varepsilon\right)
$$

of the black hole exterior for a subextremal Schwarzschild-de Sitter metric $g_{\Lambda, M_{0}, 0}$ in the causal future of a spacelike hypersurface $t_{*}^{-1}(0) \cong \Sigma$; here, $r_{1}, r_{2}$ are the radii of the event and cosmological horizon, respectively, and $t_{*}$ is a time function whose level sets are transversal to the future event and cosmological horizons. (See also Figure 9.) For ( $M, a$ ) near ( $\left.M_{0}, a\right)$, one can consider the $\operatorname{KdS}$ metric $g_{\Lambda, M, a}$ as a stationary metric on $\mathcal{M}$ with smooth dependence on $(M, a)$; in particular, future affine complete pieces of the event and cosmological horizons of these nearby KdS black holes are contained in $\mathcal{M}$ still.

The desired asymptotic stability statement suggests writing the spacetime metric $g$ as $g=g_{\Lambda, M, a}+\tilde{g}$ and regarding the final black hole parameters ( $M, a$ ) as unknowns; the gravitational wave tail $\tilde{g}$ is an unknown as well and required to be exponentially decaying. The starting point for the gauge is the generalized harmonic gauge 1-form with coefficients $W(g)_{\mu}=g_{\mu \nu} g^{\kappa \lambda}\left(\Gamma(g)_{\kappa \lambda}^{\nu}-\Gamma\left(g^{0}\right)_{\kappa \lambda}^{\nu}\right)$ measuring the failure of $(\mathcal{M}, g) \rightarrow\left(\mathcal{M}, g^{0}\right)$ to be a wave map; here we take

$$
g^{0}=g_{\Lambda, M_{0}, 0}
$$

Since a $\operatorname{KdS}$ metric $g_{\Lambda, M, a}$ for $(M, a) \neq\left(M_{0}, 0\right)$ has no reason to satisfy the gauge condition $W\left(g_{\Lambda, M, a}\right)=0$, one should really use the gauge condition $W(g)-W\left(g_{\Lambda, M, a}^{\prime}\right)=0$ depending on the unknown final parameters ( $M, a$ ); here

$$
g_{\Lambda, M, a}^{\prime}=\chi g_{\Lambda, M_{0}, 0}+(1-\chi) g_{\Lambda, M, a}
$$

interpolates between $g_{\Lambda, M_{0}, 0}$ for $t_{*} \leq 1$ and $g_{\Lambda, M, a}$ for $t_{*} \geq 2$. For further flexibility, one allows for a gauge source 1 -form $\vartheta$ with compact support (or appropriate decay) in time; $\vartheta$ will lie in a suitable finite-dimensional space of 1 -forms.

The nonlinear equation solved in [115] is then

$$
\begin{align*}
& P(M, a, \tilde{g}, \vartheta):=\operatorname{Ric}(g)-\Lambda g-\left(\delta_{g^{0}}^{*}+q\right)\left(W(g)-W\left(g_{\Lambda, M, a}^{\prime}\right)-\vartheta\right)=0 \\
& \quad g=g_{\Lambda, M, a}^{\prime}+\tilde{g} \tag{2.30}
\end{align*}
$$

Here, the stationary bundle map $q$ is chosen so as to implement constraint damping, i.e., so that homogeneous solutions of the wave operator $\operatorname{div}_{g^{0}} G_{g^{0}}\left(\delta_{g^{0}}^{*}+q\right)$ decay exponentially
in time (i.e., it satisfies mode stability in an upper half plane $\Im \sigma \geq-\alpha$ for some $\alpha>0$ ). Considerable effort is required to show the existence of such a $q$; see [115, $\S 8$ ], where $q$ is defined using a large parameter, and the required mode stability is proved using asymptotic analysis in the large parameter.

In order to analyze (2.30), consider first the linearization of the right-hand side of (2.30) in $g$ around $g=g^{0}=g_{\Lambda, M_{0}, 0}$ : it maps

$$
L: h \mapsto D_{g^{0}} \operatorname{Ric}(h)-\Lambda h-\left(\delta_{g^{0}}^{*}+q\right) \operatorname{div}_{g^{0}} \mathrm{G}_{g^{0}} .
$$

The spectral and mode analysis of this equation is in parts very close to that in the Kerr case discussed previously, namely one combines constraint damping with the metric mode stability for linearized perturbations of the Schwarzschild-de Sitter metric [141]. Unlike in the Kerr case, however, mode stability for the 1-form wave equation

$$
\begin{equation*}
\operatorname{div}_{g^{0}} G_{g^{0}}\left(\delta_{g^{0}}^{*} \omega\right)=0 \tag{2.31}
\end{equation*}
$$

(governing those gauge potentials $\omega$ whose symmetric gradients satisfy the linearized gauge condition) is not known, and indeed can be shown to fail in the de Sitter case (i.e., without the presence of a black hole) due to the presence of a finite number of resonances in the upper half-plane. ${ }^{9}$

Thus, solutions of $L h=0$ have a partial resonance expansion (ignoring multiplicities) of the schematic form

$$
\begin{aligned}
h\left(t_{*}, x\right)= & \left(\left.\frac{\mathrm{d}}{\mathrm{~d} s} g_{\Lambda, M_{0}+s M^{\prime}, s a^{\prime}}\right|_{s=0}+[\text { gauge correction }]\right)+\sum_{j=1}^{N} c_{j} \delta_{g^{0}}^{*}\left(e^{-i \sigma_{j} t_{*}} \omega_{j}\right) \\
& +\mathcal{O}\left(e^{-\alpha t_{*}}\right)
\end{aligned}
$$

where the $\sigma_{j}$ are the finitely many modes with $\mathfrak{\Im} \sigma_{j} \geq 0$ corresponding to the resonances of the wave operator in (2.31); the $\omega_{j}$ are the corresponding mode solutions, and the $c_{j}$ are suitable complex scalars depending on the initial conditions of $h$. The terms are then handled as follows:
(1) The gauge correction is a pure gauge term ensuring that the first summand on the right satisfies the linearized gauge condition $D_{g^{0}} W=0$; it would be absent if we had $W\left(g_{\Lambda, M, a}\right)=0$ for all $(M, a)$ near $\left(M_{0}, 0\right)$. Changing the final black hole parameters from $\left(M_{0}, 0\right)$ to ( $\left.M_{0}+M^{\prime}, a^{\prime}\right)$, and correspondingly changing the final gauge condition in (2.30) gives rise to essentially the same term.
(2) The nondecaying pure gauge contributions from the terms $\delta_{g^{0}}^{*}\left(e^{-i \sigma_{j} t_{*}} \omega_{j}\right)$ can be eliminated for late times $t_{*}$ by an (explicit) change of the gauge condition, i.e., by solving

$$
L h-\left(\delta_{g 0}^{*}+q\right) \vartheta=0
$$

9 This is another reason why the choice of $q$ in (2.30) requires large parameter techniques: $q$ cannot be small if it is to shift these resonances all the way into the lower half-plane.
with a suitable (explicit, depending on the $c_{j}$ and $\omega_{j}$ ) gauge source 1-form $\vartheta$; there is one such 1-form for each of the $N$ pure gauge mode solutions.
(3) The $\mathcal{O}\left(e^{-\alpha t_{*}}\right)$ tail contributes to the exponentially decaying tail $\tilde{g}$.

This can be rephrased as follows: the linearization of $P(M, a, \tilde{g}, \vartheta)$ at $\left(M_{0}, 0,0,0\right)$ in the argument $\tilde{g}$ is surjective if one supplements the range by a finite-dimensional space consisting of
(1) linearized black hole parameter (and associated gauge) changes-i.e., the range of the linearization of $P$ in $(M, a)$; and
(2) gauge modifications-i.e., the range of the linearization of $P$ in $\vartheta$ acting on an $N$-dimensional space of 1-forms $\vartheta$.

Perturbative arguments prove this surjectivity for $(M, a, \tilde{g}, \vartheta)$ near $\left(M_{0}, 0,0,0\right)$. Thus, small data initial value problems for $P(M, a, \tilde{g}, \vartheta)=0$ can be solved using a Newton iteration scheme; due to a loss of derivatives due to trapping, [115] really uses a Nash-Moser iteration in the simple form given by Saint-Raymond [185]. Once one has a solution of the Cauchy problem for $P(M, a, \tilde{g}, \vartheta)=0$, the standard arguments sketched in Section 1.2 imply that $g=g_{\Lambda, M, a}^{\prime}+\tilde{g}$ is a solution of the initial value problem for $\operatorname{Ric}(g)-\Lambda g=0$.

Theorem 15 ([115]). Let $\Lambda>0$ and $M_{i}>0, a_{i} \in \mathbb{R},\left|a_{i}\right| \ll M_{i}$. Let $t_{*}$ (given by $t_{*}=t-F(r)$ in Boyer-Lindquist coordinates for suitable $\left.F\right)$ be a time function whose level sets are transversal to the future event and cosmological horizons. Let $\Sigma \subset t_{*}^{-1}(0)$ denote a spacelike hypersurface which extends a bit beyond the event and cosmological horizons. Suppose $\bar{g}, K$ are solutions of the constraint equations (1.3) which are close (in the norm of $H^{21}\left(\Sigma ; S^{2} T^{*} \Sigma\right)$ ) to the initial data at $\Sigma$ of the metric $g_{\Lambda, M_{i}, a_{i}}$. Then on $\mathcal{M}=[0, \infty)_{t_{*}} \times \Sigma$ there exists a solution $g$ of the initial value problem for $\operatorname{Ric}(g)-\Lambda g=0$ which decays exponentially fast to a Kerr-de Sitter metric: there exist $M_{f}>0$ and $a_{f} \in \mathbb{R}$, with $\left(M_{f}, a_{f}\right)$ close to $\left(M_{i}, a_{i}\right)$, and $\alpha>0$ so that

$$
g=g_{\Lambda, M_{f}, a_{f}}+\tilde{g}, \quad \tilde{g}=\mathcal{O}\left(e^{-\alpha t_{*}}\right)
$$

In particular, by the stable manifold theorem, the event and cosmological horizons of the perturbed spacetime $(\mathcal{M}, g)$ are exponentially decaying (as $\left.t_{*} \rightarrow \infty\right)$ perturbations of the horizons of $g_{\Lambda, M_{f}, a_{f}}$; in other words, $(\mathcal{M}, g)$ contains these two future affine complete horizons. For partial results on the stability of the cosmological (asymptotically de Sitter) part of Kerr-de Sitter spacetimes, see [190, 191].

To complete the discussion of the proof of Theorem 15, we explain a few aspects of the (non-)linear analysis on asymptotically Kerr-de Sitter spaces. The nonlinear iteration scheme used in the proof of Theorem 15 involves the global solution, at each step, of a linear wave equation

$$
\begin{equation*}
L_{M, a, \tilde{g}, \vartheta} h=[\text { nonlinear error term }] . \tag{2.32}
\end{equation*}
$$

Here $L_{M, a, \tilde{g}, \vartheta}$ is a wave operator (acting on symmetric 2-tensors) on the spacetime $\mathcal{M}$ equipped with a metric $g_{\Lambda, M, a}+\tilde{g}$ that settles down exponentially fast to a $\operatorname{KdS}$ metric.

Thus, the spectral methods which are effective for providing sharp asymptotics of stationary problems need to be supplemented by estimates on the nonstationary spacetime which are effective for proving the sharp regularity of linear waves. Roughly speaking, given a solution $h$ of the linear wave equation (2.32) which, together with a large number of derivatives, obeys a weak exponential bound $h=\mathcal{O}\left(e^{C t_{*}}\right)$ for some fixed $C$ (such estimates are discussed below), one can rewrite this equation as

$$
L_{0} h=-\tilde{L} h,
$$

where $L_{0}=L_{M, a, 0,0}$ is the stationary part and $\tilde{L}=L_{M, a, \tilde{g}, \vartheta}-L_{M, a, 0,0}$ the (second order) remainder with exponentially decaying $\mathcal{O}\left(e^{-\alpha t_{*}}\right)$ coefficients. Spectral methods for $L_{0}$ thus give precise asymptotics for $h$ up to errors with an extra $e^{-\alpha t_{*}}$ amount of decay relative to the a priori information on $h$, i.e., $\tilde{L} h=\mathcal{O}\left(e^{(C-\alpha) t_{*}}\right)$. Full asymptotics for $h$ can then be obtained by iteration.

It thus remains to show (arbitrarily) high regularity of $h$ in a space allowing for a fixed amount of exponential growth. Energy estimates give a simple exponential bound in $H^{1}$. Higher regularity of $h$ (in the same exponentially weighted space in time) is then proved by microlocal means: regularity of the initial data is propagated using the DuistermaatHörmander theorem for finite times; uniform control as $t_{*} \rightarrow \infty$ requires the use of radial point estimates (on exponentially weighted function spaces) near the horizons [111], and simple (since we are allowing for exponential growth of solutions) estimates at the trapped set [104,110]. We remark that the use of Nash-Moser iteration requires the proof of tame versions of all these microlocal estimates; these were first given in [112].

Theorem 15 was subsequently extended by Hintz to the setting of charged black holes:

Theorem 16 ([105]). The family of Kerr-Newman-de Sitter black holes with subextremal charge and small angular momenta is nonlinearly asymptotically stable. That is, the spacetime metric and electromagnetic 2-form evolving from a small perturbation of the initial data of such a Kerr-Newman-de Sitter black hole settle down exponentially fast to the metric and electromagnetic 2-form of a nearby Kerr-Newman-de Sitter metric in a suitable gauge (generalized harmonic gauge for the metric, generalized Lorenz gauge for the electromagnetic field).

Previously, Hintz-Vasy [112] had shown the solvability of quasilinear wave equations on slowly rotating Kerr-de Sitter spacetimes (by combining microlocal and spectral methods as sketched above) assuming the absence of modes in the closed upper half-plane, following earlier work on asymptotically de Sitter spacetimes [102,111].

### 2.5.3. The case $\boldsymbol{\Lambda}<0$

As in the case of the maximally symmetric solutions in Section 2.1.3, the $\Lambda<0$ case (with reflective boundary conditions) may turn out to be the most difficult and constitutes a major outstanding problem in the field. The slow logarithmic rate obtained for the toy problem (see Section 2.3) lead [120] to conjecture nonlinear instability. However, there
could be subtle cancelations entering the nonlinear dynamics that allow for some version of orbital stability. Note that the nature of the slow decay (which disappears if only finitely many modes are taken into account) makes detecting an instability in numerical simulations difficult. Finding an appropriate nonlinear toy problem where some of the difficulties can be understood seems to be a first step to attack this problem.

## 3. SINGULARITIES

We discuss results concerning singularities occurring in the interior of black holes in Section 3.1. Recent progress on naked singularities is discussed in Section 3.2.

### 3.1. The interior of black holes

Whereas the exterior (or, indeed, suitable neighborhoods of the exterior) of subextremal Kerr black holes is conjectured to be stable, the situation is different for the black hole interior. Note in particular that Kerr black holes with nonzero angular momentum have a nonempty Cauchy horizon, whereas Schwarzschild black holes have an entirely different interior structure, namely they have a terminal spacelike singularity across which the metric cannot be extended even as a continuous Lorentzian metric [188]. Regarding thus the interior structure rotating Kerr black holes as a reference point, a heuristic due to Simpson-Penrose [195] suggests that the Kerr Cauchy horizon is unstable, in the sense that for generic perturbations of the initial data the spacetime metric becomes singular at the Cauchy horizon. This is the content of Penrose's Strong Cosmic Censorship conjecture. The basic idea is that linear waves falling into the black hole are more and more blue-shifted as one approaches the Cauchy horizon, which when upgraded to the nonlinear setting is suggestive of the formation of a singularity. This heuristic also suggests a direct relationship between decay of perturbations in the black hole exterior and the regularity of the metric near the Cauchy horizon.

The precise notion of singularity to be used depends on the context. One notion [44] asks for the nonexistence of an extension of the spacetime with square integrable Christoffel symbols since square integrability is sufficient to make sense of the Einstein equations in a weak sense; other often used notions are $\bigodot^{2}$-inextendibility, as it relates directly to the blow-up of curvature invariants such as the Kretschmann scalar, or $\bigodot^{0}$-inextendibility of the metric. The current state-of-the-art in the vacuum case is the following regularity theorem; its proof uses the double gauge (which is particularly convenient also for locating the Cauchy horizon):

Theorem 17 ([60]). Assume quantitative decay rates ${ }^{10}$ of the metric and second fundamental form, along a spacelike hypersurface $\Sigma_{0}$ just beyond the event horizon, to the data of a subex-

10 These assumptions are compatible with the conjectured nonlinear stability of the Kerr family.
tremal Kerr metric with nonzero angular momentum. Then the future development of these data has a nontrivial Cauchy horizon across which the metric is continuously extendible.

Related regularity results for the linear scalar wave equation were proved by Franzen [85,86] and Hintz [103]. Reading Theorem 17 as a statement about the stability of the interior structure of Kerr black holes, one may consider the analogous problem for the stability of the Schwarzschild singularity (which necessarily requires working in a restricted symmetry class to disallow Kerr behavior). This was tackled by Alexakis-Fournodavlos [3] in polarized axial symmetry; see also [84] on the behavior of linear waves in the Schwarzschild interior.

For de Sitter black holes, waves decay in the exterior at an exponential rate, and correspondingly the regularity of metrics or linear scalar waves is expected to be higher at the Cauchy horizon. Quantitatively, linear waves with energy decaying like $\mathcal{O}\left(e^{-\alpha t_{*}}\right)$ have almost $H^{1 / 2+\alpha / \kappa}$-regularity across the Cauchy horizon (and arbitrary regularity in the angular variables), where $\kappa$ is the surface gravity of the Cauchy horizon [113] (see also [49]). This regularity can exceed $H^{1}$ for certain black hole parameters [34]; heuristically this corresponds to the expectation that the analogue of Theorem 17 in such settings yields spacetimes which, even upon perturbation, can be extended with square integrable Christoffel symbols. For rigorous results in this direction, see [50-52].

The first result on the existence of singularities was obtained for the linear scalar wave equation on Reissner-Nordström spacetimes with nonzero charge by Luk-Oh [150]; the key is the identification of a conserved quantity along null infinity, the nonvanishing of which allows for the propagation of suitable lower bounds into the black hole interior which imply blow-up of energy at the Cauchy horizon. The result by Luk-Sbierski [156] proves blow-up under the assumption of pointwise lower bounds for the linear wave along the event horizon of rotating Kerr black holes; these lower bounds were proved in [11,106], as discussed in Section 2.3.3.

Singularity formation at the Cauchy horizon for solutions of the Einstein equation is thus far only known in spherical symmetry for suitable matter models. Christodoulou [41] proved the $\complement^{0}$-formulation of the Strong Cosmic Censorship conjecture for the Einsteinreal scalar field system in spherical symmetry. In the presence of charge, Dafermos [54] with Rodnianski [61], on the other hand, proved that $\bigodot^{0}$-regularity does hold for the Einstein-Maxwell-real scalar field system; this was complemented by the following result on the genericity of $\bigodot^{2}$-singularities (improved to $\bigodot^{0,1}$ in [189]):

Theorem 18 ([151,152]). The $\complement^{2}$ formulation of the Strong Cosmic Censorship conjecture for the Einstein-Maxwell-real scalar field system in spherical symmetry (with 2-ended asymptotically flat initial data on $\mathbb{R} \times \mathbb{S}^{2}$ ) is true.

On charged Reissner-Nordström-AdS black hole spacetimes (thus $\Lambda<0$ ), the behavior of linear waves near the Cauchy horizon was understood only recently in a series of works by Kehle who proved $\bigodot^{0}$ bounds [135] and generic energy blow-up [134,136] depending on the validity of a diophantine condition on the quasinormal modes. Part of the difficulty here is the particularly slow (logarithmic) decay on the exterior.

### 3.2. Naked singularities

The singularities discussed in Section 3.1—be they spacelike or null—all share the feature of being "behind" an event horizon of a black hole exterior possessing a complete null infinity. Penrose's Weak Cosmic Censorship conjecture asserts that this is generically the case for solutions arising from asymptotically flat initial data: singularities always occur in the causal future of an event horizon and can thus not communicate with asymptotic observers at infinity. In [42, 43] Christodoulou showed that the word "generic" is indeed necessary. He constructed solutions to the spherically symmetric Einstein scalar field system containing a naked singularity, i.e., spacetimes whose Penrose diagram looks as in Figure 11. In particular, the cone $\mathcal{N}$ is future null geodesically incomplete and does not extend to $\mathcal{O}$. This can be seen by the quantity $\frac{2 m}{r}$ being bounded uniformly from below by a positive constant along $\mathcal{N}$, where $m$ denotes the Hawking mass and $r$ the area radius function of the spherically symmetric spacetime. In particular, one cannot make sense of the Einstein equations in any reasonable sense (in particular, not in the class of bounded variation) on or to the future of $\mathcal{O}$.


## FIGURE 11

The naked singularity spacetimes of [42]. Here $\Gamma$ denotes the center of the spherical symmetry. Null infinity $\mathcal{g}^{+}$ is future incomplete.

Christodoulou's construction relied on two fundamental ingredients. Let us denote a solution to the spherically symmetric Einstein scalar field system by $\left(g_{\mu \nu}, r, \phi\right)$. First, Christodoulou proved local well-posedness of the system in the (low regularity) class of $B V$ solutions. Secondly, he introduced the notion of a $k$-self-similar solution of the system. This is a solution which admits a 1-parameter group of diffeomorphisms $\left(f_{a}\right)_{a \geq 0}$ such that $f_{a}^{\star} g=a^{2} g, f_{a}^{\star} r=a r$ and $f_{a}^{\star} \phi=\phi-k \log a$. Imposing self-similarity and spherical symmetry reduces the Einstein equations to a two-dimensional autonomous dynamical system,


FIGURE 12
The naked singularity spacetimes of [183] arising from solving a characteristic initial value problem. Null infinity $\mathcal{J}^{+}$is future incomplete.
whose dynamics Christodoulou analyzed. A suitable subset of its solutions could be interpreted as $B V$ solutions (in fact they have higher regularity) and could be described by the above Penrose diagram. The key here is that the appearance of naked singularities fundamentally depends on $k$ being nonzero.

In recent work, Rodnianski and Shlapentokh-Rothman transformed some of the above ideas to prove a result for the vacuum equations without any symmetry assumptions:

Theorem 19 ([183]). There exists a large class of solutions to the vacuum Einstein equations containing naked singularities.

The solutions of Theorem 19 are constructed directly by solving a characteristic initial value problem as discussed at the end of Section 1.3 leading to a Penrose diagram of the form shown in Figure 11.

The analogue of Christodoulou's well-posedness result for BV solutions in the proof of Theorem 19 is provided by the well-posedness theory that has been developed in recent years to construct low regularity solutions of the Einstein equations in a double null gauge, in particular the Luk-Rodnianski theory of impulsive gravitational waves $[153,154]^{11}$ and the results of [182]. The idea is that one can construct solutions with very limited regularity in the null directions $u$ and $v$ but high regularity in the directions tangent to the double null spheres.

The analogue of Christodoulou's $k$-self-similar solutions can be described as follows. Assume momentarily that the solution has already been constructed in double null coordinates (note that the shift vector $b$ has been put in the other null direction)

$$
\begin{align*}
g & =-2 \Omega^{2}(\mathrm{~d} u \otimes \mathrm{~d} v+\mathrm{d} v \otimes \mathrm{~d} u)+\phi_{A B}\left(\mathrm{~d} \theta^{A}-b^{A} \mathrm{~d} u\right)\left(\mathrm{d} \theta^{B}-b^{B} \mathrm{~d} u\right) \\
& =-2 \Omega^{2} v^{2 \kappa}(1-2 \kappa)^{-1}(\mathrm{~d} u \otimes \mathrm{~d} \hat{v}+\mathrm{d} \hat{v} \otimes \mathrm{~d} u)+\phi_{A B}\left(\mathrm{~d} \theta^{A}-b^{A} \mathrm{~d} u\right)\left(\mathrm{d} \theta^{B}-b^{B} \mathrm{~d} u\right), \tag{3.1}
\end{align*}
$$

$11 \quad$ In this theory, the components $\alpha$ and $\underline{\alpha}$ are not even in $L_{u}^{2}$ and $L_{v}^{2}$. They can, however, be removed from the system of double null equations by a clever renormalization of the system.
with the two sets of double null coordinates related by $\hat{v}=v^{1-2 \kappa}$ for a small and positive $\kappa$.
We say that a solution is self-similar if the scaling vector field $S=u \partial_{u}+v \partial_{v}$ satisfies $\mathscr{L}_{S} g=2 g$. This directly translates into constraints on the behavior of the metric functions, for instance $\Omega\left(u, v, \theta^{A}\right)=\check{\Omega}\left(\frac{v}{u}, \theta^{A}\right)$, etc. The $\kappa$-self similarity now enters by imposing the manner in which the metric and its derivatives extend to the cone $\mathcal{N}$, i.e., the hypersurface $\hat{v}=0$. A $\kappa$-self similar solution with $\kappa \neq 0$ is defined in a way that the metric and its derivatives extend regularly $\left(C^{1, \gamma}\right)$ to $\mathcal{N}$ in the $(u, \hat{v}, \theta)$ coordinates. In the $(u, v, \theta)$ coordinates, however, quantities will then be singular with specific powers of $\frac{v}{u}$; in other words, $(u, v, \theta)$ coordinates are not regular on $\mathcal{N}$.

To view this more geometrically, note the difference of the generator of the null cone $\hat{v}=0$ given by $\left.e_{3}\right|_{\hat{v}=0}=\partial_{u}+\tilde{b}^{A} \partial_{\theta^{A}}$ and the restriction of the scaling field $\left.S\right|_{\hat{v}=0}=u \partial_{u}$. If we can construct solutions with $\tilde{b} \neq 0$ along $\mathcal{N}$, then there will be a twisting of the generators by the self-similar vector field along $\mathcal{N}$. The point now is that if $\kappa=0$, then the constraint equations along $\mathcal{N}$ necessitate $\tilde{b}=0$ on $\mathcal{N}$. If $\kappa \neq 0$, then extra terms appear in the constraint equations which allow for nontrivial $\tilde{b}$; this is the main mechanism for the naked singularity formation (and for proving the analogue of $\frac{2 m}{r}$ being bounded below along $\mathcal{N}$ ).

The proof itself has two main steps. The constraint equations need to be solved along the ingoing and outgoing light cones in a way that is consistent with the self-similarity of the solution and in a way that the low regularity well-posedness results mentioned earlier still apply. This requires (as expected from the nongenericity of naked singularities!) fine tuning of the "free data" (Section 1.3) and a detailed analysis of the regularity at the intersection of the two light cones. Once the data is constructed and the local well-posedness theorem applied, the proof proceeds in a large scale bootstrap argument to complete the picture shown in the Penrose diagram of Figure 12. This uses the familiar scheme of energy estimates for the curvature components and transport equations for the connection coefficients; however, many intricate renormalizations (subtracting the singular self-similar part of any dynamical quantity) and careful choices of $\frac{v}{u}$-weights in the estimates are required.

## 4. FURTHER TOPICS

We briefly discuss two more topics of continued or recent interest: the construction of multi-black-hole spacetimes, and inverse problems for nonlinear wave equations on Lorentzian manifolds.

### 4.1. Black hole gluing

All spacetimes discussed so far contain at most a single black hole. There exist explicit solutions of the Einstein-Maxwell equations without or with cosmological constant, called Majumdar-Papapetrou [158,172] and Kastor-Traschen [132] spacetimes. They are, however, very rigid, being based on a special algebraic ansatz for the metric and electromagnetic field, in which the functions controlling the ansatz solve a linear Laplace equation and indeed are shifted and scaled versions of $1 /|x|$. These spacetimes can be regarded as
containing black holes each of which have charge equal to their mass. A construction due to Brill-Lindquist [30] produces a many-black-hole vacuum solution by similar rigid means.

The first flexible construction of many-black-hole spacetimes with well-controlled asymptotic structure glues any (finite) number of Kerr-de Sitter black holes into neighborhoods of points on the future conformal boundary of de Sitter space.

Theorem 20 ([107]). Let $\Lambda>0$. Fix points $p_{1}, \ldots, p_{N} \in \mathbb{S}^{3}$, masses $M_{1}, \ldots, M_{N}$, and angular momenta $a_{1}, \ldots, a_{N}$; assume that a certain balance condition holds. (When all $a_{j}$ vanish, this balance condition reads $\sum_{j=1}^{N} M_{j} p_{j}=0$, where one regards $\mathbb{S}^{3} \subset \mathbb{R}^{4}$ as the unit sphere.) Then there exists a solution $g$ of $\operatorname{Ric}(g)-\Lambda g=0$ which near the point $p_{j}$ on the future conformal boundary of de Sitter space is equal to $g_{\Lambda, M_{j}, a_{j}}$, and away from the points $p_{j}$ converges to the de Sitter metric at an exponential rate.

The gluing is accomplished via a backwards (or scattering) construction: a naively glued ansatz for the metric (which is an exact solution near the $p_{j}$ ) is corrected, in the gluing region (i.e., leaving neighborhoods of the $p_{j}$ unaffected) [68], in Taylor series at the conformal boundary in a suitable generalised harmonic gauge, and the remaining error is solved away exactly by solving the gauge-fixed Einstein equation backwards from the conformal boundary. (See [56] for a loosely related scattering construction for asymptotically Kerr black holes.) The balance condition arises as an obstruction (cokernel) to the existence of a particular term in the Taylor expansion which needs to satisfy a linear divergence equation and yet have support away from the $p_{j}$.

Previous gluing constructions took place on the level of initial data sets, starting with Corvino's seminal work $[47,48]$ on localized gluing and followed by many variants and generalizations (including wormholes, localized gluing in angular sectors) [35, 46, 128, 129]. For recent gluing results for the characteristic initial value problem, see [16].

Chruściel-Mazzeo succeeded, using Friedrich's nonlinear stability result [87], in describing parts of the global structure of the spacetime evolving from the many-blackhole data of [46]; in particular, they show that the complement of the causal past of suitable observers at null infinity has several connected components, corresponding to several black hole regions. Analyzing the structure of compact subsets of these spacetimes is, however, entirely out of reach; the same is true for the spacetimes evolving from the initial data constructed numerically and used in numerical relativity for the study of black hole mergers [173].

The problem of constructing many-black-hole spacetimes with precise asymptotic control in the asymptotically flat setting (e.g., two Kerr black holes moving apart at a positive speed) is an interesting and challenging problem, (variants of) which may well be within reach in the near future.

### 4.2. Inverse problems

A rather different topic of investigation concerns the determination of a spacetime from measuring the propagation of waves inside the spacetime. This is typically phrased as the problem of reconstructing as large a spacetime region as possible from the Dirichlet-to-

Neumann map for boundary value problems for (nonlinear) wave equations on domains with timelike boundary, or from the source-to-solution map for forcing problems. For the linear wave equation on backgrounds with time-independent metrics, a complete solution of the first class of problems was obtained by Belishev-Kurylev [20] using a unique continuation result by Tataru [196].

A beautiful recent insight by Kurylev-Lassas-Uhlmann [143] is that nonlinearities can actually simplify the solution of the inverse problem, in particular in settings where the corresponding problem for the linear equation is not yet solved (e.g., for nonstationary metrics with nonanalytic time dependence).

The basic idea is that one can produce $\operatorname{dim} \mathcal{M}=4$ small and mildly singular (distorted) plane wave solutions by imposing suitable Dirichlet boundary conditions or specifying suitable forcing terms. If these distorted plane waves interact nonlinearly at a spacetime point $q$, a new spherical wave is produced at $q$ in the sense that a (very weak) singularity emanates from $q$; this singularity can be detected in the Neumann data or in some open set of the spacetime where one makes measurements. In this manner, the inverse problem is reduced to a geometric problem of reconstructing the Lorentzian structure (typically up to conformal diffeomorphisms) of a causal diamond $D \subset \mathcal{M}$ from the collection of the light observation sets-intersections of future light cones from points in $q$ with the observation region. This geometric problem was solved in [143] for measurements in open subsets of $\mathcal{M}$, and in [109] for measurements on timelike boundaries under a convexity assumption.

There exists by now a large literature on similar inverse problems; here we only mention the results [142-144] on inverse problems concerned directly with the Einstein-scalar field and Einstein-Maxwell equations.

## 5. CONCLUSIONS AND OUTLOOK

The mathematical study of Einstein's theory of General Relativity is very natural: the main equation of the theory is "simple" despite being fundamental, i.e., not derived from a more general (classical) theory via any sort of approximation or averaging. And yet the structure of its solutions is fantastically rich, which thus provides a large arena for detailed investigations of various aspects of the theory.

It is a remarkable feature of general relativity that the simplest nontrivial vacuum spacetime-the Schwarzschild solution or its analogues in the presence of a nonzero cosmological constant-describes a black hole. (Moreover, even if the path of history was different, the study of (stationary) perturbations of the Schwarzschild solution could well have hinted at the existence of the Kerr family!) The study of perturbations of Schwarzschild or Kerr black holes in the context of the initial value problem can be regarded as a theoretical exploration of the question whether these solutions bear relevance as models for physical black holes. As discussed in Section 2, this line of investigation led to the discovery of fascinating geometric and analytic properties of Kerr spacetimes (such as the red-shift effect and superradiance, normally hyperbolic trapping, and mode stability), and inspired a vast amount of work, especially in the theory of partial differential equations, aimed at exploiting these prop-
erties (such as refined vector field methods, microlocal radial point and trapping estimates, flexible gauge-fixing methods). The confluence of a large variety of techniques from several areas of mathematics is the reason both for the recent success and for the excitement in the field. Given the progress discussed in Section 2, we anticipate a full resolution of the nonlinear stability problem for subextremal Kerr black holes in the near future. But even then will there be plenty of room for developments, e.g., coupling the Einstein equations with matter.

Analyzing the structure of singularities, whether cosmological, naked, or hidden behind event horizons of black holes, promises to continue being a fruitful area of research. In particular, controlling or constructing spacetimes with singularities requires the development of tools for the study of large data regimes (i.e., far from explicit model spacetimes), or calls for deep insights to find settings where large data regimes can still be regarded as perturbative in some sense.

The study of many-black-hole spacetimes has barely started. Motivated in particular by the recent experimental discoveries of black hole mergers, as well as by the advanced understanding of individual black holes, we anticipate this area of research to become prominent soon.

As the field advances, the technical demands will of course increase; however, we are confident that conceptual insights and the development of further elegant, yet powerful mathematical tools will act in a counterbalancing manner, thus keeping the field accessible and vibrant.
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#### Abstract

Spin systems with hyperbolic symmetry originated as simplified models for the Anderson metal-insulator transition, and were subsequently found to exactly describe probabilistic models of linearly reinforced walks and random forests. In this survey we introduce these models, discuss their origins and main features, some existing tools available for their study, recent probabilistic results, and relations to other well-studied probabilistic models. Along the way we discuss some of the many open questions that remain.
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## 1. INTRODUCTION

Classical spin systems with spherical symmetry, such as the Ising and classical Heisenberg models, are basic models for magnetism and have been studied extensively over the last century. It is well-understood that the associated symmetry groups play an important role, particularly for the critical and low-temperature behaviour of these models. For example, the discrete $\mathbb{Z}_{2}$ symmetry of the Ising model is spontaneously broken at low temperatures, and in this phase truncated correlations decay exponentially. For models with continuous $O(n)$ symmetries, $n \geq 2$, low temperature truncated correlations instead decay polynomially, a reflection of the fact that the symmetry is spontaneously broken to an $O(n-1)$ symmetry.

Spin systems with hyperbolic symmetry groups are also studied in condensed matter physics, primarily because of their relevance for the Anderson delocalisation-localisation (metal-insulator) transition of random Schrödinger operators and related random matrix models [38,69,74]. A rigorous analysis of the Anderson transition remains an outstanding challenge; see Section 3. The essential physical phenomena of the Anderson transition are expected to be captured by the more tractable $\mathbb{H}^{2 \mid 2}$ model, a simplified spin system with hyperbolic symmetry [76]. Surprisingly, the $\mathbb{H}^{2 \mid 2}$ model and its natural generalisations are intimately connected to probabilistic lattice models. The $\mathbb{H}^{2}$ and $\mathbb{H}^{2 \mid 2}$ models, motivated by the Anderson transition [34,72], are exactly related to (linearly) edge-reinforced random walks and vertex-reinforced jump processes, introduced independently in the probability literature in the 1980s [29] and early 2000s [26]. A similar connection exists between the related $\mathbb{H}^{0 / 2}$ model and random forests [11, 22]; random forests arose earlier (for example) in connection with the Fortuin-Kasteleyn random cluster model [43]. The connections between hyperbolic spin systems and probabilistic phenomena are the main topic of this survey.

More specifically, this survey focuses on probabilistic results in line with the original physical motivation for studying hyperbolic spin systems. In particular, we focus on results for $\mathbb{Z}^{d}$ (and its finite approximations) for $d \geq 2$. Our perspective is that a central role is played by the continuous symmetry groups of the spin systems. There are other perspectives available, notably that of Bayesian statistics. While the latter perspective has played a role in important results, e.g. [4,66], and has found use in statistical contexts [5,6,31], we will not mention it further. Similarly, there are many related works we cannot discuss; fortunately, many of these are discussed in recent surveys on closely related topics $[49,61,70,71]$.

To set the stage, the remainder of this introduction recalls the magic formula for edge-reinforced random walk that led to the discovery of the connections discussed in this survey. Readers familiar with the magic formula may wish to jump to Section 2, where we introduce hyperbolic spin systems, or to Section 3, which discusses the physical background. The probabilistic representations and results for reinforced random walks and random forests are discussed in Sections 4 and 5, respectively, along with questions for the future.

Magic formula for edge-reinforced random walk. Fix $\alpha>0$, a graph $G=(\Lambda, E)$, and an initial vertex $0 \in \Lambda$. Edge-reinforced random walk $(E R R W)$ with $X_{0}=0$ and initial weights $\alpha$
is the stochastic process $\left(X_{n}\right)_{n \geq 0}$ with transitions

$$
\begin{equation*}
\mathbb{P}_{0}^{\operatorname{ERRW}(\alpha)}\left[X_{n+1}=j \mid\left(X_{m}\right)_{m \leq n}, X_{n}=i\right]=\frac{\left(\alpha+L_{n}^{i j}\right) 1_{i j \in E}}{\sum_{k: i k \in E}\left(\alpha+L_{n}^{i k}\right)}, \tag{1.1}
\end{equation*}
$$

where $L_{n}^{i j}$ is the number of times the edge $i j$ has been crossed up to time $n$ (in either direction). The transition rates change rapidly if $\alpha$ is small, and hence this is called the strong reinforcement regime. Weak reinforcement refers to $\alpha$ being large. The definition can be generalised to edge-dependent weights $\alpha=\left(\alpha_{i j}\right)$ in a straightforward manner.

Some intuition about ERRW can be gained by considering the case when $G$ is a path on three vertices. Call one edge blue, one edge red, and start an ERRW at the middle vertex. If $\alpha=2$ then the law of the vector $\frac{1}{2} L_{2 n}$ of (half of) the number of crossings of the edges at time $2 n$ is the law of a Pólya urn. Pólya's urn is the process that starts with an urn containing one red and one blue ball, and then sequentially draws a ball and replaces it with two balls, both of the same colour as the drawn ball. The fundamental fact about Pólya's urn is that $\frac{1}{2 n} L_{2 n}$ converges to $(U, 1-U)$ where $U$ is a uniform random variable on $[0,1]$, i.e. the fraction of crossings of the blue edge is uniform. This can be proven by induction. Note that for an ordinary simple random walk this limit would be deterministic. A priori it is hard to predict how ERRW behaves on more complicated graphs. For example, is ERRW transient if simple random walk is transient? Does the answer depend on $\alpha$ ?

It turns out that the connection to Pólya's urn has a far reaching generalisation. The theory of partial exchangeability guarantees that ERRW is a random walk in random environment [30]. A consequence is that $\frac{1}{n} L_{n}$ has a distributional limit: it is the law of the random environment. Coppersmith and Diaconis discovered that one can give an explicit formula for the limiting law on any finite graph. It is surprising that an explicit formula can be obtained; this explains why it has been termed the magic formula, see $[47,55]$.

To precisely formulate this result, recall that an environment is a set of conductances $C: E \rightarrow[0, \infty)$ with $\sum_{i j} C_{i j}=1$. Write $C_{i j}$ for the conductance of the edge $\{i, j\}$ and $C_{i i}=-C_{i}=-\sum_{j} C_{i j}$. Associated to $C$ is a reversible Markov chain (simple random walk) with transition probabilities $C_{i j} / C_{i}$ whose law we denote by $\mathbb{P}_{0}^{\operatorname{SRW}(C)}$ when started from 0 .

Theorem 1.1 (Magic formula for ERRW). Let $G=(\Lambda, E)$ be finite. Edge-reinforced random walk with $X_{0}=0$ and initial weights $\alpha=\left(\alpha_{i j}\right)$ is a random walk in random environment:

$$
\begin{equation*}
\mathbb{P}_{0}^{\operatorname{ERRW}(\alpha)}[\cdot]=\int \mathbb{P}_{0}^{\operatorname{SRW}(C)}[\cdot] d \mu_{\alpha}(C) . \tag{1.2}
\end{equation*}
$$

The environment $\mu_{\alpha}$ has density proportional to

$$
\begin{equation*}
C_{0}^{\frac{1}{2}} \frac{\prod_{i j \in E} C_{i j}^{\alpha_{i j}-1}}{\prod_{i \in \Lambda} C_{i}^{\frac{1}{2}\left(\alpha_{i}+1\right)}} \sqrt{\operatorname{det}^{0} C} \tag{1.3}
\end{equation*}
$$

with respect to Lebesgue measure on the unit simplex in $[0, \infty)^{E}$, where $\alpha_{i}=\sum_{j} \alpha_{i j}$ and $\operatorname{det}^{0} C$ is the determinant of any principal cofactor of $C$.

Note that the matrix-tree theorem implies the determinant in (1.3) can be written as a weighted sum of spanning trees, reflecting that this term is non-local.

Sabot and Tarrès showed how to relate the density (1.3) to the $\mathbb{H}^{2 \mid 2}$ model that we will introduce in the next section. This enabled them to leverage powerful results of Disertori, Spencer, and Zirnbauer to establish the existence of a recurrence/transience phase transition for ERRW on $\mathbb{Z}^{d}$ for $d \geq 3$, see Section 4. In Section 5 we show that connection probabilities in the arboreal gas, a stochastic-geometric model of random forests, can be written in a form very similar to the magic formula. The derivation of this connection probability formula was inspired by [12,13], which (at least partially) revealed the inner workings of the magic formula: horospherical coordinates (hyperbolic symmetry) and supersymmetric localisation.

## 2. HYPERBOLIC SPIN SYSTEMS

This section introduces the hyperbolic spin systems that we will discuss, briefly explains their characteristic symmetries, and discusses how these symmetries manifest themselves if spontaneous symmetry breaking occurs. For precise definitions of the Grassmann and Berezin integrals that are used see, e.g. [13, APPEndix A].

The $\mathbb{H}^{\mathbf{2} \mid 0}$ model. The $\mathbb{H}^{2}=\mathbb{H}^{2 \mid 0}$ model is defined as follows. We consider the hyperbolic plane $\mathbb{H}^{2}$ realised as $\mathbb{H}^{2}=\left\{u=(x, y, z) \in \mathbb{R}^{3}: x^{2}+y^{2}-z^{2}=-1, z>0\right\}$ and equipped with the Minkowski inner product $u \cdot u^{\prime}=x x^{\prime}+y y^{\prime}-z z^{\prime}$. For a finite graph $G=(\Lambda, E)$, we consider one spin $u_{i} \in \mathbb{H}^{2}$ per vertex $i \in \Lambda$ and define the action

$$
\begin{equation*}
H_{\beta, h}(u)=\frac{\beta}{2} \sum_{i j \in E}\left(u_{i}-u_{j}\right) \cdot\left(u_{i}-u_{j}\right)+h \sum_{i \in \Lambda} z_{i} \tag{2.1}
\end{equation*}
$$

The action also has a straightforward generalisation to edge- and vertex-dependent weights $\beta=\left(\beta_{i j}\right)$ and $h=\left(h_{i}\right)$, and we will sometimes consider this case. For $\beta>0$ and $h=0$, the minimisers of $H_{\beta, 0}$ are constant configurations $u_{i}=u_{j}$ for all $i, j \in \Lambda$. For $h>0$, the unique minimiser is $u_{i}=(0,0,1)$ for all $i$. The $\mathbb{H}^{2}$ model is the probability measure on spin configurations whose expectation is given, for bounded $F:\left(\mathbb{H}^{2}\right)^{\Lambda} \rightarrow \mathbb{R}$, by

$$
\begin{equation*}
\langle F\rangle_{\beta, h}=\frac{1}{Z_{\beta, h}} \int_{\left(\mathbb{H}^{2}\right)^{\Lambda}} \prod_{i \in \Lambda} d u_{i} F(u) e^{-H_{\beta, h}(u)} \tag{2.2}
\end{equation*}
$$

where $d u_{i}$ stands for the Haar measure on $\mathbb{H}^{2}$ and $Z_{\beta, h}$ is a normalisation. Parametrising $u_{i} \in \mathbb{H}^{2}$ by $\left(x_{i}, y_{i}\right) \in \mathbb{R}^{2}$ with $z_{i}=\sqrt{1+x_{i}^{2}+y_{i}^{2}}$, we can explicitly rewrite (2.2) as

$$
\begin{equation*}
\langle F\rangle_{\beta, h}=\frac{1}{Z_{\beta, h}} \int_{\left(\mathbb{R}^{2}\right)^{\Lambda}} \prod_{i \in \Lambda} \frac{d x_{i} d y_{i}}{z_{i}} F(u) e^{-H_{\beta, h}(u)} \tag{2.3}
\end{equation*}
$$

The expectation is only normalisable if $h>0$ (or, more generally, $h_{i}>0$ for some vertex $i$ ) due to the non-compactness of $\mathbb{H}^{2}$. It is useful to construct a version with $h=0$ in which the field is fixed (pinned) at some distinguished vertex 0 . We denote the pinned expectation with pinning $u_{0}=(0,0,1)$ by $\langle\cdot\rangle_{\beta}^{0}$.

The $\mathbb{H}^{\mathbf{0} \mid \mathbf{2}}$ model. Now we consider the Grassmann algebra $\Omega_{\Lambda}$ generated by two generators $\xi_{i}$ and $\eta_{i}$ per vertex $i \in \Lambda$ and set

$$
\begin{equation*}
z_{i}=\sqrt{1-2 \xi_{i} \eta_{i}}=1-\xi_{i} \eta_{i} \tag{2.4}
\end{equation*}
$$

and unite these into the formal supervector $u_{i}=\left(\xi_{i}, \eta_{i}, z_{i}\right)$. Thus $u_{i}$ has two odd (anticommuting) components $\xi_{i}$ and $\eta_{i}$ and one even (commuting) component $z_{i}$. We define $u_{i} \cdot u_{j}=-\xi_{i} \eta_{j}-\xi_{j} \eta_{i}-z_{i} z_{j}$, which is again an element of $\Omega_{\Lambda}$. These definitions are such that $u_{i} \cdot u_{i}=-1$, as in the case of $\mathbb{H}^{2}$ spins. Define

$$
\begin{equation*}
H_{\beta, h}=\frac{\beta}{2} \sum_{i j \in E}\left(u_{i}-u_{j}\right) \cdot\left(u_{i}-u_{j}\right)+h \sum_{i \in \Lambda} z_{i} \tag{2.5}
\end{equation*}
$$

For $F$ a polynomial in the $\xi_{i}$ and $\eta_{i}$ set

$$
\begin{equation*}
\langle F\rangle_{\beta, h}=\frac{1}{Z_{\beta, h}} \int\left(\prod_{i \in \Lambda} \partial_{\eta_{i}} \partial_{\xi_{i}} \frac{1}{z_{i}}\right) F e^{-H_{\beta, h}} \tag{2.6}
\end{equation*}
$$

where $\int \prod_{i \in \Lambda} \partial_{\eta_{i}} \partial_{\xi_{i}}$ stands for the Grassmann integral, i.e. the top coefficient of the element of the Grassmann algebra to its right. For example,

$$
\begin{equation*}
\int \partial_{\xi} \partial_{\eta} e^{-\xi \eta}=\int \partial_{\xi} \partial_{\eta}(1-\xi \eta)=\int \partial_{\xi} \partial_{\eta} \eta \xi=1 \tag{2.7}
\end{equation*}
$$

In (2.6) and (2.7) we have used the convention that smooth functions of commuting elements of the algebra are defined by Taylor expansion. By nilpotency the expansion is finite, i.e. a polynomial. The $\mathbb{H}^{0 \mid 2}$ model is the expectation (2.6); while this is not a probabilistic expectation, we will soon see that it often carries probabilistic interpretations. Generalisations to edge- and vertex-dependent weights and pinning are straightforward.

The $\mathbb{H}^{\mathbf{2} \mid 2}$ model. The $\mathbb{H}^{2 \mid 2}$ model is defined as the $\mathbb{H}^{0 \mid 2}$ model was, but now beginning with three commuting components $x_{i}, y_{i}, z_{i}$. Formally, this means the real coefficients of the Grassmann algebra $\Omega_{\Lambda}$ of the previous section are replaced by smooth functions of $x_{i}$ and $y_{i}$. To each vertex $i$ we associate a formal supervector $u_{i}=\left(x_{i}, y_{i}, \xi_{i}, \eta_{i}, z_{i}\right)$, where $x_{i}$ and $y_{i}$ are commuting, $\xi_{i}$ and $\eta_{i}$ are generators of a Grassmann algebra, and

$$
\begin{equation*}
z_{i}=\sqrt{1+x_{i}^{2}+y_{i}^{2}-2 \xi_{i} \eta_{i}}=\sqrt{1+x_{i}^{2}+y_{i}^{2}}-\frac{\xi_{i} \eta_{i}}{\sqrt{1+x_{i}^{2}+y_{i}^{2}}} \tag{2.8}
\end{equation*}
$$

As for $\mathbb{H}^{0 \mid 2}$, smooth functions of commuting elements of this algebra are defined by Taylor expansion, with the expansion now performed about $\left(x_{i}, y_{i}\right) \in \mathbb{R}^{2 \Lambda}$; the second equality of (2.8) is an example.

The definition (2.8) ensures that $z_{i}$ has positive degree zero part, and that $u_{i} \cdot u_{i}=-1$ for the super inner product $u_{i} \cdot u_{j}=x_{i} x_{j}+y_{i} y_{j}-\xi_{i} \eta_{j}-\xi_{j} \eta_{i}-z_{i} z_{j}$. As previously, we define

$$
\begin{equation*}
H_{\beta, h}(u)=\frac{\beta}{2} \sum_{i j \in E}\left(u_{i}-u_{j}\right) \cdot\left(u_{i}-u_{j}\right)+h \sum_{i \in \Lambda} z_{i}, \tag{2.9}
\end{equation*}
$$

and the associated expectation

$$
\begin{equation*}
\langle F\rangle_{\beta, h}=\frac{1}{(2 \pi)^{|\Lambda|}} \int\left(\prod_{i \in \Lambda} d x_{i} d y_{i} \partial_{\eta_{i}} \partial_{\xi_{i}} \frac{1}{z_{i}}\right) F e^{-H_{\beta, h}} . \tag{2.10}
\end{equation*}
$$

This integral combines ordinary integration and Grassmann integration and is an instance of the Berezin integral, sometimes called a superintegral [15]. One computes the Grassmann integral to obtain the top coefficient of the element of the Grassmann algebra; this is a smooth function on $\mathbb{R}^{2 \Lambda}$. One then computes the ordinary Lebesgue integral of this function. Again the generalisation to edge- and vertex-dependent weights and pinning is straightforward.

Note that (2.10) does not have a normalising factor as in the definitions of the $\mathbb{H}^{2}$ and $\mathbb{H}^{0 \mid 2}$ models, aside from the factor $(2 \pi)^{-|\Lambda|}$ that does not depend on the weights. Nonetheless, the expectation is normalised: $\langle 1\rangle_{\beta, h}=1$ if $h>0$. This is due to an internal supersymmetry in the model, which implies $Z_{\beta, h}=(2 \pi)^{|\Lambda|}$. More generally, this supersymmetry implies a powerful localisation principle first used in this context in [34].

Theorem 2.1 (SUSY localisation for $\mathbb{H}^{2 \mid 2}$ ). For $F: \mathbb{R}^{\Lambda} \times \mathbb{R}^{\Lambda \times \Lambda} \rightarrow \mathbb{R}$ smooth and with sufficient decay, and for all edge- and vertex-dependent weights $\beta=\left(\beta_{i j}\right)$ and $h=\left(h_{i}\right)$ with some $h_{i}>0$,

$$
\begin{equation*}
\left\langle F\left(\left(z_{i}\right),\left(u_{i} \cdot u_{j}\right)\right)\right\rangle_{\beta, h}=F(1,-1) \tag{2.11}
\end{equation*}
$$

On the right-hand side of (2.11), 1 stands for the vector in $\mathbb{R}^{\Lambda}$ with all entries equal to 1 , and -1 stands for the $|\Lambda| \times|\Lambda|$ matrix with all entries -1 . For example, $\left\langle z_{i}\right\rangle_{\beta, h}=1$ and $\left\langle u_{i} \cdot u_{j}\right\rangle_{\beta, h}=-1$.

Beyond: $\mathbb{H}^{\boldsymbol{n} \mid 2 \boldsymbol{m}}$. There is a natural generalisation of the above models to the broader class of $\mathbb{H}^{n \mid 2 m}$ models with $n+1$ commuting coordinates and $2 m$ anticommuting coordinates. Generalising Theorem 2.1, there is an exact correspondence between observables of the $\mathbb{H}^{n \mid 2 m}$ and $\mathbb{H}^{n+2 \mid 2 m+2}$ models, see [11, sECTION 2]. For developments when $n=0$, see [25].

Symmetries. The $\mathbb{H}^{n \mid 2 m}$ models have continuous symmetries which are analogues of the rotations of the $O(n)$ models. For example, for the hyperbolic plane $\mathbb{H}^{2}$, these symmetries are Lorentz boosts and rotations. The infinitesimal generator of Lorentz boosts in the $x z$-plane is the linear differential operator $T$ acting as

$$
\begin{equation*}
T z=x, \quad T x=z, \quad T y=0 \tag{2.12}
\end{equation*}
$$

If $\mathbb{H}^{2}$ is parametrised by $(x, y) \in \mathbb{R}^{2}$, then $T=z \partial_{x}$. For the hyperbolic sigma models, there is an infinitesimal boost $T_{i}=z_{i} \partial_{x_{i}}$ at each vertex $i$. Haar measure on $\mathbb{H}^{2}$ and the action $H_{\beta, 0}$ with $h=0$ are invariant under these symmetries, i.e. $\sum_{i} T_{i} H_{\beta, 0}=0$. Analogous symmetries exist for $\mathbb{H}^{0 \mid 2}$ and $\mathbb{H}^{2 \mid 2}$. If $h>0$ then $\sum_{i} T_{i} H_{\beta, h} \neq 0$, and the symmetries are said to be explicitly broken by the external field. Important consequences of these symmetries are Ward identities. For example, when $n>0$ (such as for the $\mathbb{H}^{2}$ and $\mathbb{H}^{2 \mid 2}$ models), for $h>0$,

$$
\begin{equation*}
\frac{\left\langle z_{i}\right\rangle_{\beta, h}}{h}=\sum_{j}\left\langle x_{i} x_{j}\right\rangle_{\beta, h} \tag{2.13}
\end{equation*}
$$

and when $m>0$ (such as for the $\mathbb{H}^{2 \mid 2}$ and $\mathbb{H}^{0 \mid 2}$ models),

$$
\begin{equation*}
\frac{\left\langle z_{i}\right\rangle_{\beta, h}}{h}=\sum_{j}\left\langle\xi_{i} \eta_{j}\right\rangle_{\beta, h} \tag{2.14}
\end{equation*}
$$

Here $x_{i}$ and $\left(\xi_{i}, \eta_{i}\right)$ stand for an even (bosonic) coordinate and pair of odd (fermionic) coordinates when $n, m>0$, respectively. The proofs of these identities boil down to integration by parts; see, e.g. [34, APPENDIX b] or [11, LemMA 2.3].

Spontaneous symmetry breaking. For the $\mathbb{H}^{2}$ and $\mathbb{H}^{2 \mid 2}$ models on a fixed finite graph, it is a consequence of the non-compactness of the hyperbolic symmetry that, for example, $\left\langle x_{0}^{2}\right\rangle_{\beta, h}$ diverges as $h \downarrow 0$. Similarly, for the $\mathbb{H}^{0 \mid 2}$ model on a finite graph, symmetry implies that $\left\langle z_{0}\right\rangle_{\beta, h}$ tends to 0 as $h \downarrow 0$. One of the main questions of statistical physics is whether a symmetry survives in the infinite volume limit, or if it is spontaneously broken. To make this precise, it is convenient to consider a finite volume criterion for this question. Consider a sequence of finite graphs $\Lambda$ that approximate $\mathbb{Z}^{d}$ in a suitable way (denoted $\Lambda \rightarrow \mathbb{Z}^{d}$ ), and let $\langle\cdot\rangle_{\beta, h}$ be the corresponding finite volume expectations. For the $\mathbb{H}^{2}$ and $\mathbb{H}^{2 \mid 2}$ models, there is spontaneous symmetry breaking (SSB) for a given $\beta$ if

$$
\begin{equation*}
\lim _{h \downarrow 0} \lim _{\Lambda \rightarrow \mathbb{Z}^{d}}\left\langle x_{0}^{2}\right\rangle_{\beta, h}<\infty, \tag{2.15}
\end{equation*}
$$

and similarly for the $\mathbb{H}^{0 \mid 2}$ model there is SSB if

$$
\begin{equation*}
\lim _{h \downarrow 0} \lim _{\Lambda \rightarrow \mathbb{Z}^{d}}\left\langle z_{0}\right\rangle_{\beta, h}>0 . \tag{2.16}
\end{equation*}
$$

These notions can be understood by noticing that when the two limits are exchanged the inequalities do not hold: in finite volume the $h=0$ symmetries are restored in the $h \downarrow 0$ limit, while they are not in infinite volume if SSB occurs. There are other notions of SSB for hyperbolic spin models, but those in (2.15)-(2.16) capture the relevant phenomena from the perspective of the Anderson transition [34, SECTION 4.2], as well as from the perspective of the associated probabilistic models, as will be discussed in Sections 4 and 5.

We briefly summarise when SSB occurs for the $\mathbb{H}^{2}, \mathbb{H}^{0 \mid 2}$, and $\mathbb{H}^{2 \mid 2}$ models. In $d=2$, (2.15) and (2.16) do not hold for any $\beta>0$. These results are versions of the MerminWagner theorem $[12,50,56,57,64]$. The situation is different in $d \geq 3$. For the $\mathbb{H}^{2}$ model, SSB occurs for any $\beta>0$ as a result of convexity [49]. The $\mathbb{H}^{2 \mid 2}$ and $\mathbb{H}^{0 \mid 2}$ models, however, have phase transitions: SSB in the form of (2.15) and (2.16), respectively, occurs in $d \geq 3$ if and only if $\beta$ is sufficiently large $[10,34]$. Once SSB is known to occur (or not), it is interesting and physically relevant to ask more precise questions, e.g. about the asymptotics of the correlation functions $\left\langle x_{i} x_{j}\right\rangle_{\beta, h}$. Sections 4 and 5 will discuss SSB and sharper questions for the $\mathbb{H}^{2 \mid 2}$ and $\mathbb{H}^{0 \mid 2}$ models.

Horospherical coordinates. An important tool for the study of the above models are horospherical coordinates for the superspaces $\mathbb{H}^{n \mid 2 m}$ with $n \geq 2$ [33,34]. For the hyperbolic plane $\mathbb{H}^{2}$ these are coordinates $(t, s) \in \mathbb{R}^{2}$ such that

$$
\begin{equation*}
x=\sinh (t)-\frac{1}{2} e^{t}|s|^{2}, \quad y=e^{t} s, \quad z=\cosh (t)+\frac{1}{2} e^{t}|s|^{2} . \tag{2.17}
\end{equation*}
$$

For the space $\mathbb{H}^{n}$, these coordinates generalise by taking $s=\left(s^{i}\right) \in \mathbb{R}^{n-1}$. For the superspaces $\mathbb{H}^{n \mid 2 m}$, in addition there are $m$ pairs Grassmann coordinates $\psi=\left(\psi^{i}\right), \bar{\psi}=\left(\bar{\psi}^{i}\right)$ such that

$$
\begin{align*}
& x=\sinh (t)-\frac{1}{2} e^{t}|s|^{2}-e^{t} \psi \bar{\psi}, \quad y=e^{t} s, \quad \xi=e^{t} \psi, \quad \eta=e^{t} \bar{\psi} \\
& z=\cosh (t)+\frac{1}{2} e^{t}|s|^{2}+e^{t} \psi \bar{\psi} \tag{2.18}
\end{align*}
$$

where we are using the abbreviation $\psi \bar{\psi}=\sum_{i=1}^{m} \psi^{i} \bar{\psi}^{i}$ if there are $m$ Grassmann components. In these coordinates the action becomes

$$
\begin{align*}
H_{\beta, h}= & \beta \sum_{i j}\left(\left(\cosh \left(t_{i}-t_{j}\right)-1\right)+\frac{1}{2} e^{t_{i}+t_{j}}\left|s_{i}-s_{j}\right|^{2}+e^{t_{i}+t_{j}}\left(\psi_{i}-\psi_{j}\right)\left(\bar{\psi}_{i}-\bar{\psi}_{j}\right)\right) \\
& +h \sum_{i}\left(\left(\cosh \left(t_{i}\right)-1\right)+\frac{1}{2} e^{t_{i}}\left|s_{i}\right|^{2}+e^{t_{i}} \psi_{i} \bar{\psi}_{i}\right) \tag{2.19}
\end{align*}
$$

and the hyperbolic reference measure is $d t d s \partial_{\bar{\psi}} \partial_{\psi} e^{(n-2 m-1) \sum_{i} t_{i}}$, where $\partial_{\bar{\psi}} \partial_{\psi}$ denotes Grassmann integration if $m>0$. A crucial feature of (2.19) is that the $s$ and $\psi, \bar{\psi}$ variables appear quadratically in $H_{\beta, h}$ and hence can be integrated out via exact Gaussian computations. The $t$-marginal is thus proportional to the positive measure $e^{-\tilde{H}_{\beta, h}} d t$ where

$$
\begin{align*}
\tilde{H}_{\beta, h}(t)= & \beta \sum_{i j}\left(\cosh \left(t_{i}-t_{j}\right)-1\right)+h \sum_{i}\left(\cosh \left(t_{i}\right)-1\right) \\
& +\frac{n-2 m-1}{2}\left(\log \operatorname{det}\left(-\Delta_{\beta(t)}+h(t)\right)-2 \sum_{i} t_{i}\right) . \tag{2.20}
\end{align*}
$$

In (2.20), $-\Delta_{\beta(t)}+h(t)$ is the $t$-dependent matrix acting as

$$
\begin{equation*}
\left(-\Delta_{\beta(t)} f+h(t) f\right)_{i}=-\sum_{j \sim i} \beta e^{t_{i}+t_{j}}\left(f_{j}-f_{i}\right)+h e^{t_{i}} f_{i} \tag{2.21}
\end{equation*}
$$

The $t$-dependent weights $\beta_{i j}(t)=\beta e^{t_{i}+t_{j}}$ and $h_{i}(t)=h e^{t_{i}}$ generalise immediately to edgeand vertex-dependent reference weights. The determinant in (2.20) arises from the Gaussian integration over the $s$ and $\psi, \bar{\psi}$ variables. Since the $t$-field is distributed according to a positive measure, one can use standard tools from analysis. This is useful since, e.g. for all $\mathbb{H}^{n \mid 2 m}$ models,

$$
\begin{equation*}
\left\langle z_{i}\right\rangle_{\beta, h}=\left\langle z_{i}+x_{i}\right\rangle_{\beta, h}=\left\langle e^{t_{i}}\right\rangle_{\beta, h} \tag{2.22}
\end{equation*}
$$

where the first identity used that $\left\langle x_{i}\right\rangle_{\beta, h}=0$, by symmetry. For the pinned expectations, analogous representations hold with $h=0$ and $t_{0}=0$.

## 3. PHYSICAL BACKGROUND: ANDERSON TRANSITION

This section briefly discusses the origins of hyperbolic spin systems as simplified models for the Anderson delocalisation-localisation transition. For a more detailed survey about this, we refer in particular to [71]. Further excellent surveys include [70] and [38,58] for a physics perspective. For general background on the Anderson transition, see [1].

Consider a random matrix $H=(H(i, j))_{i, j \in \Lambda}$ such as the Anderson Hamiltonian $H=H_{\beta}=-\beta \Delta+V$ where $V=\left(V_{i}\right)_{i \in \Lambda}$ is an i.i.d. Gaussian potential, $\Lambda$ is a discrete torus approximating $\mathbb{Z}^{d}$, and $\Delta$ is the lattice Laplacian on $\Lambda$. The fundamental question is to determine whether or not the spectrum of $H$ contains an absolutely continuous part in the infinite volume limit, and very closely related to this, if the eigenfunctions (often called states in this context) of $H$ are extended or localised. Extended states correspond to a metallic phase while localised states correspond to an insulating phase. To discuss this further, define the two-point correlation function

$$
\begin{equation*}
\tau_{\beta, E, h}(j, k)=\mathbb{E}\left|\left(H_{\beta}-E-i h\right)^{-1}(j, k)\right|^{2}, \quad j, k \in \Lambda, \tag{3.1}
\end{equation*}
$$

where $i=\sqrt{-1}$. The existence of extended states for energies near $E$ is essentially implied by $\lim _{h \downarrow 0} \lim _{\Lambda \rightarrow \mathbb{Z}^{d}} \tau_{\beta, E, h}(j, j)<\infty$. For the Anderson model, it is a long-standing conjecture that this occurs in $d \geq 3$ for $E$ inside the spectrum of $-\beta \Delta$ when $\beta$ is sufficiently large. In the same setting, the more precise quantum diffusion conjecture asserts

$$
\begin{equation*}
\lim _{h \downarrow 0} \lim _{\Lambda \rightarrow \mathbb{Z}^{d}} \tau_{\beta, E, h}(j, k) \approx D(E, \beta)(-\Delta)^{-1}(j, k) \sim C(E, \beta)|j-k|^{-(d-2)}, \quad j, k \in \mathbb{Z}^{d} \tag{3.2}
\end{equation*}
$$

for some constants $C, D$, and where the asymptotics hold for $|j-k| \rightarrow \infty$. This gives a hint that the conjecture might be difficult: the two-point function decays slowly, like that of the massless Gaussian free field. Such behaviour also occurs for fluctuations of spontaneously broken continuous symmetries (Goldstone modes). In [38,74] it was argued that the origin of extended states is the existence of SSB for a (complicated) spin model with hyperbolic symmetry, and that quantum diffusion is exactly the associated Goldstone mode. The spin model is based on the supersymmetric approach to the replica trick for computing the twopoint function.

We briefly indicate some parallels between the present discussion and Section 2. The elementary identity

$$
\begin{equation*}
\frac{1}{h} \mathbb{E} \operatorname{Im}\left(H_{\beta}-E-i h\right)^{-1}(j, j)=\sum_{k} \mathbb{E}\left|\left(H_{\beta}-E-i h\right)^{-1}(j, k)\right|^{2} \tag{3.3}
\end{equation*}
$$

which is also valid without expectations, is analogous to the Ward identities (2.13)-(2.14). Thus the role of $\left\langle z_{j}\right\rangle$ is played by $\mathbb{E} \operatorname{Im}\left(H_{\beta}-E-i h\right)^{-1}(j, j)$. In the limit $h \downarrow 0$ this is $\pi$ times the density of states $\rho(E)$, i.e. the asymptotic eigenvalue distribution. The role of the two-point functions $\left\langle x_{j} x_{k}\right\rangle$ or $\left\langle\xi_{j} \eta_{k}\right\rangle$ is played by $\tau_{\beta, E, h}(j, k)=\mathbb{E} \mid\left(H_{\beta}-E-\right.$ $i h)\left.^{-1}(j, k)\right|^{2}$. The absolute values in the latter correlation function are essential and the origin of the hyperbolic symmetry [71, SECTION 2.3]. The non-compactness of the hyperbolic symmetry manifests itself in the high temperature phase: the unboundedness of $\tau_{\beta, E, h}(j, k)$ as $h \downarrow 0$ signals an absence of delocalisation. The stronger notion of localisation corresponds to

$$
\begin{equation*}
\tau_{\beta, E, h}(j, k) \approx \frac{e^{-c|j-k|}}{h} \tag{3.4}
\end{equation*}
$$

The divergence as $h \downarrow 0$ is analogous to the behaviour of the $\mathbb{H}^{2 \mid 2}$ model, see Section 2, and is different from that of spin systems with compact symmetry. For further discussion, see [71].

Dictionary. The analogies between the expected behaviours of the Anderson model and the probabilistic models described in the next two sections are summarised below. In $d=2$, $\beta_{c}=\infty$, while $\beta_{c}<\infty$ for $d \geq 3$.

|  | $\beta<\beta_{c}$ | $\beta>\beta_{c}$ |
| :--- | :--- | :--- |
| Anderson Model | localised (insulating) phase | extended (metallic) phase |
| VRJP | positive recurrent phase | transient phase |
| Arboreal gas | subcritical percolation phase | percolating phase |

Logically, there is the possibility of non-extended states that are not localised, which would correspond to a null-recurrent phase for the VRJP and a phase of the arboreal gas where infinite clusters do not occur, but the cluster size distribution has infinite mean.

## 4. LINEARLY REINFORCED WALKS AND $\mathbb{H}^{2 \mid 2}$

Formulas arising in the study of the $\mathbb{H}^{2 \mid 2}$ model (e.g. (2.21)) have interpretations in terms of random walks, and similarities with ERRW did not go unnoticed [34, sEction 1.5]. This was given an explanation by Sabot and Tarrès [65]; the explanation passes through another reinforced random walk, which we now introduce. Fix edge weights $\beta_{i j}>0$ for each edge $i j \in E$, and set $\beta_{i j}=0$ if $i j \notin E$. The vertex-reinforced jump process (VRJP) with $X_{0}=0$ is the continuous-time self-interacting random walk with transition probabilities

$$
\begin{equation*}
\mathbb{P}_{0}^{\operatorname{VJRP}(\beta)}\left[X_{t+d t}=j \mid\left(X_{s}\right)_{s \leq t}, X_{t}=i\right]=\beta_{i j} L_{t}^{j}, \quad L_{t}^{j}=1+\int_{0}^{t} 1_{X_{s}=j} d s \tag{4.1}
\end{equation*}
$$

The quantity $L_{t}^{j}$ is the local time at $j$ at time $t$, up to the shift by 1 . In words, then, conditionally on the shifted local times at time $t$ and that $X_{t}=i$, a VRJP jumps to site $j$ with probability proportional to $\beta_{i j} L_{t}^{j}$. Thus previously vertices visited are preferred. The amount of local time accrued at $i$ before jumping away has the distribution of an exponential random variable with rate $\sum_{j} \beta_{i j} L_{t}^{j}$. With this in mind, large edge weights $\beta_{i j}$ heuristically correspond to weak reinforcement: jumps occur quickly and do not alter the local time profile too much.

Sabot and Tarrès gave an exact formula for the (properly scaled) limiting local times of the VRJP, and explained that this distribution is also the distribution of the $t$-field of the $\mathbb{H}^{2 \mid 2}$ model. They further showed that the magic formula for the ERRW follows from this result, see Section 4.4 below. Similarly to the ERRW, the VRJP can be expressed as a continuous-time random walk in a random environment. The next theorem is a slightly informal statement of this result. The precise formulation requires looking at the VRJP in the correct time parameterisation; see [65]. For a symmetric square matrix $A$ with $\sum_{j} A_{i j}=0$ for all rows $i$, we write $\operatorname{det}^{0}(A)$ for the value of any principal cofactor of $A$, e.g. the determinant with the first row and column of $A$ removed.

Theorem 4.1 (Magic formula for VJRP [65]). Let $G=(\Lambda, E)$ be a finite graph with $|\Lambda|=N$. In the exchangeable time parameterisation of the VRJP,
$\mathbb{P}_{0}^{\operatorname{VJRP}(\beta)}[\cdot]=(2 \pi)^{-\frac{N-1}{2}} \int_{\mathbb{R}^{\Lambda \backslash 0}} \mathbb{P}_{0}^{\operatorname{SRW}(c(t))}[\cdot] e^{-\frac{\beta}{2} \sum_{i, j} \cosh \left(t_{i}-t_{j}\right)}\left(\operatorname{det}^{0}\left(-\Delta_{\beta(t)}\right)\right)^{\frac{1}{2}} \prod_{k \in \Lambda \backslash 0} e^{-t_{k}} d t_{k}$,
where $\mathbb{P}_{0}^{\operatorname{SRW}(c(t))}$ is the distribution of a continuous-time simple random walk with conductances $c(t)_{i j}=\beta e^{t_{i}+t_{j}}$ started at 0 .

The measure on the right-hand side of (4.2) is exactly the horospherical $t$-marginal of the $\mathbb{H}^{2 \mid 2}$ model (with $h=0$ and pinned at 0 ). The existence of a phase transition between a transient and a recurrent phase of the VRJP on $\mathbb{Z}^{d}$ for $d \geq 3$ now essentially follows from the following earlier results for the $\mathbb{H}^{2 \mid 2}$ model (and extensions to the pinned model):

Theorem 4.2 (SSB for $\mathbb{H}^{2 \mid 2}$ [34]). Let $d \geq 3$ and $\beta \geq \beta_{1}$. There exists $C_{\beta}>0$ such that

$$
\begin{equation*}
\lim _{h \downarrow 0} \lim _{\Lambda \rightarrow \mathbb{Z}^{d}}\left\langle\cosh \left(t_{i}\right)^{8}\right\rangle_{\beta, h} \leq C_{\beta} \tag{4.3}
\end{equation*}
$$

Similar statements hold for other observables and for the pinned model.
Theorem 4.3 (Localisation for $\mathbb{H}^{2 \mid 2}$ [33]). Let $d \geq 1$ and $\beta \leq \beta_{0}$. There exist $C_{\beta}, c_{\beta}>0$ such that

$$
\begin{equation*}
\left\langle x_{i} x_{j}\right\rangle_{\beta, h} \leq \frac{C_{\beta}}{h} e^{-c_{\beta}|i-j|} \tag{4.4}
\end{equation*}
$$

Similar statements hold for other observables and for the pinned model.
The existence of a recurrent phase for small $\beta$ has also been proved more directly from the definition of the VRJP [4]. A proof of transience that only uses the random walk point of view seems challenging, and would be of interest.

### 4.1. Hyperbolic symmetry and the VRJP

A more direct and general connection between hyperbolic spin systems and the VRJP was found later [12]. Towards this, observe (as was already done in [65]) that the joint process $\left(X_{t}, L_{t}\right)$ of the VRJP and its local time is a Markov process, where $L_{t}=\left(L_{t}^{j}\right)_{j \in V}$. The infinitesimal generator $\mathscr{L}$ of the joint process acts on $g: V \times[0, \infty)^{V} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
\mathscr{L} g(i, \ell)=\sum_{j} \beta_{i j} \ell_{j}(g(j, \ell)-g(i, \ell))+\frac{\partial g(i, \ell)}{\partial \ell_{i}} \tag{4.5}
\end{equation*}
$$

Write $\mathbb{E}_{i}^{\mathrm{VRJP}(\beta, \ell)}$ for the expectation of the joint process with initial vertex $i$ and local times $\ell=\left(\ell_{i}\right)_{i \in \Lambda}$. The definition (4.1) corresponds to $\ell_{i}=1$ for all $i$.

To connect the VRJP to hyperbolic symmetry, consider the $\mathbb{H}^{2}$ model, for example, and recall the infinitesimal generator $T_{i}$ of Lorentz boosts in the $x_{i} z_{i}$-plane acting at vertex $i$ from (2.12). Then under mild hypotheses on $G$, integration by parts and (2.12) yield

$$
\begin{equation*}
-\sum_{j} \int_{\left(\mathbb{H}^{2}\right)^{\Lambda}}(\mathscr{L} G(j, z)) x_{i} x_{j} e^{-H_{\beta, 0}(u)} \prod_{k \in \Lambda} d u_{k}=\int_{\left(\mathbb{H}^{2}\right)^{\Lambda}}\left(T_{i} x_{i}\right) G(j, z) e^{-H_{\beta, 0}(u)} \prod_{k \in \Lambda} d u_{k} . \tag{4.6}
\end{equation*}
$$

Thus boosts are adjoint to the generator of the VJRP. A consequence is the next theorem.
Theorem 4.4. Consider the $\mathbb{H}^{2}$ model. If $F: \mathbb{R}^{\Lambda} \rightarrow \mathbb{R}$ decays fast enough, then

$$
\begin{equation*}
\left\langle x_{i} x_{j} F(z)\right\rangle_{\beta, 0}=\left\langle z_{i} \int_{0}^{\infty} d t \mathbb{E}_{i}^{\mathrm{VRJP}(\beta, z)}\left[F\left(L_{t}\right) 1_{X_{t}=j}\right]\right\rangle_{\beta} \tag{4.7}
\end{equation*}
$$

Sketch of proof. Normalise (4.6) and choose $G(j, \ell)=G_{t}(j, \ell)=\mathbb{E}_{j}^{\mathrm{VRJP}(\beta, \ell)} F\left(L_{t}\right)$. Since $\left(X_{t}, L_{t}\right)$ is a Markov process with generator $\mathscr{L}$, we have $\mathscr{L} G_{t}=\partial_{t} G_{t}$. Integrating the resulting identity over $t$ in $(0, \infty)$ gives the result.

Theorem 4.4 shows that $\mathbb{H}^{2}$ quantities can be computed in terms of the averages of VRJP quantities, the average being over the initial local time of the VRJP. This average is inconvenient for studying the VRJP itself. The computations above, however, immediately generalise to other hyperbolic spin models. For the $\mathbb{H}^{2 \mid 2}$ model, one can in addition use Theorem 2.1 to exactly compute the undesirable average. The result is the following theorem.

Theorem 4.5. Consider the $\mathbb{H}^{2 \mid 2}$ model. Then for any $F: \mathbb{R}^{\Lambda} \rightarrow \mathbb{R}$ that decays fast enough,

$$
\begin{equation*}
\left\langle x_{i} x_{j} F(z)\right\rangle_{\beta, 0}=\int_{0}^{\infty} d t \mathbb{E}_{i}^{\operatorname{VRJP}(\beta)}\left[F\left(L_{t}\right) 1_{X_{t}=j}\right] \tag{4.8}
\end{equation*}
$$

In particular, $\left\langle x_{i}^{2}\right\rangle_{\beta, h}$ is the expected time the VRJP started from $i$ spends at $i$ when killed at rate $h>0$. This relation can be used to prove the VRJP is recurrent in two dimensions, irrespective of the reinforcement strength $\beta>0$, by proving a Mermin-Wagner theorem for the $\mathbb{H}^{2 \mid 2}$ model [12]. Informally, Mermin-Wagner theorems assert that continuous symmetries cannot be spontaneously broken in $d=1,2$. As discussed earlier, for the $\mathbb{H}^{2 \mid 2}$ model SSB corresponds to a finite variance, i.e. transience.

Isomorphism theorems. Theorems 4.4 and 4.5 are examples of isomorphism theorems, meaning identities relating the local time field of a stochastic process to a spin system. The first example of such a result related simple random walk to the Gaussian free field and was obtained by Brydges, Fröhlich, and Spencer [19]. They were inspired by Symanzik [73]. The formulation as a distributional identity is due to Dynkin [36]; sometimes the result is called the BFS-Dynkin isomorphism. A host of other isomorphism theorems have been found in Gaussian settings, see [53]. Other isomorphism theorems for the VRJP can be obtained by the approach above, and it is possible to obtain Theorem 4.1 in this way, see [13]. Isomorphisms for the VRJP can also be obtained by expressing the VRJP as a mixture of Markov processes and using isomorphism theorems for the Markov processes; see [23].

### 4.2. Random Schrödinger representation and STZ field

In [33], it was observed that after conjugation by the diagonal matrix $e^{-t}=\left(e^{-t_{i}}\right)_{i}$, the matrix $-\Delta_{\beta(t)}+h(t)$ in (2.21) becomes a Schrödinger operator with $t$-dependent potential:

$$
\begin{equation*}
e^{-t} \circ\left(-\Delta_{\beta(t)}+h(t)\right) \circ e^{-t}=-\Delta_{\beta}+V(t), \quad V_{i}(t)=\sum_{j} \beta_{i j}\left(e^{t_{j}-t_{i}}-1\right)+h_{i} e^{-t_{i}} \tag{4.9}
\end{equation*}
$$

This point of view led to the proof of Theorem 4.3. It was later recognised that this random Schrödinger point of view can be used to obtain a powerful representation of the $t$-field [67]. For the pinned $\mathbb{H}^{2 \mid 2}$ model with $h=0$ and $t_{0}=0$, the $t$-field measure (2.20) can be written in terms of $-\Delta_{\beta}+V(t)$ using that

$$
\begin{equation*}
e^{-\tilde{H}_{\beta}(t)}=e^{-\frac{1}{2} \sum_{i} V_{i}(t)}\left(\operatorname{det}\left(-\Delta_{\beta}+V(t)\right)\right)^{1 / 2} . \tag{4.10}
\end{equation*}
$$

This suggests it might be useful to change variables from $t$ to $V(t)$. This change of variables is not directly well-defined when $t_{0}=0$ since the set of $V$ such that $\left(-\Delta_{\beta}+V\right)$ is positive definite is $|\Lambda|$-dimensional. This can be sidestepped by treating $V$ as the fundamental variable, i.e. considering

$$
\begin{equation*}
e^{-\frac{1}{2} \sum_{i} V_{i}}\left(\operatorname{det}\left(-\Delta_{\beta}+V\right)\right)^{-1 / 2} \mathbf{1}\left(-\Delta_{\beta}+V \text { is positive definite }\right) d V \tag{4.11}
\end{equation*}
$$

The random vector $B_{i}=\frac{1}{2}\left(V_{i}+\sum_{j} \beta_{i j}\right)$ is often called the ' $\beta$-field,' but since we use $\beta$ for edge weights (inverse temperature), we will denote it by $B$ instead and call it the $S T Z$ field.

Theorem 4.6. The Laplace transform of the STZ field is given by

$$
\begin{equation*}
\mathbb{E} e^{-(\lambda, B)}=\prod_{i} \frac{1}{\left(\lambda_{i}+1\right)^{1 / 2}} \prod_{i j} e^{-\beta_{i j}\left(\sqrt{\lambda_{i}+1} \sqrt{\lambda_{j}+1}-1\right)} \tag{4.12}
\end{equation*}
$$

Moreover, the $t$-field (pinned at any vertex) can be recovered in distribution from $B$.
In particular, the theorem implies the STZ field is 1-dependent. In [68], this remarkable property of the STZ field was used to construct an infinite volume version on $\mathbb{Z}^{d}$, and applied to characterise transience and recurrence of the VRJP in terms of a 0/1 law.

### 4.3. Phase diagram of the VRJP

The most basic qualitative question one can ask about the VRJP is whether it is recurrent or transient for a given reinforcement strength $\beta>0$. This may in principle depend on the precise notion of recurrence used, as the VRJP is non-Markovian. As discussed above, for $d \geq 3$ the existence of a phase in which the VRJP is almost surely recurrent was established in [4,65], and an almost surely transient phase in [65]. For $d=2$, recurrence for all $\beta>0$ in the sense of infinite expected local time at the initial vertex was established in [12]. Proofs of almost sure recurrence followed shortly [50,64]. Similar results had previously been established for the ERRW [12,56,68].

The qualitative behaviour of the VRJP is almost completely understood on $\mathbb{Z}^{d}$ due to the following remarkable correlation inequality of Poudevigne.

Theorem 4.7. For the $\mathbb{H}^{2 \mid 2}$ model and any convex function $f$, the expectation $\left\langle f\left(e^{t_{j}}\right)\right\rangle_{\beta}^{0}$ is increasing in all weights $\beta=\left(\beta_{i j}\right)$.

The proof of Theorem 4.7 relies on the STZ field [62]. This inequality implies that transience is a monotone property with respect to the constant initial reinforcement parameter $\beta$. Combined with the results of the previous paragraph, this implies that the VRJP has a sharp transition from almost sure recurrence to almost sure transience on $\mathbb{Z}^{d}$ for con-
stant $\beta$ : recurrence for $\beta<\beta_{c}(d)$ and transience for $\beta>\beta_{c}(d)$. The behaviour at $\beta_{c}$ is open. Poudevigne's correlation inequality also leads to a proof of recurrence in $d=2$.

### 4.4. Further discussion

Back to edge-reinforced random walk. The connection of the ERRW to the $\mathbb{H}^{2 \mid 2}$ model is somewhat less direct than for the VRJP: it turns out that the ERRW is an average of VRJPs [65]. Somewhat more precisely, ERRW with initial edge weights $\alpha$ can be obtained from the VRJP with initial edges weights $\beta$ if the $\beta_{i j}$ are chosen to be independent Gamma random variables with mean $\alpha_{i j}$. While this additional randomness presents some difficulties, the existence of a transient phase for the ERRW in $d \geq 3$ was obtained by similar methods to that of the VRJP [32]. In terms of the spin model, the Gamma-distributed random edge weights correspond to replacing the exponential $e^{\sum_{i j} \beta_{i j}\left(u_{i} \cdot u_{j}+1\right)}$ by $\prod_{i j}\left(-u_{i} \cdot u_{j}\right)^{-\alpha_{i j}}$ in the (super)measure. Such a product weight is often called a Nienhuis interaction.

Interestingly, the recurrence of the ERRW in two dimensions was obtained before the recurrence of the VRJP. This was possible due to insights of Merkl and Rolles, who directly proved a Mermin-Wagner-type theorem for the ERRW by making use of the magic formula [57]. Merkl and Rolles were able to conclude recurrence of the ERRW on $\mathbb{Z}^{2}$ for strong reinforcement if each edge of the lattice was replaced by a long path. Sabot and Zeng's proved recurrence on $\mathbb{Z}^{2}$ for all reinforcement strengths by obtaining a characterisation of recurrence in terms of the STZ field [68], and showing that an estimate from [57] implies recurrence. The ergodic properties of the STZ field play a crucial role in this argument.

Beyond $\mathbb{Z}^{d}$. There are also results for the VRJP beyond $\mathbb{Z}^{d}$. The existence of a transition on trees was proven in [27], and on non-amenable graphs in [4]. A fairly complete understanding on trees has been obtained, see [7] and references therein.

Future directions. There remain many open questions. What is the critical behaviour of the VRJP and the $\mathbb{H}^{2 \mid 2}$ model on $\mathbb{Z}^{d}, d \geq 3$ ? Is there an upper critical dimension? For $d=3$ aspects of this question were studied numerically in [35], and evidence was found for the existence of a multifractal structure in the $\mathbb{H}^{2 \mid 2}$ model. Multifractal structure is also expected near the Anderson transition for random Schrödinger operators. For the regular tree (Bethe lattice), further remarkable critical behaviour was observed, in part numerically, in [75]. This reference concerns a more complicated sigma model, but the main predictions also apply to the $\mathbb{H}^{2 \mid 2}$ model [35]. On $\mathbb{Z}^{2}$ the VRJP is believed to be positive recurrent, i.e. exponentially localised, but this important conjecture about the $\mathbb{H}^{2 \mid 2}$ model and the VRJP remains open. The heuristic for positive recurrence is based on the (marginal) renormalisation group flow and goes along with the prediction of asymptotic freedom at short distances [34, section 4.3]. Analogous predictions based on similar heuristics exist for the $2 d$ Heisenberg model, the $2 d$ Anderson model, $4 d$ non-abelian Yang-Mills theory, and the $2 d$ arboreal gas (discussed below). Another question is to understand the VRJP in $d \geq 3$ with non-constant initial local times: Theorem 4.4 and results of [72] suggest the VRJP is always transient if started with initial local times given by the $z$-field of the $\mathbb{H}^{2}$ model. Understanding the properties of the $z$-field that destroy the phase transition would be interesting.

## 5. THE ARBOREAL GAS AND $\mathbb{H}^{0 \mid 2}$

The arboreal gas is the uniform measure on (unrooted spanning) forests of a weighted graph. More precisely, given an undirected graph $G=(\Lambda, E)$, a forest $F=(\Lambda, E(F))$ is an acyclic subgraph of $G$ having the same vertex set as $G$. Given an edge weight $\beta>0$ (inverse temperature) and a vertex weight $h \geq 0$ (external field), the probability of an edge set $F$ under the arboreal gas measure is

$$
\begin{equation*}
\mathbb{P}_{\beta, h}[F]=\frac{1}{Z_{\beta, h}} \beta^{|E(F)|} \prod_{T \in F}(1+h|V(T)|) \mathbf{1}(F \text { is a forest }) \tag{5.1}
\end{equation*}
$$

where $T \in F$ denotes that $T$ is a tree in the forest $F$, i.e. a connected component of $F$. We write $\mathbb{P}_{\beta}=\mathbb{P}_{\beta, 0}$. As for the VRJP, the generalisation to edge- and vertex-dependent weights $\beta=\left(\beta_{i j}\right)$ and $h=\left(h_{i}\right)$ is straightforward, and is sometimes useful.

The arboreal gas arises naturally in the context of the $q$-state random cluster model ( $q$-RCM), which we recall is the model defined by (5.1) by omitting the indicator function and instead weighting each component by a factor $q>0$. In particular, $q=1$ is Bernoulli bond percolation. On a finite graph, the arboreal gas edge weight $\beta^{\prime}$ is the limit of the $q$-RCM as $q, \beta \rightarrow 0$ such that $\beta / q \rightarrow \beta^{\prime}$, and it is natural to think of the arboreal gas as the $0-\mathrm{RCM}$. The most fundamental question about the arboreal gas is whether or not it has a percolation phase transition. It is straightforward to establish a subcritical phase when $\beta$ is small: the arboreal gas can be stochastically dominated by bond percolation [43, theorem 3.21], and for $\beta$ small the domination is by subcritical percolation.

### 5.1. Phase transitions for the arboreal gas

The existence of a supercritical phase for the arboreal gas is a more subtle question than for the $q$-RCM with $q>0$. One way to see this subtlety is based on symmetries. To discuss this, recall that for $q \in\{2,3, \ldots\}$ there is a connection between the $q$-RCM and the $q$-state Potts model [4e]. In particular, spin-spin correlations in the $q$-state Potts model are equivalent to connection probabilities in the $q-\mathrm{RCM}$. The results of $[22,45]$ extend this relationship to $q=0$ : the $\mathbb{H}^{0 \mid 2}$ model is a spin representation of the arboreal gas.

Theorem 5.1. Let $\langle\cdot\rangle_{\beta}$ and $\mathbb{P}_{\beta}$ denote the $\mathbb{H}^{0 \mid 2}$ and arboreal gas measures on a finite graph. For vertices $i, j \in \Lambda$,

$$
\begin{equation*}
\mathbb{P}_{\beta}[i \leftrightarrow j]=-\left\langle u_{i} \cdot u_{j}\right\rangle_{\beta} . \tag{5.2}
\end{equation*}
$$

Moreover, the partition functions of the $\mathbb{H}^{0 \mid 2}$ model and the arboreal gas coincide.
Strictly speaking, the $\mathbb{H}^{0 \mid 2}$ formulation of Theorem 5.1 first occurred in [11] as a reformulation of $[22,45]$; the hyperbolic point of view plays an important role in the proof of Theorem 5.3 below. Theorem 5.1 suggests the existence of a supercritical phase for the arboreal gas may depend on the dimension, as strong connection probabilities corresponds to a symmetry breaking phase transition for the $\mathbb{H}^{0 \mid 2}$ model. Unlike the $q$-Potts models with $q \in\{2,3, \ldots\}$, this model possesses a continuous symmetry, so one might expect a MerminWagner theorem to prevent such a transition in $d=2$. This is indeed true:

Theorem 5.2 ([11, theorem 1.3]). Let $d=2$. For any $\beta>0$, there exists $c(\beta)>0$ such that $\mathbb{P}_{\beta}^{\Lambda}[0 \leftrightarrow j] \leq|j|^{-c(\beta)}$ for any $\Lambda \subset \mathbb{Z}^{2}$.

It is possible to predict Theorem 5.2 without knowing about the $\mathbb{H}^{0 \mid 2}$ spin representation as follows [28]. The critical value of $\beta$ for the $q$-RCM on $\mathbb{Z}^{2}$ with $q \geq 1$ is known to be $\beta_{c}(q)=\sqrt{q}$ [14], and this self-dual point is predicted to be the critical point for all $q>0$. Since the arboreal gas $\mathbb{P}_{\beta^{\prime}}$ is the limit of the $q$-RCM with $\beta=\beta^{\prime} q$, if the location of the critical point is continuous as $q \downarrow 0$, it follows that $\beta_{c}(0)=\infty$. These heuristics support the conjecture that connection probabilities of the $2 d$ arboreal gas decay exponentially for any $\beta>0$. Independent support for this conjecture can be obtained by renormalisation group heuristics, almost exactly as for the $2 d$ VRJP [22].

Turning the preceding paragraph into a rigorous proof would be very interesting. It would also be interesting to have a probabilistic proof (in terms of forests) that the arboreal gas does not have a phase transition on $\mathbb{Z}^{2}$. The proof of Theorem 5.2 given in [11] follows different lines. A key step is the following, which reduces the proof to an adaptation of [64, theorem 1].

Theorem 5.3 (Magic formula for arboreal gas). Let $G=(\Lambda, E)$ be a finite connected graph. For vertices $0, j \in \Lambda$,

$$
\begin{equation*}
\mathbb{P}_{\beta}[0 \leftrightarrow j]=\frac{1}{Z_{\beta}} \int_{\mathbb{R}^{\Lambda \backslash 0}} e^{t_{j}} e^{-\frac{\beta}{2} \sum_{i, k} \cosh \left(t_{i}-t_{k}\right)}\left(\operatorname{det}^{0}\left(-\Delta_{\beta(t)}\right)\right)^{3 / 2} \prod_{k \in \Lambda \backslash 0} e^{-3 t_{k}} d t_{k} \tag{5.3}
\end{equation*}
$$

where $\operatorname{det}^{0}\left(-\Delta_{\beta(t)}\right)$ denotes any principal cofactor of $-\Delta_{\beta(t)}$.
In outline, the proof of Theorem 5.3 consists of three steps: Theorem 5.1, rewriting the $\mathbb{H}^{0 \mid 2}$ expectation in terms of $\mathbb{H}^{2 \mid 4}$ by SUSY localisation, and then changing to horospherical coordinates and integrating out all but the $t$-field. The magic formula for the VRJP from Theorem 4.1 has a strikingly similar form, but with the two occurrences of 3 s in (5.3) replaced by 1s. This difference in powers is due to there being two additional Grassmann Gaussian integrals for $\mathbb{H}^{2 \mid 4}$ as compared to $\mathbb{H}^{2 \mid 2}$.

In three and more dimensions the arboreal gas does, however, undergo a percolation phase transition. To state a precise theorem, let $\Lambda_{N}=\mathbb{Z}^{d} / L^{N} \mathbb{Z}^{d}$ denote a torus of sidelength $L^{N}$ with $L$ large. The next theorem immediately implies that there is a macroscopic tree occupying most of the torus with large probability.

Theorem 5.4 ([10, theorem 1.1]). Let $d \geq 3$. If $\beta$ is sufficiently large, then there exists $\theta_{d}(\beta)=1-O(1 / \beta), D(\beta)>0$, and $\kappa>0$ such that

$$
\begin{equation*}
\mathbb{P}_{\beta}^{\Lambda_{N}}[0 \leftrightarrow j]=\theta_{d}(\beta)^{2}+D(\beta)(-\Delta)^{-1}(0, j)+O\left(\frac{1}{\beta|j|^{d-2+\kappa}}\right)+O\left(\frac{1}{\beta L^{\kappa N}}\right) \tag{5.4}
\end{equation*}
$$

Similar asymptotics hold for other correlation functions.
The polynomial correction in Theorem 5.4 is the hallmark of critical behaviour in statistical mechanics, and is a manifestation of the Goldstone mode associated with the broken continuous symmetry of the $\mathbb{H}^{0 \mid 2}$ model at low temperatures. The proof of Theorem 5.4 relies essentially on the $\mathbb{H}^{0 \mid 2}$ representation (Theorem 5.1), and is based on a
combination of Ward identities and a renormalisation group analysis. The renormalisation group analysis is based in part on methods developed previously in different contexts, in particular [8,9,18,20,21].

### 5.2. Further discussion

In contrast to the VRJP, even the qualitative phase diagram of the arboreal gas remains incomplete: we do not know the existence of a $\beta_{c}$ such that percolation occurs if $\beta>\beta_{c}$, and does not if $\beta<\beta_{c}$. It is also more difficult to discuss the arboreal gas directly in the infinite volume limit than the VRJP; the analogue of the STZ field does not have finite dependence and is less obviously useful, and useful correlation inequalities to this end remain conjectural, see below. Nonetheless, many open questions beckon.

Critical behaviour. There is strong evidence that the upper critical dimension of the arboreal gas is $d=6$, just as for bond percolation, and that the critical behaviour is governed by more conventional critical behaviour as compared to the $\mathbb{H}^{2 \mid 2}$ model [28], see also [39,48].

Comparison with percolation. Recall that the analogue of Theorem 5.4 for Bernoulli percolation has an exponentially decaying correction [24]. Informally, this means that supercritical percolation with the giant removed behaves like subcritical percolation. This can be given a more precise meaning in the simpler setting of the Erdôs-Rényi random graph, i.e. Bernoulli percolation on the complete graph $K_{N}$, where it is known as the discrete duality principle [2, section 10.5].

The polynomial correction in Theorem 5.4 shows that the arboreal gas does not satisfy a duality principle. Rather, its supercritical phase behaves like a critical model off the giant. This can again be given a more precise formulation on the complete graph $K_{N}$ and on the wired regular tree, where detailed results are known [37,51,54,63]. In particular, the exact cluster distribution can be determined: on $K_{N}$ in the supercritical phase there is a unique giant tree, and an unbounded number of trees of size $\Theta\left(N^{2 / 3}\right)$.

It is natural to predict that the macroscopic behaviour of the arboreal gas on the $d$-dimensional tori $\Lambda_{N}$ with $d \geq 3$ is similar to that on the complete graph. In particular, one expects a unique giant tree. The next-order critical corrections can also be expected to be similar, at least when $d>6$. In particular, the second biggest tree should then have size comparable to $\left|\Lambda_{N}\right|^{2 / 3}$. Similar results have been established for critical Bernoulli percolation in high dimensions, see [44, chapter 13]. More ambitiously, we expect the order statistics of the rescaled cluster size distribution to be universal, i.e. the same as on the complete graph as determined in [51,54]. This conjecture may be easier to explore in other settings first, e.g. on expanders, where a phase transition can be established by elementary methods [42].

Infinite-volume geometry and the UST. There is a large body of literature in probability theory concerning uniform spanning forests (USF), meaning weak infinite-volume limits of uniform spanning tree (UST) measures on finite graphs, see [52, CHAPTER 10]. To avoid confusion with the arboreal gas (sometimes also called the USF [46]), we will call these infinite-volume limits the UST on $\mathbb{Z}^{d}$. While the component structure of the UST on a finite
graph is not particularly interesting, the infinite volume limit is: Pemantle proved that there is a unique connected component on $\mathbb{Z}^{d}$ for $d \leq 4$, and infinitely many connected components on $\mathbb{Z}^{d}$ for $d>4$ [59]. This happens as 'long connections' can be lost in the weak limit.

On a finite graph, the UST measure is the limit $\beta \rightarrow \infty$ of the arboreal gas with edge weights $\beta$, and it is natural to wonder if the arboreal gas at low temperatures $\beta \gg 1$ has similar properties to the UST in infinite volume. For global properties, this can evidently only happen when there is a percolation transition. We are therefore lead to ask: for $d \geq 3$ at low temperatures, is it the case that for $d=3,4$ the infinite-volume arboreal gas has a unique infinite tree, while for $d>4$ there are infinitely many infinite trees? Is it the case that the infinite components of the arboreal gas are topologically one-ended, as for the UST?

Negative correlation. A key tool in studying the $q$-RCM with $q \geq 1$ is that it is positively associated: for increasing functions $f, g:\{0,1\}^{E} \rightarrow \mathbb{R}$, the covariance of $f$ and $g$ is nonnegative. This is a special case of the FKG inequality [41]. Positive association fails for $q<1$ and for the arboreal gas. It is believed, but not known, that these models are in fact negatively associated: for $f, g:\{0,1\}^{E} \rightarrow \mathbb{R}$ depending on disjoint sets of edges, the covariance of $f$ and $g$ is non-positive. Negative association is more subtle than positive association, and the development of flexible, yet powerful, theoretical frameworks is an active subject [3,16,17,60]. While some of this theory applies to the arboreal gas, it remains open to prove even the special case of negative correlation: for distinct edges $e, f \in E$,

$$
\begin{equation*}
\mathbb{P}_{\beta}[e, f \in F] \leq \mathbb{P}_{\beta}[e \in F] \mathbb{P}_{\beta}[f \in F] \tag{5.5}
\end{equation*}
$$

Negative correlation for all weights is equivalent to all connection probabilities $\mathbb{P}_{\beta}[0 \leftrightarrow j]=$ $\left\langle e^{t_{j}}\right\rangle_{\beta}^{0}$ being increasing in all weights $\beta=\left(\beta_{i j}\right)$, where the right-hand side is in terms of the $t$-field of the pinned $\mathbb{H}^{0 \mid 2}$ model. The analogue for the $\mathbb{H}^{2 \mid 2}$ model is precisely Poudevigne's inequality, Theorem 4.7. Does this inequality extend to other $\mathbb{H}^{n \mid 2 m}$ models?

## 6. CONCLUDING REMARKS

This survey has focused on the connections between hyperbolic spin systems and probabilistic models that share phenomenology with the Anderson transition, including a number of open questions. It is also worth repeating a question from [49]: are there other models of random walk that are related to spin systems? A partial answer was given in [13], but we expect there is more to be discovered; see, e.g. [66]. Similarly, one may search for probabilistic representations of $\mathbb{H}^{n \mid 2 m}$ models for values of $n, m$ not discussed here.
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#### Abstract

The Kac master equation provides a simple framework to understand systems of particles that interact through pairwise collisions. This article is a short review of results, chief among them is the approach to equilibrium for a gas of particles that undergo energy and momentum preserving collisions, as well as results on the entropy and information decay for a one-dimensional Kac system coupled to a reservoir. The principles underlying the Kac master equation can be extended to a Quantum Master Equation (QME) where the time evolution acts on density matrices and is a completely positive trace-preserving map. There is a rich set of equilibrium states and there is also a notion of propagation of chaos that leads to the Quantum Kac-Boltzmann equation. Likewise, the gap of the generator of the QME can be computed in certain special cases.
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## 1. INTRODUCTION

In 1956 Mark Kac published his influential paper "Foundations of kinetic theory" [14] in which he laid out a program to explain various issues about the interaction of a large number of particles. It is based on a model that, in its simplest form, describes a spatially homogenous gas of $N$ particles undergoing pair collisions. Using this simple probabilistic model, he elucidated Boltzmann's chaos hypotheses and its propagation and gave a derivation of what is now known as the Kac-Boltzmann equation. He also formulated a quantitative version of approach to equilibrium known as Kac's conjecture.

The model can be described as follows: The states of the system are described by the velocities of $N$ particles $\vec{v}=\left(v_{1}, \ldots, v_{N}\right)$. If $T_{i, j}$ is the waiting time for the collision of the pair $(i, j)$ then the first collision occurs at time $T=\min _{i, j}\left\{T_{i, j}\right\}$. If we assume that these variables are independent and that $\operatorname{Pr}\left\{T_{i, j}>t\right\}=e^{-2 t /(N-1)}$ then $T$ is exponentially distributed as well, with parameter $N$, i.e., $\operatorname{Pr}\{T>t\}=e^{-N t}$. This simply reflects the fact that, on average, the collision time of a particular particle with any other particle is shortened by a factor of $1 /(N-1)$. With this choice, the average number of collisions per unit time a given particle undergoes does not depend on $N$, as in the classical Grad-Boltzmann limit for the realistic Boltzmann equation. At time $T$, the pair furnishing the minimum collides and the velocity vector jumps

$$
\left(v_{1}, \ldots, v_{i}, \ldots, v_{j}, \ldots, v_{N}\right) \rightarrow\left(v_{1}, \ldots, v_{i}^{*}, \ldots, v_{j}^{*}, \ldots, v_{N}\right)
$$

The velocities $v_{i}^{*}$ and $v_{j}^{*}$ are then chosen according to the rule

$$
\left(v_{i}, v_{j}\right) \rightarrow\left(v_{i}^{*}(\theta), v_{j}^{*}(\theta)\right)=\left(v_{i} \cos \theta-v_{j} \sin \theta, v_{i} \sin \theta+v_{j} \cos \theta\right)
$$

where $\theta$ is picked randomly and uniformly in $[0,2 \pi)$. Obviously, the kinetic energy $\sum_{j=1}^{N} v_{j}^{2}$ is preserved during this process (we assume that all particles have the same mass 2 and the total energy is $N$ ) and hence we may describe this process as an evolution on the space of probability distributions $F(\vec{v}) \in L^{1}\left(\mathbb{S}^{N-1}(\sqrt{N}), d \sigma_{N}\right)$ (where $\sigma_{N}$ is the uniform probability measure on the sphere), given by the Kac master equation

$$
\begin{equation*}
\partial_{t} F(\vec{v}, t)=-\mathscr{L}_{N} F(\vec{v}, t), \quad F(\vec{v}, 0)=F_{0}(\vec{v}), \quad \mathscr{L}_{N}=N\left(I-Q_{N}\right) \tag{1.1}
\end{equation*}
$$

where

$$
Q_{N} \phi(\vec{v})=\frac{1}{\binom{N}{2}} \sum_{i<j} \frac{1}{2 \pi} \int_{0}^{2 \pi} \phi\left(\ldots, v_{i}^{*}(\theta), \ldots, v_{j}^{*}(\theta), \ldots\right) d \theta
$$

The solution can be written as

$$
F(\vec{v}, t)=e^{-N t} \sum_{k=0}^{\infty} \frac{(N t)^{k}}{k!} Q_{N}^{k} F_{0}(\vec{v})
$$

We shall henceforth assume that the initial condition and hence the solution are symmetric, i.e., invariant under permutations of the particle labels.

On the sphere, the $v_{j}$ variables are not independent, but any finite collection is asymptotically independent as the dimension $N \rightarrow \infty$. Such an "asymptotic" independence is known as "chaos" and this gets propagated by the Kac evolution. More precisely,
a sequence of distributions $\left\{F_{N}\left(v_{1}, \ldots, v_{N}\right)\right\}_{N=1}^{\infty}$ is chaotic with marginal $f: \mathbb{R} \rightarrow \mathbb{R}_{+}$if for any integer $k$ and any bounded continuous function $\phi: \mathbb{R}^{k} \rightarrow \mathbb{R}$,

$$
\begin{aligned}
& \lim _{N \rightarrow \infty} \int_{\mathbb{S}^{N-1}(\sqrt{N})} F_{N}\left(v_{1}, \ldots, v_{N}\right) \phi\left(v_{1}, \ldots, v_{k}\right) d \sigma_{N} \\
& \quad=\int_{\mathbb{R}^{k}} \prod_{\ell=1}^{k} f\left(v_{\ell}\right) \phi\left(v_{1}, \ldots, v_{k}\right) d v_{1} \cdots d v_{k}
\end{aligned}
$$

Kac's theorem states that if $F_{0 N}(\cdot)$ is a chaotic sequence with marginal $f_{0}(\cdot)$ then the solution of the Kac master equation $F_{N}(\cdot, t)$ is chaotic with marginal $f(\cdot, t)$, which is a solution of the Kac-Boltzmann equation

$$
\begin{aligned}
\partial_{t} f(v, t)= & \frac{1}{\pi} \int_{-\infty}^{\infty} d w \int_{0}^{2 \pi} d \theta \\
& \times[f(v \cos \theta+w \sin \theta, t) f(-v \sin \theta+w \cos \theta, t)-f(v, t) f(w, t)]
\end{aligned}
$$

with initial condition $f_{0}(v)$.
This model has several limitations. For one, it conserves only the energy since in one dimension particles that undergo energy and momentum preserving collisions either keep their velocities or exchange them. Moreover, in physical models, the likelihood of collision outcomes depends on momentum transfer and the scattering angles, while in this simplest version of the model, all energy conserving outcomes are equally likely.

The description of the Kac model for 3-dimensional momentum-preserving collisions is more involved. The velocities are now vectors in $\mathbb{R}^{3}$ and the evolution will take place on the space $L^{1}\left(\varsigma_{N, E, p}, d \sigma_{N}\right)$ where $\varsigma_{N, E, p}$ consists of all vectors in $\mathbb{R}^{3 N}$ with total energy $N E$ and total momentum $N p$, i.e.,

$$
\frac{1}{N} \sum_{j=1}^{N}\left|v_{j}\right|^{2}=E, \quad \frac{1}{N} \sum_{j=1}^{N} v_{j}=p
$$

The measure $\sigma_{N}$ is the normalized Euclidean measure induced from $\mathbb{R}^{3 N}$ on $S_{N, E, p}$. The inverse collision time for the pair $(i, j)$ depends now on the velocities $v_{i}, v_{j}$ of the pair, and we set it to be

$$
\lambda_{i, j}=\frac{N}{\binom{N}{2}}\left|v_{i}-v_{j}\right|^{\alpha} .
$$

The momentum transfer for hard spheres is $\left|v_{i}-v_{j}\right|$, i.e., $\alpha=1$. To specify the collision process, one must parametrize the collisions, and a convenient way is to set

$$
\begin{align*}
& v_{i}^{*}(\sigma)=\frac{v_{i}+v_{j}}{2}+\frac{\left|v_{i}-v_{j}\right|}{2} \sigma, \\
& v_{j}^{*}(\sigma)=\frac{v_{i}+v_{j}}{2}-\frac{\left|v_{i}-v_{j}\right|}{2} \sigma, \tag{1.2}
\end{align*}
$$

where $\sigma \in \mathbb{S}^{2}$. A particular kinematically possible collision is selected according to the following rule: in the specification of the process, there is a given nonnegative and even function
$b$ on $[-1,1]$ such that for any fixed $\sigma^{\prime} \in S^{2}$, with $d \sigma$ denoting the uniform probability measure on $\mathbb{S}^{2}$,

$$
\begin{equation*}
\int_{\mathbb{S}^{2}} b\left(\sigma \cdot \sigma^{\prime}\right) d \sigma=1 \quad \text { or, equivalently, } \quad \frac{1}{2} \int_{-1}^{1} b(t) d t=1 \tag{1.3}
\end{equation*}
$$

The most important case is

$$
\begin{equation*}
b(x)=1 . \tag{1.4}
\end{equation*}
$$

When $\alpha=1$ and $b$ is given by (1.4), the Kac process models "hard sphere" or "billiard ball" collisions [15]. There are two standard parameterizations of the set of energy and momentum conserving collisions, the " $\sigma$ parameterization" given by (1.2), and the " $\vec{n}$ parameterization". While the latter is often used in physics texts and in [15], the former, used here, has advantages: first, in this parameterization, $b$ is constant, and second, it is not due to a nonconstant Jacobian relating the two parameterizations. See Appendix A. 1 of [4] for more information; equation (A.18) of [4] is the formula relating the $b$ functions for the two representations.

The generator of the Markov process is given by

$$
L_{N, \alpha} F(\vec{v})=-N\binom{N}{2}^{-1} \sum_{i<j}\left|v_{i}-v_{j}\right|^{\alpha}\left[F(\vec{v})-[F]^{(i, j)}(\vec{v})\right]
$$

where

$$
\begin{equation*}
[F]^{(i, j)}(\vec{v})=\int_{S^{2}} b\left(\sigma \cdot \frac{v_{i}-v_{j}}{\left|v_{i}-v_{j}\right|}\right) F\left(R_{i, j, \sigma} \vec{v}\right) d \sigma \tag{1.5}
\end{equation*}
$$

and $\left(R_{i, j, \sigma} \vec{v}\right)_{k}=\left\{\begin{array}{ll}v_{i}^{*}(\sigma), & k=i, \\ v_{j}^{*}(\sigma), & k=j, \\ v_{k}, & k \neq i, j .\end{array}\right.$ The corresponding master equation then takes the form $\partial_{t} F=-L_{N, \alpha} F$ with the initial condition $F(\cdot, 0)=F_{0}(\cdot)$.

For this model, propagation of chaos was proved by Mischler and Mouhot in [16]. This is much more complicated than for the previous model since, due to the dependence on the velocities, the operator $L_{N, \alpha}$ is not uniformly bounded. For a general view on propagation of chaos, see [17].

## 2. KAC'S CONJECTURE

It is easy to see that the only equilibrium for the evolution given in (1.1) is the constant function. The operator $\mathscr{L}_{N}$ given in (1.1), as an operator in $L^{2}\left(\mathbb{S}^{N-1}(\sqrt{N}), d \sigma_{N}\right)$, is self-adjoint. The eigenvalue 0 is nondegenerate and the gap, i.e, the first nonzero eigenvalue $\Delta_{N}$, is a measure for the approach to equilibrium since

$$
\|F(t)-1\|_{2} \leq e^{-\Delta_{N} t}\left\|F_{0}-1\right\|_{2}
$$

Kac conjectured that there exists a constant $C>0$ independent of $N$ such that $\Delta_{N} \geq C$ for all $N$. This conjecture was proved in [13] and shortly thereafter in [6] the gap was explicitly computed to be

$$
\Delta_{N}=\frac{1}{2} \frac{N+2}{N-1}
$$

The argument is an induction procedure and can be adapted to many other situations. It is maybe useful to explain it in this simple case. It is easy to see that $\mathscr{L}_{N}$ is self-adjoint. Then the gap is defined to be

$$
\inf _{F \perp 1,\|F\|_{2}=1}\langle F, \mathscr{L} F\rangle \text {, }
$$

where $\langle\cdot, \cdot\rangle$ is the inner product in $L^{2}\left(\mathbb{S}^{N-1}(\sqrt{N}), d \sigma_{N}\right)$. An elementary argument shows that

$$
\mathscr{L}_{N}=\frac{N}{N-1} \sum_{k=1}^{N} \mathscr{L}_{N-1}^{(k)}
$$

where $\mathscr{L}_{N-1}^{(k)}$ is the generator for the $N-1$ particle Kac operator with particle $k$ removed. Denote by $P_{k}$ the orthogonal projection onto the space of functions on the sphere that depend only on the variable $v_{k}$. One can think of $P_{k} f$ as taking the average of the function $f$ over all rotations that fix the $k$-axis. Then
$\left\langle F, \mathscr{L}_{N} F\right\rangle=\frac{N}{N-1} \frac{1}{N} \sum_{k=1}^{N}\left\langle F, \mathscr{L}_{N-1}^{(k)} F\right\rangle=\frac{N}{N-1} \frac{1}{N} \sum_{k=1}^{N}\left\langle\left(F-P_{k} F\right), \mathscr{L}_{N-1}^{(k)}\left(F-P_{k} F\right)\right\rangle$ since $\mathscr{L}_{N-1}^{(k)}$ does not act on functions that depend only on the variable $v_{k}$. By the induction assumption,

$$
\left\langle\left(F-P_{k} F\right), \mathscr{L}_{N-1}^{(k)}\left(F-P_{k} F\right)\right\rangle \geq \Delta_{N-1}\left\|F-P_{k} F\right\|_{2}^{2}
$$

because $F-P_{k} F \perp 1$ on the sphere with the variable $v_{k}$ fixed. Hence we have the lower bound

$$
\left\langle F, \mathscr{L}_{N} F\right\rangle \geq \frac{N}{N-1} \Delta_{N-1} \frac{1}{N} \sum_{k=1}^{N}\left\|F-P_{k} F\right\|_{2}^{2}=\frac{N}{N-1} \Delta_{N-1}[\langle F,(I-P) F\rangle],
$$

where

$$
P=\frac{1}{N} \sum_{k=1}^{N} P_{k}
$$

In other words, the gap $\Delta_{N}$ is the product of the gap $\Delta_{N-1}$ multiplied by the gap of $I-P$. Now one observes that the eigenfunction of $P$ that belong to a nonzero eigenvalue must be sums of functions of one variable. Using this, it is not very difficult to compute $\Lambda_{N}$, the gap of $I-P$ being

$$
\Lambda_{N}=\frac{N-1}{N}\left(1-\frac{3}{N^{2}-1}\right)
$$

(see, e.g., [6] and [7] for details), and hence

$$
\Delta_{N} \geq \Delta_{N-1}\left(1-\frac{3}{N^{2}-1}\right)
$$

and, iterating this bound using the fact that $\Delta_{2}=2$, one obtains

$$
\Delta_{N} \geq \prod_{j=3}^{N}\left(1-\frac{3}{j^{2}-1}\right) \Delta_{2}=\frac{1}{2} \frac{N+2}{N-1}
$$

This strategy can be used to estimate the gap for the three-dimensional momentumpreserving collisions [9]. Associated with the generator $L_{N, \alpha}$ is the quadratic form $\mathcal{E}(f, f)=$ $-\left\langle f, L_{N, \alpha} f\right\rangle_{L^{2}\left(s_{N, E, p}\right)}$, i.e.,

$$
\begin{align*}
& \mathcal{E}(f, f)= \\
& \frac{N}{2}\binom{N}{2}^{-1} \sum_{i<j} \int_{S_{N, E, p}} \int_{\mathbb{S}^{2}}\left|v_{i}-v_{j}\right|^{\alpha} b\left(\sigma \cdot \frac{v_{i}-v_{j}}{\left|v_{i}-v_{j}\right|}\right)\left[f(\vec{v})-f\left(R_{i, j, \sigma} \vec{v}\right)\right]^{2} d \sigma d \sigma_{N} . \tag{2.1}
\end{align*}
$$

It is easy to see that for $L_{N, \alpha}$ the constant function 1 is the only equilibrium. It is straightforward to see that $L_{N, \alpha}$ is self-adjoint on $L^{2}\left(\Im_{N, E, p}\right)$. The gap is the distance between the lowest and the next lowest eigenvalue of $L_{N, \alpha}$, i.e.,

$$
\begin{equation*}
\Delta_{N, \alpha}(E, p)=\inf \left\{\mathcal{E}(f, f):\langle f, 1\rangle_{L^{2}\left(S_{N, E, p}\right)}=0 \text { and }\|f\|_{L^{2}\left(S_{N, E, p}\right)}^{2}=1\right\} \tag{2.2}
\end{equation*}
$$

Using a unitary transformation mapping $L^{2}\left(S_{N, 1,0}\right)$ to $L^{2}\left(S_{N, E, p}\right)$ (see [9]), one writes

$$
\begin{equation*}
\Delta_{N, \alpha}(E, p)=\left(E-|p|^{2}\right)^{\alpha / 2} \Delta_{N, \alpha}(1,0) \tag{2.3}
\end{equation*}
$$

and we call $\Delta_{N, \alpha}(1,0)$ the "spectral gap for the Kac model."
Theorem 2.1 (Spectral gap for the Kac model with $0 \leq \alpha \leq 2$ ). For each continuous nonnegative even function $b$ on $[-1,1]$ satisfying (1.3) and for each $\alpha \in[0,2]$, there is a strictly positive constant $K$ depending only on $b$ and $\alpha$, and explicitly computable, such that

$$
\Delta_{N, \alpha} \geq K>0
$$

for all $N$. In particular, this is true with $b$ given by (1.4) and $\alpha=1$, the 3-dimensional hard sphere Kac model.

This theorem was conjectured by Kac [15]. The proof is considerably more involved than that for the one-dimensional gas, and we refer the reader to [9] for the details. The fundamental idea is to find a replacement for the operator $(I-P)$. On the space $L^{2}\left(S_{N, 1,0}\right)$ consider the operator

$$
\begin{equation*}
\hat{L}_{N, \alpha} f=-\frac{1}{N} \sum_{k=1}^{N}\left[\frac{N^{2}-\left(1+\left|v_{k}\right|^{2}\right) N}{(N-1)^{2}}\right]^{\alpha / 2}\left[f-P_{k} f\right], \tag{2.4}
\end{equation*}
$$

where $P_{k}$ is the orthogonal projection defined by the map $\phi(\vec{v}) \rightarrow f\left(v_{k}\right)$ given defined by the relation

$$
\int_{S_{N, 1,0}} \phi(\vec{v}) g\left(v_{k}\right) d \sigma_{N}=\int_{S_{N, 1,0}} f\left(v_{k}\right) g\left(v_{k}\right) d \sigma_{N}
$$

This operator is again self-adjoint on $L^{2}\left(S_{N, 1,0}\right)$, has 0 as its lowest eigenvalue, and we denote its gap by $\widehat{\Delta}_{N, \alpha}$. The reason for this operator is that it provides again an inductive approach to the whole problem. We have

Theorem 2.2. For all $N \geq 3$,

$$
\begin{equation*}
\Delta_{N, \alpha} \geq \frac{N}{N-1} \Delta_{N-1, \alpha} \widehat{\Delta}_{N, \alpha} \tag{2.5}
\end{equation*}
$$

In a further step, one proves, and this is the main work,
Theorem 2.3. For all $N \geq 3$ and all $\alpha \in[0,2], \widehat{\Delta}_{N, \alpha}>0$. Moreover, there is a constant $C$ independent of $N$ such that

$$
\begin{equation*}
\widehat{\Delta}_{N, \alpha} \geq 1-\frac{1}{N}-\frac{C}{N^{3 / 2}} . \tag{2.6}
\end{equation*}
$$

As a corollary, one obtains for any $N$ large,

$$
\Delta_{N, \alpha} \geq \prod_{j=N_{0}+1}^{N}\left(1-\frac{C}{j^{1 / 2}(j-1)}\right) \Delta_{N_{0}, \alpha}
$$

where $N_{0}$ is chosen such that $1-\frac{C}{N_{0}^{1 / 2}\left(N_{0}-1\right)}>0$. One now observes that

$$
\lim _{N \rightarrow \infty} \prod_{j=N_{0}+1}^{N}\left(1-\frac{C}{j^{1 / 2}(j-1)}\right)=: D>0
$$

## 3. APPROACH TO EQUILIBRIUM IN ENTROPY

For simplicity we restrict ourselves to the one-dimensional case. To measure the approach to equilibrium in terms of the gap is unsatisfactory because the square norm of a probability distribution in general grows exponentially with the dimension. The right quantity is the entropy, relative to the uniform measure on the sphere,

$$
S_{N}(F)=\int_{\mathbb{S}^{N-1}(\sqrt{n})} F(\vec{v}) \log F(\vec{v}) d \sigma_{N}
$$

which is proportional to the number of particles for the case of approximate independence. For the connection between the entropy and a strengthened notion of chaos know as entropic chaos, we refer to [5].

The dissipation is defined as

$$
D_{N}(F):=-\left.\frac{d}{d t} S_{N}(F(t))\right|_{t=0}=\int_{\mathbb{S}^{N-1}(\sqrt{N})} \mathscr{L}_{N} F \log F d \sigma_{N}
$$

It is not hard to see that the dissipation is positive. The entropy production is then defined by

$$
\Gamma_{N}=\inf _{F} \frac{D_{N}(F)}{S_{N}(F)}
$$

It was shown by Villani [18] that

$$
\begin{equation*}
\Gamma_{N} \geq \frac{2}{N-1} \tag{3.1}
\end{equation*}
$$

which leads to exponential decay of the entropy

$$
S_{N}(F(t)) \leq e^{-\frac{2}{N-1} t} S\left(F_{0}\right)
$$

Obviously, the rate vanishes as the particle number tends to infinity. It was shown by Einav [11] that the entropy production estimate (3.1) is essentially correct by producing a trial function that yields an upper bound very close to Villani's estimate. While such considerations do not preclude the possibility that the entropy stays essentially constant for a time of order 1
and then decays exponentially with a rate independent of $N$, this seems somewhat unlikely. If one imagines a gas where few particles contain most of the energy, it will presumably take a long time until these particles have imparted their energy to the others and the system is near some equilibrium. This intuition was used in [11] to produce a state with very small entropy production.

A reasonable approach is to consider a system of $M$ particles that interact with a reservoir of $N$ particles that are initially at equilibrium. One envisions that $N$ is large when compared to $M$. The Kac evolution for this situation can be written as

$$
\partial_{t} F=-\left(\lambda_{S} \mathscr{L}_{M} F+\lambda_{R} \mathscr{L}_{N}+\mu \ell_{M, N}\right) F,
$$

where $F=F(\vec{v}, \vec{w})$ and $\vec{v}=\left(v_{1}, \ldots, v_{M}\right)$ are the velocities of the particles in the system and $\vec{w}=\left(w_{1}, \ldots, w_{N}\right)$ are the velocities of the particles in the reservoir; $\lambda_{S}, \lambda_{R}$ are constants and the term $\mu \ell_{M, N}$, describing the interaction between the system and the reservoir, is given by

$$
\mu \vartheta_{M, N} F=\frac{\mu}{N} \sum_{i=1}^{M} \sum_{j=1}^{N} R_{i, j} F,
$$

where

$$
R_{i, j} F(\vec{v}, \vec{w})=\frac{1}{2 \pi} \int_{0}^{2 \pi} F\left(\ldots, v_{i}^{*}(\theta), \ldots, w_{j}^{*}(\theta), \ldots\right) d \theta
$$

The factors $\mu / N$ are chosen in such a way that the average collision time between a fixed particle in the system with any particle in the reservoir is of order $\mu$. To keep the problem simple, we consider distributions on $\mathbb{R}^{M+N}$ and assume that the initial condition is of the form

$$
F_{0}(\vec{v}, \vec{w})=f_{0}(\vec{v}) e^{-\pi|\vec{w}|^{2}}
$$

where $f_{0}$ is normalized. The quantity of interest is the relative entropy of the system at time $t$ which is defined by

$$
S(f(t) \mid \gamma)=\int_{\mathbb{R}^{M}} f(\vec{v}, t) \log \frac{f(\vec{v}, t)}{\gamma} d \vec{v},
$$

where

$$
f(\vec{v}, t)=\int_{\mathbb{R}^{N}} F(\vec{v}, \vec{w}, t) d \vec{w}
$$

and $\gamma=e^{-\pi|\vec{v}|^{2}}$. The following theorem is proved in [1]
Theorem 3.1. For any positive integers $N, M$, we have that

$$
S(f(t) \mid \gamma) \leq\left(\frac{M}{N+M}+e^{-\frac{\mu(N+M)}{2 N} t} \frac{N}{N+M}\right) S\left(f_{0} \mid \gamma\right) .
$$

This theorem states that for $N \gg M$ the entropy decays with a rate approximately $\mu / 2$ to a very small fraction of the original entropy. The original proof in [1] is rather cumbersome using Brascamp-Lieb inequalities. Another, simpler, proof based on the concept of information can be found in [2]. One should emphasize that the reservoir does not stay in
equilibrium in this process, and it is interesting to compare the process with a system interacting with a thermostat, i.e., a system interacting with an "infinite reservoir." Such a model can be described by the following master equation:

$$
\partial_{t} f=-\lambda \mathscr{L}_{M} f-\mu \sum_{j=1}^{M}\left(I-R_{j}\right) f,
$$

where

$$
\begin{aligned}
R_{j} f(\vec{v})= & \int_{\mathbb{R}} d w \frac{1}{2 \pi} \int_{0}^{2 \pi} d \theta e^{-\pi\left(-v_{j} \sin (\theta)+w \cos (\theta)\right)^{2}} \\
& \times f\left(v_{1}, \ldots, v_{j} \cos (\theta)+w \sin (\theta), \ldots, v_{M}\right)
\end{aligned}
$$

This describes the collision between the particle with label $j$ and a particle randomly picked from the Gaussian ensemble with temperature $\frac{1}{2 \pi}$. It is easy to see that $e^{-\pi|\vec{v}|^{2}}$ is the equilibrium for this process.

The following theorem is proved in [3]
Theorem 3.2. The relative entropy with respect to $\gamma$ satisfies the estimate

$$
S(f(t) \mid \gamma) \leq e^{-\frac{\mu}{2} t} S\left(f_{0} \mid \gamma\right)
$$

It is satisfying to see that the result in Theorem 3.1 takes the form of Theorem 3.2 as $N \rightarrow \infty$.

## 4. A QUANTUM KAC MODEL

In [8], the list of Kac models was extended by a Quantum Markov Semigroup that describes pair collisions of quantum particles. The energy of a single particle is given by a Hamiltonian $h$ on a Hilbert space $\mathscr{H}$ which we take to be finite dimensional for simplicity. A state of the system of $N$ particles is described by a density matrix $\rho$ on $\otimes^{N} \mathscr{H}$, i.e., a self-adjoint positive trace class operator with unit trace. One specifies the binary collisions by a family of unitary operators $U(\sigma)$ on the two particle Hilbert space $\mathscr{H}_{2}=\mathscr{H} \otimes \mathscr{H}$ that commute with $H_{2}=h \otimes I+I \otimes h$. Here $\sigma$ lives in a measure space $(\mathcal{C}, \nu)$. The precise conditions will be given below. The collision operators $\mathcal{Q}: \mathscr{B}\left(\mathscr{H}_{2}\right) \rightarrow \mathscr{B}\left(\mathscr{H}_{2}\right)$ is given by

$$
\mathcal{Q}(A)=\int_{\mathscr{C}} d \nu(\sigma) U(\sigma) A U^{*}(\sigma)
$$

where $\mathscr{B}\left(\mathscr{H}_{2}\right)$ denotes the space of bounded operators on $\mathscr{H}_{2}$.
The measure $v$ is a probability measure and it is easily seen that $Q$ is a tracepreserving map that is positivity preserving, in fact completely positive. Since $U(\sigma)$ commutes with $H_{2}$, this collision process preserves energy, i.e., if all the eigenstates of $\rho$ have the same energy so does $\mathcal{Q}(\rho)$. Naturally, one wants that the collision of particle 1 with particle 2 and the collision of particle 2 with particle 1 leads to the same result. If $V$ denotes the swap operation

$$
V(\phi \otimes \psi)=\psi \otimes \phi
$$

then one imposes the condition that

$$
\{U(\sigma): \sigma \in \mathscr{C}\}=\left\{V U(\sigma) V^{*}: \sigma \in \mathscr{C}\right\}
$$

and the map $\sigma \rightarrow \sigma^{\prime}$ is such that $V U(\sigma) V^{*}=U\left(\sigma^{\prime}\right)$ is a measurable transformation that leaves $v$ invariant. It is also desirable that the collision satisfies local reversibility, i.e., that

$$
\{U(\sigma): \sigma \in \varphi\}=\left\{U^{*}(\sigma): \sigma \in \varphi\right\}
$$

and the map $\sigma \rightarrow \sigma^{\prime}$ is measurable and leaves $v$ invariant. One easily sees that for any two operators $A, B$ on $\mathscr{H}_{2}$ one has

$$
\operatorname{Tr}\left(A^{*} \mathcal{Q}(B)\right)=\operatorname{Tr}\left(\mathcal{Q}(A)^{*} B\right)
$$

i.e., the operation is self-adjoint on the Hilbert space $\mathcal{B}\left(\mathscr{H}_{2}\right)$ with inner product $(A, B)=$ $\operatorname{Tr}\left(A^{*} B\right)$. We call $(\mathcal{C}, U, v)$ satisfying these conditions a collision specification.

Denote by $\mathcal{A}_{2}$ the commutative subalgebra of $\mathscr{B}\left(\mathscr{H}_{2}\right)$ consisting of all operators that are of the form $f\left(\mathrm{H}_{2}\right)$ where $f: \sigma\left(\mathrm{H}_{2}\right) \rightarrow \mathbb{C}$ is a continuous bounded function. Obviously, $\mathcal{A}_{2}$ is a subset of $\{U(\sigma): \sigma \in \mathcal{C}\}^{\prime}$, the commutant of $\{U(\sigma): \sigma \in \mathcal{C}\}$. We shall require that the two particle collisions are ergodic, that is,

$$
\mathcal{A}_{2}=\{U(\sigma): \sigma \in \mathscr{C}\}^{\prime} .
$$

### 4.1. Example

The following example taken from [8] is useful for understanding these concepts. For the simplest possible example, take $\mathscr{H}=\mathbb{C}^{2}$, so that $\mathscr{H}_{2}=\left(\mathbb{C}^{2}\right)^{\otimes 2}$. Define the single particle Hamiltonian $h$ by $h=\left[\begin{array}{ll}0 & 0 \\ 0 & 1\end{array}\right]$. Identify $\mathbb{C}^{2} \otimes \mathbb{C}^{2}$ with $\mathbb{C}^{4}$ using the basis

$$
\binom{1}{0} \otimes\binom{1}{0}, \quad\binom{0}{1} \otimes\binom{1}{0}, \quad\binom{1}{0} \otimes\binom{0}{1}, \quad\binom{0}{1} \otimes\binom{0}{1} .
$$

The standard physics notation for this basis is simply

$$
\begin{equation*}
|00\rangle, \quad|10\rangle, \quad|01\rangle, \quad|11\rangle, \tag{4.1}
\end{equation*}
$$

which will be useful. With this identification of $\mathbb{C}^{2} \otimes \mathbb{C}^{2}$ with $\mathbb{C}^{4}$,

$$
\left[\begin{array}{ll}
a_{1,1} & a_{1,2} \\
a_{2,1} & a_{2,2}
\end{array}\right] \otimes\left[\begin{array}{ll}
b_{1,1} & b_{1,2} \\
b_{2,1} & b_{2,2}
\end{array}\right]=: A \otimes B \text { is represented by }\left[\begin{array}{ll}
b_{1,1} A & b_{1,2} A \\
b_{2,1} A & b_{2,2} A
\end{array}\right] .
$$

(Switching the order of the second and third basis elements swaps the roles of $A$ and $B$ in the block matrix representation of the tensor product $A \otimes B$.)

In this basis,

$$
H_{2}=\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right] \otimes I+I \otimes\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right]=\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 2
\end{array}\right]
$$

Therefore, the spectrum of $H_{2}=\{0,1,2\}$ and
$P_{0}=\left[\begin{array}{llll}1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0\end{array}\right], \quad P_{1}=\left[\begin{array}{llll}0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0\end{array}\right], \quad$ and $\quad P_{2}=\left[\begin{array}{llll}0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1\end{array}\right]$.
Now define $\mathscr{C}=\mathbb{S}^{1} \times \mathbb{S}^{1} \times \mathbb{S}^{1} \times \mathbb{S}^{1}$ identifying each copy of $\mathbb{S}^{1}$ with the unit circle in $\mathbb{C}$ so that the general point in $\sigma \in \mathscr{\mathcal { C }}$ has the form $\sigma=\left(e^{i \varphi}, e^{i \theta}, e^{i \psi}, e^{i \eta}\right)$. Then define

$$
U(\sigma):=\left[\begin{array}{cccc}
e^{i \theta} & 0 & 0 & 0 \\
0 & e^{i \psi} \cos \theta & -e^{i \varphi} \sin \theta & 0 \\
0 & e^{-i \varphi} \sin \theta & e^{-i \psi} \cos \theta & 0 \\
0 & 0 & 0 & e^{i \eta}
\end{array}\right]
$$

Choosing $v$ to be the uniform probability measure on $\ell$ gives us a collision specification ( $\mathcal{C}, U, v$ ).

A simple computation shows that for every operator $A$ on $\mathscr{H}_{2}=\mathbb{C}^{2} \otimes \mathbb{C}^{2}$ identified as the $4 \times 4$ matrix with entries $a_{i, j}$ using the basis (4.1),

$$
\begin{aligned}
\mathcal{Q}(A)=\int_{\check{C}} d \nu(\sigma) U(\sigma) A U^{*}(\sigma) & =\left[\begin{array}{cccc}
a_{1,1} & 0 & 0 & 0 \\
0 & \frac{1}{2}\left(a_{2,2}+a_{3,3}\right) & 0 & 0 \\
0 & 0 & \frac{1}{2}\left(a_{2,2}+a_{3,3}\right) & 0 \\
0 & 0 & 0 & a_{4,4}
\end{array}\right] \\
& =a_{1,1} P_{0}+\frac{a_{2,2}+a_{3,3}}{2} P_{1}+a_{4,4} P_{2} \in \mathcal{A}_{2} .
\end{aligned}
$$

Therefore,

$$
\{U(\sigma): \sigma \in \mathscr{\{}\}^{\prime} \subset \operatorname{ran}(\mathcal{Q}) \subset \mathscr{A}_{2} \subset\{U(\sigma): \sigma \in C\}^{\prime}
$$

showing that $(\leftharpoonup, U, v)$ is ergodic.
Using these preliminaries, it is now straightforward to write the corresponding Quantum Master Equation (QME) as

$$
\partial_{t} \rho=-\mathfrak{R}_{N}(\rho),
$$

with

$$
\begin{equation*}
\mathfrak{Z}_{N}(A)=N\binom{N}{2}^{-1} \sum_{i<j}\left[A-\mathcal{Q}_{i, j}(A)\right] \tag{4.2}
\end{equation*}
$$

and where the unitaries in the definition of $\mathcal{Q}_{i, j}$ act nontrivially only on the $i$ th and $j$ th factors in the tensor product $\otimes^{N} \mathscr{H}$. This is a trace preserving completely positive map, i.e., a Quantum Evolution.

### 4.2. Propagation of chaos

A density matrix is symmetric if it is invariant under the swap operation between any two factors in the tensor product $\otimes^{N} \mathscr{H}$. A sequence of symmetric density matrices $\left\{\rho_{N}\right\}_{N=1}^{\infty}$ is chaotic with marginal $\varrho$, or in short $\varrho$-chaotic, if

$$
\lim _{N \rightarrow \infty} \operatorname{Tr}_{2, \ldots, N} \rho_{N}=\varrho \quad \text { and } \quad \lim _{N \rightarrow \infty} \operatorname{Tr}_{k+1, \ldots, N} \rho_{N}=\otimes^{k} \varrho,
$$

where $\operatorname{Tr}_{k+1, \ldots, N}$ is the trace taken in the factors $k+1, \ldots, N$. A trivial example of a chaotic sequence is $\otimes^{N} \varrho$, but one can also construct chaotic sequences that have a sharply defined energy for large $N$.

We have (see [8])
Theorem 4.1. Let $\{U(\sigma): \sigma \in \mathscr{C}\}$ be a set of collision operators and let $v$ be a given Borel probability measure on $\mathcal{C}$. Let $\mathfrak{R}_{N}$ be defined in terms of these as in (4.2). Then the semigroup $\mathcal{P}_{N, t}=e^{t \mathfrak{R}_{N}}$ propagates chaos for all $t$, meaning that if $\left\{\rho_{N}\right\}_{N \in \mathbb{N}}$ is a $\varrho$-chaotic sequence then, for each $t,\left\{\mathcal{P}_{N, t} \varrho_{N}\right\}_{N \in \mathbb{N}}$ is a $\varrho(t)$-chaotic sequence for some $\varrho(t)=\lim _{N \rightarrow \infty}\left(\mathcal{P}_{N, t} \varrho_{N}\right)^{(1)}$, where in particular this limit of the one-particle marginal exists and is a density matrix.

As expected, the marginal density matrix $\varrho(t)$ satisfies a Quantum Kac-Boltzmann equation

$$
\frac{d}{d t} \varrho(t)=2(\varrho(t) \star \varrho(t)-\varrho(t))
$$

where, quite generally, for operators in $\mathscr{B}(\mathscr{H})$,

$$
A \star B=\operatorname{Tr}_{2}\left[d \nu(\sigma) U(\sigma)[A \otimes B] U^{*}(\sigma)\right]=\operatorname{Tr}_{2}[Q(A \otimes B)]
$$

is the Quantum Wild Convolution.

### 4.3. Equilibrium states

An equilibrium density matrix for the evolution (4.2) is given by all those density matrices $\rho_{N}$ that satisfy

$$
\mathfrak{Z}_{N}\left(\rho_{N}\right)=0
$$

Recall that the $N$-particle Hamiltonian is $H_{N}=\sum_{j=1}^{N} h_{j}$ where $h_{j}$ is the single particle Hamiltonian acting on the $j$ th factor. List the eigenvalues of $h$ as $e_{1}, \ldots, e_{K}$ counting their multiplicities and denote the corresponding eigenvectors by $\phi_{1}, \ldots, \phi_{K}$. Using the multiindex notation $\alpha=\left(\alpha_{1}, \ldots, \alpha_{N}\right)$ where $\alpha_{j} \in\{1, \ldots, K\}, j=1, \ldots, N$, the eigenvalues of $H_{N}$ are given by $E_{\alpha}=\sum_{j=1}^{N} e_{\alpha_{j}}$ and $\Psi_{\alpha}=\phi_{\alpha_{1}} \otimes \cdots \otimes \phi_{\alpha_{N}}$ are the eigenvectors.

It is not very difficult to show that the set $\mathfrak{C}_{N}$ of equilibrium states form a commutative von Neumann algebra, and hence it is generated by the minimal projections. The algebra $\mathcal{A}_{N}$ consisting of all operators of the form $f\left(H_{N}\right)$ where $f$ is a bounded continuous function is a subalgebra of $\mathfrak{C}_{N}$ and it is generated by the spectral projections of the Hamiltonian $H_{N}$. Define two multiindices $\alpha, \alpha^{\prime}$ to be adjacent if for some pair $(i, j), e_{\alpha_{i}}+e_{\alpha_{j}}=e_{\alpha_{i}^{\prime}}+e_{\alpha_{j}^{\prime}}$ and $\alpha_{k}=\alpha_{k}^{\prime}, k \neq i, j$. With this notion of adjacency the multiindices $\alpha$ form a graph, the
adjacency graph $\mathscr{E}_{N}$. We denote by $\gamma_{1}, \ldots, \gamma_{n}$ the connected components of $\boldsymbol{\mathscr { G }}_{N}$. In [8] the following theorem is proved.

Theorem 4.2. The minimal projections of $\mathfrak{C}_{N}$ are in one-to-one correspondence with the connected components of the adjacency graph $\mathcal{E}_{N}$ and are given by

$$
\mathcal{P}_{k}=\sum_{\alpha \in \gamma_{k}}\left|\Psi_{\alpha}\right\rangle\left\langle\Psi_{\alpha}\right| .
$$

Ergodicity in our context is the notion that the only equilibrium states of the quantum Kac model are given by the algebra $\mathcal{A}_{N}$. By the above theorem, this is the case if the connected components of the adjacency graph are determined by the energies of the Hamiltonian $H_{N}$. The occupation number representation is useful in this context. We write $E_{\alpha}=\sum_{j=1}^{K} k_{j}(\alpha) e_{j}$ where $k_{j}(\alpha)$ denotes the number of times the index $j$ occurs in $\alpha$. Thus, if the energies of $h,\left\{e_{1}, \ldots, e_{K}\right\}$, are rationally independent then any eigenvalue of $H_{N}$ is uniquely determined by the occupation numbers $k_{1}(\alpha), \ldots, k_{K}(\alpha)$ (see below). Hence, in this case we have that the minimal projections of $\mathfrak{C}_{N}$ are eigenprojections of $H_{N}$ and hence $\mathfrak{C}_{N}=\mathcal{A}_{N}$.

Here is an example where $\mathfrak{C}_{N} \neq \mathcal{A}_{N}$. Assume the single particle Hamiltonian has the eigenvalues $1,2,4$ with the corresponding eigenvectors $\psi_{1}, \psi_{2}, \psi_{3}$. Then pick $n_{1}$ to be even integers and set

$$
n_{2}=N-\frac{3}{2} n_{1}, \quad n_{3}=\frac{1}{2} n_{1} .
$$

Then

$$
n_{1}+2 n_{2}+4 n_{3}=2 N, \quad n_{1}+n_{2}+n_{3}=N .
$$

The number $e=2 N$ is an eigenvalue of the Hamiltonian $H_{N}$ and it is degenerate. The eigenvectors are of the form $\psi_{\alpha_{1}} \otimes \cdots \otimes \psi_{\alpha_{N}}$ where $\alpha_{j} \in\{1,2,3\}$. We set $\alpha=\left(\alpha_{1}, \ldots, \alpha_{N}\right)$ and let $n_{1}(\alpha)$ be the number of $\psi_{1}$ factors, $n_{2}(\alpha)$ the number of $\psi_{2}$ factors, and $n_{3}(\alpha)$ the number of $\psi_{3}$ factors. If $\alpha$ and $\beta$ are adjacent then the condition $e_{\alpha_{k}}+e_{\alpha_{\ell}}=e_{\beta_{k}}+e_{\beta_{\ell}}$ implies that either $e_{\alpha_{k}}=e_{\beta_{k}}$ and $e_{\alpha_{\ell}}=e_{\beta_{\ell}}$ or $e_{\alpha_{k}}=e_{\beta_{\ell}}$ and $e_{\alpha_{\ell}}=e_{\beta_{k}}$; anything else is not possible. Hence for any of the indices $\alpha$ and $\beta$ to be adjacent, we must have that $n_{1}(\alpha)=n_{1}(\beta), n_{2}(\alpha)=n_{2}(\beta), n_{3}(\alpha)=n_{3}(\beta)$. Thus, if these triples are different, but with the same $N$ and $e$, the two states are not adjacent and hence $\mathscr{\mathscr { C }}_{\boldsymbol{e}, N}$, the adjacency graph for a fixed energy $e$, is not connected. The number of elements in a connected component of $\mathscr{E}_{e, N}$ is given by

$$
\frac{N!}{n_{1}!n_{2}!n_{3}!}
$$

where $N=n_{1}+n_{2}+n_{3}$.
The Quantum Kac Master Equation, being a completely positive map, can be written in terms of Kraus operators (see [10]). The collision specifications yield that the Kraus operators are self-adjoint, and the hence the QKME can be brought into a Lindblad form $\partial_{t} \rho=\sum_{k}\left[V_{k},\left[V_{k}, \rho\right]\right]$. An example, closely related to Example 4.1, is the following Lindblad equation $\partial_{t} \rho=L_{N}(\rho)$, where

$$
L_{N}(\rho)=\frac{1}{N-1} \sum_{[\alpha, \beta] \in \mathcal{E}_{N}}\left[L_{\alpha, \beta},\left[L_{\alpha, \beta}, \rho\right]\right] .
$$

Here, $\mathcal{E}_{N}$ is the edge set of the graph $\mathscr{E}_{N}$. With $F_{\alpha, \beta}=\left|\Psi_{\alpha}\right\rangle\left\langle\Psi_{\beta}\right|$, the "angular" momentum operators $L_{\alpha, \beta}$ are given by

$$
L_{\alpha, \beta}=F_{\alpha, \beta}-F_{\beta, \alpha}
$$

Note that in Example 4.1 the operator given by the collision specifications is $L_{N}$ up to a factor that commutes with the angular momenta $L_{\alpha, \beta}$. The interesting point is that the gap of the generator $L_{N}$ is given by the gap of the combinatorial or graph Laplacian on $\mathscr{E}_{N}$. To describe this we shall assume that the eigenvalues of $h$ are rationally independent. The energies of the Hamiltonian $H_{N}$ are given by

$$
E(\alpha)=\sum_{j=1}^{K} k_{j}(\alpha) e_{j}
$$

where the $k_{j}(\alpha)$ are integers and $\sum_{j=1}^{K} k_{j}(\alpha)=N$. Since the $e_{j}$ s are rationally independent, the eigenvalues of $H_{N}$ are in a one-to-one correspondence with the "occupation numbers" $\mathbf{k}(\alpha)=\left(k_{1}(\alpha), \ldots, k_{K}(\alpha)\right)$. Next, note that $\mathbf{k}(\alpha)=\mathbf{k}(\beta)$ if and only if $\alpha$ and $\beta$ are related by a finite sequence of pair transpositions. Thus, $H \Psi_{\alpha}=E \Psi_{\alpha}$ and $H_{N} \Psi_{\beta}=E \Psi_{\beta}$ if and only if $\alpha$ and $\beta$ are adjacent in $\mathcal{E}_{N}$. In other words, there is a one-to-one correspondence between the eigenspaces of $H_{N}$ and the connected components of $\mathscr{E}_{N}$. This is precisely the case in Example 4.1. Indeed, the energies of $\mathscr{H}_{N}$ are given by

$$
E(\alpha)=k_{1}(\alpha) \times 0+k_{2}(\alpha) \times 1,
$$

and with $k_{1}(\alpha)+k_{2}(\alpha)=N$ the occupation numbers determine $E(\alpha)$ uniquely. The vertices of the graph $\mathscr{E}_{N}$ are given by multiindices of length $N$ consisting of 1 s and 0 s and if two indices are connected then one can be transformed into the other by a series of transpositions. Thus, in this case multiindices are adjacent if and only if they have the same number of 0 s and hence 1 s and, clearly, the occupation numbers determine the connected components of $\mathscr{E}_{N}$ uniquely. The subgraphs given by the connected components are well known under the name Johnson Graphs or Johnson Association Schemes. In particular, the eigenvalues of the graph Laplacian of these graphs are all known as are the eigenvectors [12]. The following theorem is a special case of a result that will appear in [10].

Theorem 4.3. Assume that the eigenalues of $h$ are rationally independent and $N>2$. Then the gap of $\mathscr{L}_{N}$ is

$$
\frac{2 N}{N-1}
$$
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# ON THE ENERGY OF DILUTE BOSE GASES 

## SOREN FOURNAIS AND JAN PHILIP SOLOVEJ


#### Abstract

A fundamental problem in quantum mechanics is to understand the structure and the energy of ground states of interacting systems of many particles. The quantum correlations in ground states or low lying energy states are supposed to explain phenomena such as superfluidity or superconductivity. A long-standing conjecture in mathematical physics has been to establish a universal twoterm asymptotic formula for the ground state energy of a system of bosons in the dilute limit of low density predicted by the theory of superfluidity. We discuss a recent proof of this formula.


## MATHEMATICS SUBJECT CLASSIFICATION 2020

Primary 81V73; Secondary 81V70, 82B10

## KEYWORDS

Quantum many-body theory, Bose gases, superfluidity

## 1. INTRODUCTION

Physical systems of many interacting particles are highly complex and extremely difficult to analyze due to the correlations between the particles.

Many-particle quantum systems are particularly difficult because of the added complexity caused by entanglement leading to quantum correlations. Exotic phenomena such as superfluidity and superconductivity are due to such quantum correlations. We are still very far from being able to give a full mathematical explanation of these phenomena, but recent years have seen some progress on these very fundamental issues.

We will give a short account of progress on a particularly fundamental aspect of the analysis of quantum many-particle systems. The question is to understand the ground state, i.e., the state of lowest energy, of an interacting quantum system of identical particles in three dimensions. Consider a large, i.e., thermodynamic, system of density $\rho>0$ of identical nonrelativistic particles. The only assumption we make about the interaction between these particles is that it is a repulsive two-body interaction. The question is what is the ground state energy density of such a system. In a seminal paper from 1957 [12], Lee, Huang, and Yang predicted that there is a universal asymptotic formula for the energy density $e(\rho)$ in the dilute limit given by

$$
\begin{equation*}
e(\rho)=\left(\hbar^{2} / 2 m\right) 4 \pi \rho^{2} a\left(1+\frac{128}{15 \sqrt{\pi}} \sqrt{\rho a^{3}}+o\left(\sqrt{\rho a^{3}}\right)\right) . \tag{1.1}
\end{equation*}
$$

The formula is referred to as universal because there is a two-term asymptotic expansion depending on the interaction potential through only one parameter, the scattering length $a$. We will define it below. Above $\hbar$ is Planck's constant and $m$ is the mass of the particles. The diluteness of the system is measured in terms of the dimensionless parameter $\rho a^{3}$, i.e., the expected number of particles in a cube of size $a$. In [12] the prediction was based on a heuristic analysis of the case of a hard core potential of radius $a$, i.e., particles move freely except that they cannot get closer than a distance $a$ from each other. Formula (1.1) can also be understood heuristically from Bogolubov's theory of superfluidity from 1947 [4]. We will describe a recent proof $[8,9]$ that establishes the formula for a very large class of repulsive interaction potentials. The Lee-Huang-Yang formula has been tested experimentally on a gas of ${ }^{7} \mathrm{Li}$ atoms in [18]. Here the coefficient which in the formula is $\frac{128}{15 \sqrt{\pi}}=4.81$ was measured to be $4.5 \pm 0.7$ in excellent agreement with the theoretical value.

This paper is organized as follows. In Section 2 we explain the mathematical formulation of many-particle quantum systems with two-body interactions. We, in particular, introduce the thermodynamic limit of the ground state energy density for translation-invariant systems. In Section 3 we consider the simple case of just two particles and use it to introduce the scattering length and give the precise statements of the main theorems. In Section 4 we briefly introduce the second quantized formalism and give the heuristics behind Bogolubov's approximation that leads to his theory of superfluidity for weakly interacting Bose gases. We will also explain how the Lee-Huang-Yang (LHY) formula can be heuristically derived from the Bogolubov approximation. In Section 5 we sketch the ingredients of the rigorous proof of the LHY formula. The details of what is being discussed here can be found in $[8,9]$.

## 2. QUANTUM MANY-PARTICLE HAMILTONIANS WITH 2-BODY INTERACTIONS

We consider $N$ identical particles moving in a box $\Omega=\left[0, L^{3}\right]$ described by the basic two-body Hamiltonian

$$
\begin{equation*}
H_{N}=\sum_{i=1}^{N}-\Delta_{i}+\sum_{1 \leq i<j \leq N} V\left(x_{i}-x_{j}\right) \tag{2.1}
\end{equation*}
$$

acting as a self-adjoint operator on an appropriate domain on $\mathscr{H}_{N}=L^{2}\left(\Omega^{N}\right)=\bigotimes^{N} L^{2}(\Omega)$. We have chosen units such that $\hbar=2 m=1$, where $m$ is the mass of the particles. The first sum in the Hamiltonian describes the kinetic energy of the nonrelativistic particles. For simplicity, we may assume that we have periodic boundary conditions such that $\Omega$ represents a torus, but, as we shall see, this is not really important. In the periodic case we see that the Hamiltonian above is translation invariant. The second sum in the Hamiltonian is the interaction. The only assumption we make about the interaction potential $V$ is that it is repulsive, i.e., it could be any measurable function $V: \mathbb{R}^{3} \rightarrow[0, \infty]$, spherically symmetric, and has suffient decay. For simplicity, we will here assume that it has compact support, but this can be relaxed considerably (see [9]).

A particularly interesting example is the hard core potential

$$
V(x)= \begin{cases}0, & |x|>a  \tag{2.2}\\ \infty, & |x| \leq a\end{cases}
$$

Since the Hamiltonian is symmetric under interchange of particles, it could also be restricted to the fully symmetric subspace $\mathscr{H}_{N}^{\mathrm{B}}=\bigvee^{N} L^{2}(\Omega)$ or the fully antisymmetric subspace $\mathscr{H}_{N}^{\mathrm{F}}=\bigwedge^{N} L^{2}(\Omega)$. In the first case we describe bosons, while in the second case we describe fermions.

The spectrum of the operator $H_{N}$ will be discrete. The lowest eigenvalue is referred to as the ground state energy

$$
\begin{equation*}
E(N, \Omega, V)=\inf \operatorname{Spec}_{\mathscr{H}_{N}} H_{N}=\inf \operatorname{Spec}_{\mathcal{H}_{N}^{\mathrm{B}}} H_{N} . \tag{2.3}
\end{equation*}
$$

Note that for the ground state energy it does not play any role whether we consider the full space $\mathscr{H}_{N}$ or the bosonic subspace $\mathscr{H}_{N}^{\mathrm{B}}$ : By a classical theorem, the ground state eigenvector will be symmetric. As physical particles are either bosons or fermions, we refer to our analysis as the ground state of a Bose gas, but from a mathematical point of view this restriction is not important. Nevertheless, we shall in Section 4.1 use the second quantized techniques developed particularly for Bose gases.

The important quantity that we will analyze is the thermodynamic limit of the ground state energy density

$$
\begin{equation*}
e(\rho, V)=\lim _{L \rightarrow \infty, N / L^{3}=\rho} L^{-3} E(N, \Omega, V) \tag{2.4}
\end{equation*}
$$

where we have fixed the density of particles to be $\rho \geq 0$. It is not difficult to see that the limit in (2.4) exists and it is indeed independent on the type of boundary condition that was
chosen for the Hamiltonian. An alternative formulation would be not to fix the density but to introduce a chemical potential $\mu$ and define

$$
\begin{equation*}
e_{\mathrm{g} c}(\mu, V)=\lim _{L \rightarrow \infty} L^{-3} \inf _{N \geq 0}(E(N, \Omega, V)-\mu N) \tag{2.5}
\end{equation*}
$$

This is referred to as the grand canonical (gc) formalism. The two "energy densities" are related by a Legendre transform

$$
\begin{equation*}
e(\rho, V)=\sup _{\mu}\left(e_{\mathrm{g} c}(\mu, V)+\mu \rho\right) . \tag{2.6}
\end{equation*}
$$

## 3. THE 2-PARTICLE CASE AND THE SCATTERING LENGTH

In the case that we have only two particles $N=2$ there exists a length $a$, called the scattering length such that

$$
\begin{equation*}
E(2, \Omega, V)=8 \pi a L^{-3}(1+O(a / L)) \tag{3.1}
\end{equation*}
$$

The problem can be studied by analyzing the simple Schrödinger operator $-\Delta+\frac{1}{2} V$ on $L^{2}\left(\mathbb{R}^{3}\right)$. Indeed, we introduce the scattering solution, i.e., the unique function $\varphi: \mathbb{R}^{3} \rightarrow[0, \infty)$ satisfying the zero energy equation

$$
\left(-\Delta+\frac{1}{2} V\right) \varphi=0
$$

with the limiting condition $\lim _{x \rightarrow \infty} \varphi=1$. Then, in terms of the scattering length, the scattering solution satisfies $\varphi(x)=1-a /|x|$ for $x$ outside a ball containing the support of $V$. Moreover,

$$
\int V \varphi=8 \pi a
$$

Since we also have $0 \leq \varphi \leq 1$, we see that $8 \pi a \leq \int V$. In the case of the hard core (2.2), the scattering length is indeed the radius $a$ of the core. In this case $\int V=\infty$, whereas the scattering length is finite.

We are now in a position to state the main result on the Lee-Huang-Yang asymptotics. The asymptotic formula is proved by giving upper and lower bounds for the energy density $e(\rho, V)$. The upper bound is proved by constructing approximate trial ground state eigenfunctions that reproduce the asymptotics. Establishing a matching lower bound is usually considered more difficult as it requires ideas of how to control unimportant parts of the Hamiltonian. The upper bound has, however, proved to be very difficult too, and today the lower bound requires fewer assumptions on the potential than the upper bound.

The main results on the upper and lower bounds establishing the LHY formula are given in the next two theorems.

Theorem 3.1 (The lower bound in the LHY formula). If $V: \mathbb{R}^{3} \rightarrow[0, \infty]$ is measurable, spherically symmetric with compact support then there exist a constant $C>0$, depending only on the support of $V$, and an explicit number $\eta>0$ such that

$$
\begin{equation*}
e(\rho) \geq 4 \pi \rho^{2} a\left(1+\frac{128}{15 \sqrt{\pi}} \sqrt{\rho a^{3}}-C\left(\rho a^{3}\right)^{\frac{1}{2}+\eta}\right) \tag{3.2}
\end{equation*}
$$

This lower bound was established in [8,9].
Theorem 3.2 (The upper bound in the LHY formula). If $0 \leq V \in L^{3}\left(\mathbb{R}^{3}\right)$, spherically symmetric with compact support then there exists a constant $C>0$ depending on the potential $V$ such that

$$
\begin{equation*}
e(\rho) \leq 4 \pi \rho^{2} a\left(1+\frac{128}{15 \sqrt{\pi}} \sqrt{\rho a^{3}}+C\left(\rho a^{3}\right)^{\frac{1}{2}+\frac{1}{10}}\right) \tag{3.3}
\end{equation*}
$$

The upper bound as stated here was proved in [1]. The first proof of an upper bound giving the first two terms was established in [19].

It is not difficult to heuristically understand the leading term as we shall now explain. In the dilute limit, it is natural to expect to find the energy to be the energy of two particles times the number of pairs. This would then, indeed, lead to an approximation for $e(\rho, V)$ given by

$$
\lim _{L \rightarrow \infty, N / L^{3}=\rho} L^{-3} \frac{N(N-1)}{2} E(2, \Omega, V)=4 \pi \rho^{2} a .
$$

It is, however, already difficult to get an upper bound that reproduces this correctly. To illustrate this difficulty, notice that the simple constant trial state

$$
\begin{equation*}
\Psi_{L}=L^{-3 N / 2} \tag{3.4}
\end{equation*}
$$

that minimizes the kinetic energy gives

$$
\lim _{L \rightarrow \infty, N / L=\rho} L^{-3}\left\langle\Psi_{L}, H_{N} \Psi_{L}\right\rangle=\frac{1}{2} \rho^{2} \int V
$$

which, as we saw above, can be much bigger than $4 \pi \rho^{2} a$. The main difficulty is to understand how to improve the large value $\int V$ with the smaller scattering length expression $8 \pi a$.

We end this section by giving a short review of the history of the formula which has been a major open problem in mathematical physics for over 60 years. Additional details can be found in [14]. The leading term in the LHY expansion (1.1) was predicted by Lenz in [13]. The first to analyze it rigorously was Freeman Dyson in [6], i.e., in the same volume of Physical Review in which the paper of Lee, Huang, and Yang appeared. Dyson, indeed, proved an upper bound which gave the correct leading term for the hard sphere gas. In the case of the hard sphere gas, Dyson's upper bound still today gives the best known error term of order $\left(\rho a^{3}\right)^{1 / 3}$, which is unfortunately not of the LHY order. Dyson also gave a lower bound of the right leading order, but with a wrong constant. It took another 40 years before Lieb and Yngvason in [17] established the lower bound with the correct constant. Ten years later Erdős, Schlein, and Yau noticed in [7] that the Gaussian or quasi-free states in Bogolubov's theory of superconductivity can be used to give an upper bound that is correct to leading order and has an error term of the same order as the second term in the LHY formula but with a wrong constant. Later Yau and Yin [19] improved on the quasi-free states to get the correct LHY formula as an upper bound. Both [7] and [19] require some regularity of the potential and do not work for the hard core. In $[5,10]$ the correct second term in the LHY formula was derived for sufficiently soft potentials, i.e., potentials that were allowed to depend in particular ways on the diluteness parameter. Finally, the correct LHY lower bound
was proved first for general $L^{1}$ potentials in [8] and then in the most general case stated above in [9]. For gases confined to boxes of size $(\rho a)^{-1 / 2}$, the LHY formula was derived in [2,3]. The length scale $(\rho a)^{-1 / 2}$ is called the healing length and its relevance will become clear when we discuss Bogolubov's theory in the next section.

## 4. BOGOLUBOV'S THEORY OF SUPERFLUIDITY

The LHY formula for the ground state energy can heuristically be understood from Bogoliubov's theory of superfluidity [4]. Thus in some sense establishing the LHY formula validates Bogolubov's theory. We will briefly describe this here, but it will require us to take a little detour into the second quantized formalism.

### 4.1. Second quantized formalism

For any function $f \in L^{2}(\Omega)$, we introduce the bosonic annihilation operator

$$
a(f): \mathscr{H}_{N}^{\mathrm{B}} \rightarrow \mathscr{H}_{N-1}^{\mathrm{B}}
$$

defined by

$$
(a(f) \Psi)\left(x_{1}, \ldots, x_{N-1}\right)=\sqrt{N} \int_{\Omega} \overline{f\left(x_{N}\right)} \Psi\left(x_{1}, \ldots, x_{N-1}, x_{N}\right) d x_{N}
$$

The bosonic creation operator $a^{\dagger}(f): \mathscr{H}_{N-1}^{\mathrm{B}} \rightarrow \mathscr{H}_{N}^{\mathrm{B}}$ is the adjoint $a^{\dagger}(f)=a(f)^{*}$ of $a(f)$. We here use the standard notation in physics to indicate the adjoint with a $\dagger$. We deliberately did not put a subscript $N$ on the creation or annihilation operators because we want to use the same notation independently of $N$. Indeed, this will allow us to write the famous commutation relations

$$
[a(f), a(g)]=0, \quad\left[a(f), a^{\dagger}(g)\right]=(g, f)_{L^{2}(\Omega)}
$$

Using the second quantization formalism, we can rewrite the Hamiltonian $H_{N}$ (at least for $L$ large enough) as

$$
\begin{align*}
H & =\sum_{p \in \frac{2 \pi}{L} \mathbb{Z}^{3}} p^{2} a_{p}^{\dagger} a_{p}+\frac{1}{2 L^{3}} \sum_{p, q, k \in \frac{2 \pi}{L} \mathbb{Z}^{3}} \hat{V}(k) a_{p+k}^{\dagger} a_{q-k}^{\dagger} a_{q} a_{p} \\
& =\sum_{p \in \frac{2 \pi}{L} \mathbb{Z}^{3}} p^{2} a_{p}^{\dagger} a_{p}+\frac{N-1}{2} \rho \hat{V}(0)+\frac{1}{2 L^{3}} \sum_{0 \neq k \in \frac{2 \pi}{L}} \sum_{\mathbb{Z}^{3}} \sum_{p, q \in \frac{2 \pi}{L} \mathbb{Z}^{3}} \hat{V}(k) a_{p+k}^{\dagger} a_{q-k}^{\dagger} a_{q} a_{p}, \tag{4.1}
\end{align*}
$$

where we used the short hand notation $a_{p}=a\left(L^{-3 / 2} \exp (i p x)\right)$. These operators satisfy the commutation relations

$$
\begin{equation*}
\left[a_{p}, a_{q}\right]=0, \quad\left[a_{p}, a_{q}^{\dagger}\right]=\delta_{p, q} . \tag{4.2}
\end{equation*}
$$

We have also introduced the Fourier transform

$$
\hat{V}(k)=\int_{\mathbb{R}^{3}} \exp (-i p x) V(x) d x
$$

### 4.2. The Bogolubov's approximation

In his 1947 paper [4], Bogolubov introduces an approximation to the Hamiltonian $H_{N}$, or in fact to the operator $H$ in (4.1), that forms the basis of his theory of superfluidity. Bogolubov's approximation may be divided into three steps.

Step 1. Condensation and $\boldsymbol{c}$-number substitution. The assumption is that the ground state or low lying energy states represent a condensate, i.e., have many particles with momentum $p=0$. If all particles had momentum $p=0$, we would get the state (3.4) which we know does not have the correct ground state energy. It is, however, still possible that the expectation of the operator $a_{0}^{\dagger} a_{0}$ in the ground state is close to the total number of particles $N$. The second ingredient in this first step of the approximation is to replace the operators $a_{0}$ and $a_{0}^{\dagger}$ by the number $\sqrt{N}$ in the Hamiltonian $H$ in (4.1). This is referred to as $c$-number substitution. It will lead to an operator that no longer maps $\mathscr{H}_{N}^{\mathrm{B}}$ to itself. We consider it instead as an operator on the bosonic Fock space $\bigoplus_{M=0}^{\infty} \mathscr{H}_{M}^{\mathrm{B}}$.

Step 2. The Bogolubov's Hamiltonian. The first step results in a Hamiltonian that will have terms containing zero, two, three, or four factors $a_{p}^{\dagger}$ or $a_{p}$ with $p \neq 0$. There are no terms with only one $a_{p}^{\dagger}$ or $a_{p}$ with $p \neq 0$ because of momentum conservation. The second step in the approximation is to assume that we may consider $a_{p}^{\dagger}$ or $a_{p}$ with $p \neq 0$ to be small and therefore ignore terms with three or more such factors. This will lead to the Bogolubov's Hamiltonian

$$
\begin{equation*}
H_{\mathrm{Bog}}=\sum_{0 \neq p \in \frac{2 \pi}{L} \mathbb{Z}^{3}}\left(\left(p^{2}+\rho \hat{V}(p)\right) a_{p}^{\dagger} a_{p}+\frac{1}{2} \rho \hat{V}(p)\left(a_{p}^{\dagger} a_{-p}^{\dagger}+a_{-p} a_{p}\right)\right)+\frac{N-1}{2} \rho \hat{V}(0) . \tag{4.3}
\end{equation*}
$$

Step 3. Diagonalizing the Bogolubov's Hamiltonian. It is not difficult to diagonalize the Bogolubov's Hamiltonian if we apply the following simple lemma whose proof is elementary.

Lemma 4.1 (Simple case of Bogoliubov's diagonalization). For $\mathcal{A}>0, \mathscr{B} \in \mathbb{R}$ satisfying $|\mathscr{B}| \leq \mathcal{A}$, we have the operator identity
$\mathcal{A}\left(a_{p}^{\dagger} a_{p}+a_{-p}^{\dagger} a_{-p}\right)+\mathscr{B}\left(a_{p}^{\dagger} a_{-p}^{\dagger}+a_{-p} a_{p}\right)=\mathscr{D}\left(b_{p}^{\dagger} b_{p}+b_{-p}^{\dagger} b_{-p}\right)-\left(\mathcal{A}-\sqrt{\mathcal{A}^{2}-\mathscr{B}^{2}}\right)$,
where

$$
\begin{equation*}
\mathscr{D}:=\sqrt{\mathcal{A}^{2}-\mathscr{B}^{2}} \tag{4.5}
\end{equation*}
$$

and

$$
\begin{equation*}
b_{p}:=\left(1-\alpha^{2}\right)^{-1 / 2}\left(a_{p}+\alpha a_{-p}^{\dagger}\right), \quad b_{-p}:=\left(1-\alpha^{2}\right)^{-1 / 2}\left(a_{-p}+\alpha a_{p}^{\dagger}\right) \tag{4.6}
\end{equation*}
$$

with

$$
\begin{equation*}
\alpha:=\mathcal{B}^{-1}\left(\mathcal{A}-\sqrt{\mathcal{A}^{2}-\mathfrak{B}^{2}}\right) . \tag{4.7}
\end{equation*}
$$

Note that the operators $b_{p}$ and $b_{p}^{\dagger}$ satisfy the same commutation relations (4.2) as the operators $a_{p}$ and $a_{p}^{\dagger}$. We see that the Bogolubov's Hamiltonian may be rewritten as

$$
\begin{equation*}
H_{\mathrm{Bog}}=\left(\sum_{p \in \frac{2 \pi}{L} \mathbb{Z}^{3}} \varepsilon(p) b_{p}^{\dagger} b_{p}\right)+E_{L} \tag{4.8}
\end{equation*}
$$

with

$$
\begin{equation*}
\left.\varepsilon(p)=\sqrt{\left(p^{2}+\rho \hat{V}(p)\right)^{2}-(\rho \hat{V}(p))^{2}}\right) \tag{4.9}
\end{equation*}
$$

and where the ground state energy of $H_{\text {Bog }}$ is

$$
\begin{equation*}
E_{L}=\frac{N-1}{2} \rho \hat{V}(0)-\frac{1}{2} \sum_{0 \neq p \in \frac{2 \pi}{L} \mathbb{Z}^{3}}\left(\left(p^{2}+\rho \hat{V}(p)\right)-\sqrt{\left(p^{2}+\rho \hat{V}(p)\right)^{2}-(\rho \hat{V}(p))^{2}}\right) \tag{4.10}
\end{equation*}
$$

The ground state of the Bogolubov's Hamiltonian is the vacuum state for the operators $b_{p}$. Such vacuum states of general bosonic annihilation operators are referred to as (pure) quasifree or Gaussian states.

In the thermodynamic limit, we have $\lim _{L \rightarrow \infty, N / L^{3}=\rho} \frac{E_{L}}{L^{3}}=e_{\text {Bog }}(\rho, V)$, where

$$
\begin{align*}
e_{\mathrm{Bog}}(\rho, V)=\frac{1}{2} & \rho^{2} \int V \\
& -\frac{1}{2}(2 \pi)^{-3} \int_{\mathbb{R}^{3}}\left(\left(p^{2}+\rho \hat{V}(p)\right)-\sqrt{\left(p^{2}+\rho \hat{V}(p)\right)^{2}-(\rho \hat{V}(p))^{2}}\right) d p . \tag{4.11}
\end{align*}
$$

We may rewrite this as

$$
\begin{align*}
e_{\mathrm{Bog}}(\rho, V)= & 4 \pi \rho^{2}\left(a_{0}+a_{1}\right) \\
& -\frac{1}{16 \pi^{3}} \int p^{2}+\rho \hat{V}(p)-\sqrt{p^{4}+2 \rho \hat{V}(p) p^{2}}-\rho^{2} \frac{\hat{V}(p)^{2}}{2 p^{2}} d p \tag{4.12}
\end{align*}
$$

where we have introduced the notation

$$
\begin{equation*}
a_{0}=\frac{1}{8 \pi} \int V, \quad a_{1}=\frac{-1}{(8 \pi)^{2}} \iint \frac{V(x) V(y)}{|x-y|} d x d y=\frac{-1}{64 \pi^{4}} \int \frac{\hat{V}(p)^{2}}{2 p^{2}} d p \tag{4.13}
\end{equation*}
$$

In fact, $a_{0}$ and $a_{1}$ are the first two terms in what is called the Born series for the scattering length $a$. In the last integral in (4.12), we can change variable $p=\sqrt{8 \pi \rho a_{0}} q$ and arrive at

$$
\begin{align*}
& \int p^{2}+\rho \hat{V}(p)-\sqrt{p^{4}+2 \rho \hat{V}(p) p^{2}}-\rho^{2} \frac{\hat{V}(p)^{2}}{2 p^{2}} d p \\
& \quad=\left(8 \pi \rho a_{0}\right)^{5 / 2} \int q^{2}+W_{\rho}(q)-\sqrt{q^{4}+2 W_{\rho}(q) q^{2}}-\frac{W_{\rho}(q)^{2}}{2 q^{2}} d q \tag{4.14}
\end{align*}
$$

where we wrote $W_{\rho}(q)=\left(8 \pi a_{0}\right)^{-1} \hat{V}\left(\sqrt{8 \pi \rho a_{0}} q\right)$. In the dilute limit, we may assume that $\left(\rho a_{0}\right)^{-1 / 2}$ is much longer than the range of the potential and hence we can, to leading order in the integral, replace $W_{\rho}(q)$ by $W_{\rho}(0)=1$. Since

$$
\int_{\mathbb{R}^{3}} q^{2}+1-\sqrt{q^{4}+2 q^{2}}-\frac{1}{2 q^{2}} d q=-\frac{32 \sqrt{2} \pi}{15}
$$

we arrive at

$$
\begin{equation*}
e_{\mathrm{Bog}}(\rho, V) \approx 4 \pi \rho^{2}\left(a_{0}+a_{1}\right)+4 \pi \rho^{2} a_{0} \frac{128}{15 \sqrt{\pi}} \sqrt{\rho a_{0}^{3}} . \tag{4.15}
\end{equation*}
$$

If we replace the first two Born terms $a_{0}+a_{1}$ by the scattering length $a$ in the first term and $a_{0}$ by $a$ in the second term above, we arrive at the Lee-Huang-Yang formula. We note that the change of variable $p=\sqrt{8 \pi \rho a_{0}} q$ in the integral above shows that the relevant momenta that contribute to the LHY formula are of order of the inverse healing length $\sqrt{\rho a}$.

Understanding the validity of the Bogolubov's approximation and the validity of these last replacements above were the major challenges in establishing the LHY formula rigorously. We address this in the next section. We will end this section with a few further remarks about the Bogolubov's approximation and Bogolubov's theory of superfluidity.

In his treatment [11] of superfluidity in helium, Landau realized the importance of a linear dispersion law, i.e., that the energies of excitations grow linearly with momentum. The slope in the linear dispersion represents the critical velocity for superfluidity, i.e., the velocity below which objects can move through the fluid without creating excitations. We see that the dispersion $\varepsilon(p)$ in (4.9), indeed, has a nonvanishing linear slope $\lim _{p \rightarrow 0}|\nabla \varepsilon(p)|=$ $\sqrt{2 \rho \hat{V}}(0)$. This is the central point in Bogolubov's theory of superfluidity in weakly interacting Bose gases.

## 5. RIGOROUS PROOF OF THE LEE-HUANG-YANG FORMULA

In this section we very briefly sketch the rigorous arguments, leading to the lower bound in Theorem 3.1. The details can be found in [8,9].

An important ingredient in the Bogolubov's approximation was the assumption of condensation. It is still a great mathematical challenge to establish Bose condensation in nontrapped translation invariant Bose gases. To circumvent this, the first step in the rigorous derivation of the Lee-Huang-Yang formula in $[8,9]$ is a localization to boxes that are essentially of the order of the healing length. On this scale, it turns out that the gas will look sufficiently condensed. In other words, it is not possible to show that most particles in a thermodynamic box are in a state of momentum zero. We can, however, show that most particles have momenta small compared to the inverse healing length.

For the rigorous lower bound, the localization is achieved by an operator estimate on the Hamiltonian

$$
\begin{equation*}
H_{N}-\mu N \geq \int h_{u} d u \tag{5.1}
\end{equation*}
$$

where we introduced the chemical potential $\mu$ that we will write $\mu=8 \pi \rho_{\mu} a$. The reason for this choice is that if we insert the leading term in the LHY formula $4 \pi \rho^{2} a$ for the energy density then the choice of $\rho$ that minimizes $4 \pi \rho^{2} a-\mu \rho=4 \pi \rho^{2} a-8 \pi \rho_{\mu} a \rho$ is indeed $\rho=\rho_{\mu}$. The operators $h_{u}$ above represent translations by $u \in \mathbb{R}^{3}$ of a Hamiltonian $h_{0}$ localized to a box $[0, \ell]^{3}$ with length $\ell=K_{\ell}\left(\rho_{\mu} a\right)^{-1 / 2}$ for a sufficiently large constant $K_{\ell}$, i.e., we are localizing on scales that are large compared to the healing length.

To describe the localized Hamiltonian $h_{0}$, we introduce the orthogonal projection $P$ that projects onto the one-dimensional space of constant functions in $L^{2}\left([0, \ell]^{3}\right)$ and the projection $Q=I-P$ onto the orthogonal complement. We also introduce a sufficiently regular function $\chi: \mathbb{R}^{3} \rightarrow[0, \infty)$ supported on $[0,1]^{3}$ and let $\chi_{\ell}(x)=\chi(x / \ell)$.

The localized Hamiltonian then has the form

$$
\begin{equation*}
h_{0}=\sum_{i=1}^{N} T_{i}-\rho_{\mu} \sum_{i=1}^{N} \int w_{1}\left(x_{i}, y\right) d y+\sum_{1 \leq i<j \leq N} w\left(x_{i}, x_{j}\right) \tag{5.2}
\end{equation*}
$$

where the localized kinetic energy is

$$
\begin{equation*}
T=Q \chi_{\ell} K(\Delta) \chi_{\ell} Q+Q G_{0} Q \tag{5.3}
\end{equation*}
$$

with $K(t)$ being a function that is essentially the identity for $t \gg \ell^{-2}$ and $G_{0}$ an operator that ensures a sufficient gap above zero in the kinetic energy, i.e., an important property is $G_{0} \geq($ const $) \ell^{-2}$. The exact forms of $K$ and $G_{0}$ are complicated and can be found in [8,9]. The potential function is

$$
\begin{equation*}
w(x, y)=\chi_{\ell}(x) \frac{V(x-y)}{\chi * \chi(x / \ell)} \chi_{\ell}(y), \quad w_{1}(x, y)=w(x, y) \varphi(x-y) \tag{5.4}
\end{equation*}
$$

where we recall that $\varphi$ is the scattering solution. For the potential part of the Hamiltonian, it is not difficult to see that (5.1) is actually an identity. It is for the kinetic energy that it becomes a lower bound.

In order to establish condensation, it is necessary to obtain an a priori lower bound on the ground state energy of $h_{0}$ of the correct LHY order. This is achieved in [8,9] by doing a further localization that we shall not discuss here. Such an a priori lower bound establishes a bound on the expectation of the number of noncondensed particles $n_{+}=\sum_{i=1}^{N} Q_{i}$. Indeed, the bound on the gap operator $G_{0}$ and the a priori bound imply that any state that does not already satisfy an LHY lower bound would have

$$
\text { (const) } \ell^{-2}\left\langle n_{+}\right\rangle \leq\left\langle G_{0}\right\rangle \leq \rho_{\mu}^{2} a \sqrt{\rho_{\mu} a^{3} \ell^{3}}
$$

i.e., $\left\langle n_{+}\right\rangle \leq C \rho_{\mu}^{2} a \ell^{5}=K_{\ell}^{2} \sqrt{\rho_{\mu} a^{3}} \rho_{\mu} \ell^{3}$. In other words, the expected number of noncondensed particles is smaller by the (small) factor $K_{\ell}^{2} \sqrt{\rho_{\mu} a^{3}}$ compared to the expected number of particles $\rho_{\mu} \ell^{3}$ in the box. Unfortunately, it is not sufficient to control the expected number of noncondensed particles. There are terms that require controlling powers of the number of noncondensed particles. To achieve control of powers, we establish in [8] a stronger version of condensation, namely that it is enough to restrict attention to the part of the Hilbert space where we have the operator bound $n_{+} \leq \mathcal{M}$ for some appropriately chosen parameter $\mathcal{M}$. Unfortunately, in order to treat the hard core potential, in [9] we had to work with a much more complicated restriction, namely that $n_{+}^{I} \leq \mathcal{M}_{I}$ where $n_{+}^{I}$ represents the number of particles with kinetic energy in an interval $I=\left(0, K_{I} \ell^{-2}\right)$, for an appropriately large constant $K_{I}$. This means $n_{+}^{I}=\sum_{i=1}^{N} \mathbb{1}_{I}(T)_{i}$. Note that $n_{+}^{I}$ would be equal to $n_{+}$if $K_{I}=\infty$. The point is that only restricting this operator allows us to choose a much smaller $\mathcal{M}_{I}$ than we would if we had to restrict $n_{+}$. The argument required to restrict the Hilbert space uses a method developed in [16] referred to as localization of large matrices.

Having established control on the number of noncondensed particles we use $c$ number substitution to treat the condensed particles. This can be done rigorously using the method in [15].

A very central point in our analysis is a decomposition of the localized interaction potential using in a very particular way the scattering solution $\varphi$. As $0 \leq \varphi \leq 1$, it is convenient to introduce the function $\omega=1-\varphi$ satisfying $0 \leq \omega \leq 1$ and tending to zero at infinity. The following decomposition is an elementary, but crucial, identity from [8]:

$$
-\rho_{\mu} \sum_{i=1}^{N} \int w_{1}\left(x_{i}, y\right) d y+\sum_{1 \leq i<j \leq N} w\left(x_{i}, x_{j}\right)=Q_{0}^{\mathrm{ren}}+\mathcal{Q}_{1}^{\mathrm{ren}}+\mathcal{Q}_{2}^{\mathrm{ren}}+Q_{3}^{\mathrm{ren}}+\mathcal{Q}_{4}^{\mathrm{ren}}
$$

where

$$
\begin{aligned}
\mathcal{Q}_{4}^{\mathrm{ren}}:= & \frac{1}{2} \sum_{i \neq j}\left[Q_{i} Q_{j}+\left(P_{i} P_{j}+P_{i} Q_{j}+Q_{i} P_{j}\right) \omega\left(x_{i}-x_{j}\right)\right] w\left(x_{i}, x_{j}\right) \\
& \times\left[Q_{j} Q_{i}+\omega\left(x_{i}-x_{j}\right)\left(P_{j} P_{i}+P_{j} Q_{i}+Q_{j} P_{i}\right)\right] \\
\mathcal{Q}_{3}^{\mathrm{ren}}:= & \sum_{i \neq j} P_{i} Q_{j} w_{1}\left(x_{i}, x_{j}\right) Q_{j} Q_{i}+h . c ., \\
\mathcal{Q}_{2}^{\mathrm{ren}}:= & \sum_{i \neq j} P_{i} Q_{j} w_{2}\left(x_{i}, x_{j}\right) P_{j} Q_{i}+\sum_{i \neq j} P_{i} Q_{j} w_{2}\left(x_{i}, x_{j}\right) Q_{j} P_{i} \\
& -\rho_{\mu} \sum_{i=1}^{N} Q_{i} \int w_{1}\left(x_{i}, y\right) d y Q_{i}+\frac{1}{2} \sum_{i \neq j}\left(P_{i} P_{j} w_{1}\left(x_{i}, x_{j}\right) Q_{j} Q_{i}+h . c .\right), \\
\mathcal{Q}_{1}^{\mathrm{ren}}:= & \sum_{i, j} P_{j} Q_{i} w_{2}\left(x_{i}, x_{j}\right) P_{i} P_{j}-\rho_{\mu} \sum_{i} Q_{i} \int w_{1}\left(x_{i}, y\right) d y P_{i}+h . c ., \\
Q_{0}^{\mathrm{ren}}:= & \frac{1}{2} \sum_{i \neq j} P_{i} P_{j} w_{2}\left(x_{i}, x_{j}\right) P_{j} P_{i}-\rho_{\mu} \sum_{i} P_{i} \int w_{1}\left(x_{i}, y\right) d y P_{i} .
\end{aligned}
$$

Here $w_{2}(x, y)=w_{1}(x, y)(1+\omega(x, y))$. The main observation is that the term $\mathbb{Q}_{4}^{\text {ren }}$ is nonnegative and can be ignored for a lower bound. We think of the terms with zero to four $Q$ 's as being similar to the corresponding terms in the Bogolubov's analysis with zero to four factors of $a_{p}$ or $a_{p}^{\dagger}$ with $p \neq 0$. Note that in ignoring the term $\mathcal{Q}_{4}^{\text {ren }}$ we are not simply ignoring the term with four $Q$ 's as Bogolubov did.

The term $Q_{2}^{\text {ren }}$, together with the kinetic energy, can be rewritten in a form similar to a Bogolubov's Hamiltonian and can be diagonalized using a Bogolubov-type diagonalization argument. Note that $\mathcal{Q}_{2}^{\text {ren }}$ contains the potentials $w_{1}$ and $w_{2}$. The potential $w_{1}$ is a localization of $V \varphi$ that satisfies $\widehat{V \varphi}(0)=8 \pi a$. This is the reason that our analysis will immediately lead to the scattering length appearing and not only the Born approximations $a_{0}$ and $a_{0}+a_{1}$.

The appearance of $w_{2}$ in $\mathcal{Q}_{2}^{\text {ren }}$ means that the analysis of the $\mathcal{Q}_{2}^{\text {ren }}$ does not directly give the LHY formula. The additional contributions from the difference between $w_{1}$ and $w_{2}$ will, however, be exactly canceled by a careful analysis of the term $\mathcal{Q}_{3}^{\text {ren }}$. This term can again be approximately diagonalized, this time together with the excitation Hamiltonian from the Bogolubov's diagonalization, i.e., the analog of the first term in (4.8). This, however, first requires estimating the operator $P Q w_{1} Q Q$ appearing in $Q_{3}^{\text {ren }}$ in terms of an operator
$P Q_{L} w_{1} Q_{H} Q_{H}$ where $Q_{L}$ essentially projects onto appropriately low (but still nonzero) momenta and $Q_{H}$ projects onto high momenta disjoint from the low momenta. Note that the operator $P Q_{L} w_{1} Q_{H} Q_{H}$ is quadratic in $Q_{H}$ which is why it allows for a Bogolubov's treatment similar to the treatment of $Q_{2}^{\text {ren }}$.

In Bogolubov's case there was no term corresponding to $\mathcal{Q}_{1}^{\text {ren }}$ because of momentum conservation. Here our spatial localization breaks momentum conservation, and we therefore have a term $\mathcal{Q}_{1}^{\text {ren }}$. This term can fairly easily be treated together with the $\mathcal{Q}_{2}^{\text {ren }}$ term in the first Bogolubov's diagonalization.

Putting these ingredients together is rather technical but eventually leads to the rigorous lower bound in Theorem 3.1.
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# SCALING LIMITS AND UNIVERSALITY OF ISING AND DIMER MODELS 

ALESSANDRO GIULIANI


#### Abstract

After having introduced the notion of universality in statistical mechanics and its importance for our comprehension of the macroscopic behavior of interacting systems, I review recent progress in the understanding of the scaling limit of lattice critical models, including a quantitative characterization of the limiting distribution and the robustness of the limit under perturbations of the microscopic Hamiltonian. Specifically, I focus on two classes of non-exactly-solvable two-dimensional systems: nonplanar Ising models and interacting dimers. In both settings, I describe the conjectures on the expected structure of the scaling limit, review the progress towards their proof, and state some of the recent results on the universality of the limit, which I contributed to. Finally, I outline the ideas and methods involved in the proofs, describe some of the perspectives opened by these results, and propose several open problems.
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## 1. UNIVERSALITY IN STATISTICAL MECHANICS: A MATHEMATICAL CHALLENGE

Statistical Mechanics (SM) aims at explaining the macroscopic behavior of matter in its different states, starting from a microscopic description of the system, which involves an extremely large number of elementary components, such as atoms, molecules, or spins. Due to the complexity of the microscopic structure of realistic materials and to the necessity of handling models that are accessible to theoretical and numerical treatments, the mathematical modeling of any system one may wish to study inevitably requires approximations and simplifications, often quite drastic: essentially all the models studied in equilibrium and nonequilibrium statistical mechanics are "toy models," even the most challenging ones. As illustrative examples, think to the description of magnets in terms of Ising, XY, or Heisenberg models; of disordered materials in terms of the Anderson model and the interacting extensions thereof (in the context of electrical conduction in the presence of lattice defects) or of the Edwards-Anderson model (in the context of spin glasses); of anisotropic liquids in terms of monomer-dimer systems; and so on. The oversimplifications underlying the definitions of these models cast a dark light on the physical reliability of their predictions. A priori, there is no reason why the thermodynamic and correlation functions of real magnets, liquids, or conducting materials should behave quantitatively (or even qualitatively) in the same way as those of the Ising model, the Anderson model, the dimer-monomer model, etc.

Predictions based on these popular but oversimplified models can be reliable only if they can be shown to be robust under the choice of the microscopic Hamiltonian, that is, if they depend only upon general features such as symmetry, dimensionality, etc. Vaguely speaking, robustness of the macroscopic behavior of SM systems is the content of the universality principle, which will be stated more precisely in two concrete mathematical settings below. For the moment, let us just observe that, in view of the previous considerations, this principle can be seen as the justification for the use of toy models in the description of complex materials and, in a sense, it is what makes SM predictive and useful as a whole.

Away from the critical point, where, typically, the correlations among fluctuations of local observables decay exponentially to zero at large distances, the universality of the behavior of the system at the macroscopic and mesoscopic level is closely related to the Law of Large Numbers and to the Central Limit Theorem (CLT) for weakly correlated random variables: averages of local observables converge almost surely to their expectation (the macroscopic value of the corresponding thermodynamic function), and their fluctuations around the mean converge, after appropriate rescaling, to normal random variables.

Things are much more subtle and interesting in the vicinity of a phase transition, where correlations among faraway fluctuations of local observables become so important that the CLT has no a priori reason to hold, and will in general not hold. The understanding of phase transitions is one of the central goals of SM since at least a hundred years. The existence of several different kinds of phase transition and the characterization of the corresponding low- and high-temperature phases are among the great successes of the SM of the 20th century. On the other hand, a complete understanding of the behavior of the system
at, or close to, the critical point, is still missing, and poses several exciting challenges for mathematical physics and probability. Let us focus here on the case of continuous phase transitions. In such a case, do fluctuations of local observables admit an interesting, nonGaussian, mesoscopic limit? Is the limit robust under a large class of perturbations of the interaction among the microscopic constituents of the system?

These are some of the most fundamental problems of equilibrium SM since the 1960s. The theory of Wilsonian Renormalization Group (RG) [94-96], which is among the greatest success of theoretical physics in the last century, was developed for quantitatively answering to these questions. It predicts that the "scaling limit" describing the large scale behavior of correlations at a continuous phase transition is in great generality a Euclidean Field Theory, which can be determined as the fixed point of an explicit semigroup (the Wilsonian RG transformation), acting on an often vaguely-defined "space of Hamiltonians." The Gaussian, often dubbed "trivial," fixed points of the Wilsonian RG transformations correspond to off-critical systems or to the simplest critical ones. What about nontrivial, i.e., non-Gaussian, fixed points? By construction, any such fixed point turns out to be scale invariant. It has been argued that, under some reasonable additional hypotheses on the structure of the correlation functions and the locality of theory, such fixed points are conformally invariant [84,85,98], i.e., described by a Euclidean Conformal Field Theory (CFT). If we trust this picture, we can take an axiomatic point of view, i.e., we can try to classify the admissible nontrivial fixed point by classifying all the possible CFTs and, whenever possible, characterize their structure (by, e.g., computing their correlation functions); this task has been essentially completed in two dimensions (2D), thanks to the rich structure of the 2D conformal group (see, e.g., [13,66] for the case of the "discrete series" of models with central charge $0<c<1$, and [71] for the case of Liouville theory). In three dimensions (3D), this axiomatic point of view recently led to some spectacular developments, which allowed to compute the critical exponents associated with the non-Gaussian behavior of local observables for several nontrivial fixed point theories, including one that is believed to describe the scaling limit of the 3D Ising model at its critical point [83].

Once that the candidate scaling limits have been constructed in this way, one is left with identifying the right one for any given class of microscopic Hamiltonians. While heuristically one can appeal, e.g., to symmetry considerations or to numerical constraints on the decay exponents of correlation functions to guess the right scaling limit for a given microscopic Hamiltonian, the tasks of mathematically proving that the scaling limit of the critical theory exists and it is conformal invariant, that such limit coincides with one of the candidate Euclidean CFTs, and that it is robust under a large class of perturbations of the microscopic interaction, are among the great challenges of modern mathematical SM.

Even in very specific, simple, settings, many of the natural questions arising from the above premises remain open to date. However, in the last decades there has been remarkable progress from different viewpoints, which allowed to exhibit the first examples of conformally invariant, universal, scaling limits, rigorously constructed starting from lattice microscopic models. These mathematical results are mostly restricted to 2 D , which is the case I will focus on from now on. Two complementary approaches that have been, and are being,
successfully used to rigorously understand universality and conformal invariance of 2D lattice SM systems are: a probabilistic one, based on random geometry, percolation and discrete holomorphicity; and a field theoretic one, based on constructive RG ideas.

The first, probabilistic, method led to the complete proof of conformal invariance of the scaling limits of the 2D planar Ising [31-33,39,55,56,91] and dimer [ $3,67,68,70$ ] models. It has the advantage of being flexible in treating geometric deformations of the domain and of the underlying lattice, thus leading to the first proofs of universality with respect to these kinds of deformations. The limitation of this approach is that it is mostly restricted to exactly solved models at the "free Fermi point" (i.e., exactly solvable models, whose solution can be expressed in determinant form, as for Ising and dimers) and it is not flexible in dealing with perturbations of the microscopic Hamiltonian (there are a few important exceptions, notably [5,90], which suggest possible directions for future extensions and developments). The second, field theoretic, method led to the construction of the bulk scaling limit of several interacting, non-solvable, models, such as Ashkin-Teller and 8-vertex (8V) models [14, 45, 74], interacting dimers and 6-vertex (6V) models [48-50], the sine-Gordon model on the Kosterlitz-Thouless critical line [40], and many others [1, 9, 10, 17, 18, 24, 34]: remarkably, many of these models have non-determinantal scaling limits, and the results are robust under a large class of microscopic perturbations of the lattice Hamiltonian. Moreover, this approach led to the proof of several CFT predictions, such as scaling relations among critical exponents and amplitudes [14, 28,50], bosonization identities [10,15], and expression for the universal subleading contributions to the critical free energy [46]. A limitation of this approach is that it is restricted to "weakly interacting" cases, that is, to models that are close to a Gaussian model or to a free Fermi model. Moreover, it is not yet flexible enough for dealing with non-translationally-invariant situations, including geometric perturbations of the domain or of the underlying lattice. However, recent progress in simple domains with boundaries $[6,7]$ opens new perspectives for applications to general geometries and for an effective combinations of constructive RG ideas with probabilistic ones.

In the following, I will review some of these advances in the specific contexts of nonplanar 2D Ising models and of non-integrable perturbations of 2D dimer models, focusing on a selection of results obtained via the constructive RG, whose development and application to the theory of universality in 2D SM systems I contributed to. In Section 2, I discuss a class of non-planar Ising models: I will first define the setting, then state the conjectures on the universality of the scaling limit at the critical point, and then, after having reviewed the known results in the integrable, planar, model, I will state our main results on the existence and universality of the scaling limit for the multipoint energy correlations in the plane and in the cylinder, see Theorems 2.1 and 2.2 below. In Section 3, I discuss a class of non-integrable dimer models; also in this case, after having defined the setting, stated the expected structure of the scaling limit and reviewed some of the known results in the integrable case, I will state our main results on the fine asymptotics of the dimer-dimer correlations and on the universality of the scaling limit of the height fluctuations, see Theorems 3.1 and 3.2. In Section 4, I will informally describe the methods of proof, and, in Section 5, I will comment on perspectives and open problems.

## 2. THE SCALING LIMIT OF NONPLANAR ISING MODELS

Consider a finite, simply connected, region of the plane, $\Omega \subset \mathbb{R}^{2}$, and let $\Omega_{a}=\Omega \cap a \mathbb{Z}^{2}$ be its discretization on the square grid of lattice spacing $a>0$. At each site $x$ of $\Omega_{a}$, we assign an Ising spin $\sigma_{x} \in\{+,-\}$ and, given the spin configuration $\sigma \in$ $\{+,-\}^{\Omega_{a}} \equiv \Sigma_{a}$, we assume that its energy, or Hamiltonian, has the following form:

$$
\begin{equation*}
H_{a, \Omega}^{\lambda ; \emptyset}(\sigma)=-J \sum_{\langle x, y\rangle} \sigma_{x} \sigma_{y}-\lambda \sum_{X \subset \Omega_{a}} V(X) \sigma_{X}, \tag{2.1}
\end{equation*}
$$

where $J>0$; the first sum runs over (unordered) nearest neighbor pairs of sites in $\Omega_{a}$; in the second sum, given a subset $X$ of $\Omega_{a}$, we denoted $\sigma_{X}:=\prod_{x \in X} \sigma_{x}$, and $V$ is a translationally invariant interaction, supported on even sets $X$, of finite range proportional to $a^{1}$. In general, we will require $V$ be neither a pair interaction (i.e., to be supported on sets of cardinality 2) nor ferromagnetic (i.e., non-negative). We will refer to the first term on the right-hand side of (2.1) as to the nearest-neighbor interaction, of strength $J$ (to be fixed once and for all), and to the second term as to the multi-spin interaction, of strength $\lambda$ (to be thought of as being small compared to $J$ ). The model describes the magnetic properties of thin ferromagnetic films with an out-of-plane easy-axis of magnetization and short range "exchange" interactions among the magnetic moments of the ions. For $\lambda=0$, the Hamiltonian reduces to that of the planar, nearest-neighbor, Ising model, originally introduced by Lenz in 1920 [73], which in 2D is exactly solvable in a very strong sense, as originally proved by Onsager [81], see Section 2.1 below. For $\lambda \neq 0$, the multispin interaction breaks planarity (i.e., the interaction cannot be represented in terms of couplings associated with the edges of a planar graph with edge set $\Omega_{a}$ ), as well as the integrability of the model.

The apex $\emptyset$ on $H_{a, \Omega}^{\lambda ; \emptyset}$ refers to the boundary conditions (b.c.), which we implicitly assumed to be "open," or "free," i.e., we assumed that there is no spin in the complement of $\Omega_{a}$ interacting with those in $\Omega_{a}$. In a similar way, we can define the Hamiltonians $H_{a, \Omega}^{\lambda ;+}$ (resp. $H_{a, \Omega}^{\lambda ;-}$ ) with $+($ resp. - ) b.c., by including in its definition the interactions between the spins $\sigma$ in $\Omega_{a}$ and a configuration of spins identically equal to +1 (resp. -1 ) in its complement, $\Omega_{a}^{c}$. Analogously, if $\Omega$ is a 2D torus (resp. a 2D cylinder), we denote by $\Omega_{a}$ its discretization of lattice spacing $a>0$ and let $H_{a, \Omega}^{\lambda ; \text {;per }}$ (resp. $H_{a, \Omega}^{\lambda ; \text { cyl }}$ ) be the spin Hamiltonian defined as in (2.1), with the first sum including the nearest neighbor pairs winding up over the torus (resp. cylinder) and the interaction $V$ being translationally invariant with respect to the natural translations on the torus (resp. cylinder).

The finite volume Gibbs measure with inverse temperature $\beta>0$ and \# b.c., with $\# \in\{\emptyset,+,-$, per, cyl $\}$, is characterized by the probability weight

$$
\begin{equation*}
\mathbb{P}_{\beta ; a, \Omega}^{\lambda ; \#}(\sigma)=\frac{1}{Z_{a, \Omega}^{\lambda ; \#}} e^{-\beta H_{a, \Omega}^{\lambda ; \#}(\sigma)}, \quad \forall \sigma \in \Sigma_{a} \tag{2.2}
\end{equation*}
$$

where $Z_{a, \Omega}^{\lambda ; \#}=\sum_{\sigma \in \Sigma_{a}} e^{-\beta H_{a, \Omega}^{\lambda ; \#}(\sigma)}$ is the partition function. Given an observable $A: \Sigma_{a} \rightarrow \mathbb{R}$, we denote its average with respect to the probability weight (2.2) by $\mathbb{E}_{\beta ; a, \Omega}^{\lambda ; \#}(A)$.
"Truncated," or "connected," expectations are denoted by semicolons, e.g., $\mathbb{E}_{a, \Omega}^{\lambda ; \#}\left(A_{1} ; A_{2}\right)=$ $\mathbb{E}_{a, \Omega}^{\lambda ; \#}\left(A_{1} A_{2}\right)-\mathbb{E}_{a, \Omega}^{\lambda ; \#}\left(A_{1}\right) \mathbb{E}_{a, \Omega}^{\lambda ; \#}\left(A_{2}\right)$.

It is well known that the system displays a phase transition, in the following sense. Fix $a>0$ and take $\lambda$ sufficiently small compared to $J$. Denote by $\Omega \nearrow \mathbb{R}^{2}$ the "thermodynamic limit" obtained by (say) centering $\Omega$ at the origin, rescaling its linear dimensions by $L$, and letting $L \rightarrow \infty$. Then:

- If $\beta$ is small enough, for any finite $X \subset a \mathbb{Z}^{2}$, the limit $\mathbb{E}_{\beta ; a, \mathbb{R}^{2}}^{\lambda}\left(\sigma_{X}\right):=$ $\lim _{\Omega \nearrow \mathbb{R}^{2}} \mathbb{E}_{\beta ; a, \Omega}^{\lambda ; \#}\left(\sigma_{X}\right)$ is independent of the b.c. \#, it is translationally invariant and characterized by the fact that $\mathbb{E}_{\beta ; a, \mathbb{R}^{2}}^{\lambda}\left(\sigma_{x}\right)=0, \forall x \in a \mathbb{Z}^{2}$, and that the truncated correlations $\mathbb{E}_{\beta ; a, \mathbb{R}^{2}}^{\lambda}\left(\sigma_{X} ; \sigma_{Y}\right)$ decay exponentially to zero as the distance between the finite sets $X, Y \subset a \mathbb{Z}^{2}$ diverges.
- If $\beta$ is large enough, for any finite $X \subset a \mathbb{Z}^{2}$, the limits $\mathbb{E}_{\beta ; a, \mathbb{R}^{2}}^{\lambda, \pm}\left(\sigma_{X}\right):=$ $\lim _{\Omega \nearrow \mathbb{R}^{2}} \mathbb{E}_{\beta ; a, \Omega}^{\lambda ; \pm}\left(\sigma_{X}\right)$ with b.c. + or - exist, they are translationally invariant, but are different if $|X|$ is odd: in particular, $\mathbb{E}_{\beta ; a, \mathbb{R}^{2}}^{\lambda ;+}\left(\sigma_{x}\right)=-\mathbb{E}_{\beta ; a, \mathbb{R}^{2}}^{\lambda ;-}\left(\sigma_{x}\right)$ is positive and independent of $x$, and $\mathbb{E}_{\beta ; a, \mathbb{R}^{2}}^{\lambda ; \pm}\left(\sigma_{X} ; \sigma_{Y}\right)$ decay exponentially to zero as the distance between the finite sets $X, Y \subset a \mathbb{Z}^{2}$ diverges.

The two scenarios described above are usually referred to as "high-temperature" and "lowtemperature" phases, respectively. If $\lambda V$ is a ferromagnetic pair interaction, it is known [4] that they extend to two contiguous intervals $\left(0, \beta_{c}\right)$ and $\left(\beta_{c}, \infty\right)$ separated by a critical inverse temperature $\beta_{c}=\beta_{c}(\lambda)$, at which, for any finite $X \subset a \mathbb{Z}^{2}$, the limit $\mathbb{E}_{\beta_{c} ; a, \mathbb{R}^{2}}^{\lambda}\left(\sigma_{X}\right):=$ $\lim _{\Omega} \mathbb{R}^{2} \mathbb{E}_{\beta_{c} ; a, \Omega}^{\lambda ; \#}\left(\sigma_{X}\right)$ is independent of $\#$, and $\mathbb{E}_{\beta_{c} ; a, \mathbb{R}^{2}}^{\lambda}\left(\sigma_{x}\right)=0, \forall x \in a \mathbb{Z}^{2}$. The same is expected to hold for a general (translationally invariant, even, of finite range $\propto a$ ) interaction $V$, provided that $\lambda$ is small enough. Moreover, it is expected that $\mathbb{E}_{\beta_{c} ; a, \mathbb{R}^{2}}^{\lambda}\left(\sigma_{X} ; \sigma_{Y}\right)$ decays algebraically to zero as the distance among the finite sets $X, Y \subset a \mathbb{Z}^{2}$ diverges. Even more, the scaling limit of the correlations is expected to exist and to be universal, in the following sense. Fix $\beta=\beta_{c}$, and let $\Omega$ be a prescribed subset of the plane, or a 2D torus, or a 2D cylinder. Define the rescaled spin and energy variables as

$$
\begin{equation*}
\sigma(x)=a^{-1 / 8} \sigma_{[x]}, \quad \varepsilon_{j}(x)=a^{-1}\left(\sigma_{[x]} \sigma_{[x]+a \hat{e}_{j}}-\mathbb{E}_{\beta_{c} ; a, \Omega}^{\lambda ; \#}\left(\sigma_{[x]} \sigma_{[x]+a \hat{e}_{j}}\right)\right), \tag{2.3}
\end{equation*}
$$

where, for $x \in \Omega,[x]=a\left\lfloor a^{-1} x\right\rfloor, \hat{e}_{j}$ is the unit coordinate vector in direction $j \in\{1,2\}$, and $\# \in\{\emptyset,+,-$, per, cyl $\}$. Then it is expected that, for any tuple of distinct points $x_{1}, \ldots, x_{n}, y_{1}$, $\ldots, y_{m}$ of $\Omega$ and any choice of $j_{1}, \ldots, j_{m} \in\{1,2\}$, the limit

$$
\begin{equation*}
\lim _{a \rightarrow 0} \mathbb{E}_{\beta_{c} ; a, \Omega}^{\lambda ; \#}\left(\sigma\left(x_{1}\right) \cdots \sigma\left(x_{n}\right) \varepsilon_{j_{1}}\left(y_{1}\right) \cdots \varepsilon_{j_{m}}\left(y_{m}\right)\right) \tag{2.4}
\end{equation*}
$$

exists, it is conformally covariant under Riemann mappings of the domain $\Omega$ into an arbitrary new domain $\Omega^{\prime}$ and, moreover, it depends on $\lambda$ in an extremely simple, multiplicative, way, i.e., one expects that there exist two constants $Z_{1}=Z_{1}(\lambda)$ and $Z_{2}=Z_{2}(\lambda)$ such that the limit in (2.4) equals $Z_{1}^{n} Z_{2}^{m}$ times the limit obtained in the nearest neighbor case $\lambda=0$. This is what universality predicts in this context and whose proof represents a key challenge in
mathematical SM for the incoming years. As anticipated in the introduction, lately there has been remarkable progress towards its proof, as reviewed in the next subsections.

### 2.1. The nearest neighbor case

As mentioned above, for $\lambda=0$ the model is exactly solvable in a remarkably strong sense [58,60,63,65,78-81,88,97]; in particular, the partition function can be written as the Pfaffian of a suitable complex adjacency matrix $K$ of a graph, known as the Fisher graph, obtained by suitably decorating the one associated with $\Omega_{a}$ [41,64]; moreover, correlation functions of local observables can be expressed in terms of Pfaffians of submatrices of $K^{-1}$. The exact solution provides, among other things, closed formulas for the free energy, specific heat, magnetization, and the large distance asymptotics of the spin correlations. The critical temperature is known to be $\beta_{c}=\beta_{c}(0)=(2 J)^{-1} \log (\sqrt{2}+1)$, at which, letting first $\Omega \nearrow \mathbb{R}^{2}$ and then $a \rightarrow 0$, one finds, for any pair of distinct points $x_{1}, x_{2} \in \mathbb{R}^{2}$ and any choice of $j_{1}, j_{2} \in\{1,2\}$,

$$
\begin{align*}
\lim _{a \rightarrow 0} \lim _{\Omega \nearrow \mathbb{R}^{2}} \mathbb{E}_{\beta_{c} ; a, \Omega}^{0 ; \#}\left(\sigma\left(x_{1}\right) \sigma\left(x_{2}\right)\right) & =\frac{A}{|x-y|^{1 / 4}},  \tag{2.5}\\
\lim _{a \rightarrow 0} \lim _{\Omega \nearrow \mathbb{R}^{2}} \mathbb{E}_{\beta_{c} ; a, \Omega}^{0 ; \#}\left(\varepsilon_{j_{1}}\left(x_{1}\right) ; \varepsilon_{j_{2}}\left(x_{2}\right)\right) & =\frac{1}{\pi^{2}} \frac{1}{|x-y|^{2}},
\end{align*}
$$

irrespective of the boundary conditions (in the first line, $A=0.70338016 \ldots$ ). The exact solution, in the form reviewed, e.g., in [79], also allows one to compute the multipoint energy correlations in the infinite plane limit: for any $n$-tuple of distinct points $x_{1}, \ldots, x_{n}$ and any $j_{1}, \ldots, j_{n} \in\{1,2\}$, we have

$$
\begin{equation*}
\lim _{a \rightarrow 0} \lim _{\Omega \nearrow \mathbb{R}^{2}} \mathbb{E}_{\beta_{c} ; a, \Omega}^{0 ; \#}\left(\varepsilon_{j_{1}}\left(x_{1}\right) \cdots \varepsilon_{j_{n}}\left(x_{n}\right)\right)=\pi^{-n}\left|\operatorname{Pf} M\left(z_{1}, \ldots, z_{n}\right)\right|^{2}, \tag{2.6}
\end{equation*}
$$

irrespective of the boundary conditions, where $z_{j}=\left(x_{j}\right)_{1}+i\left(x_{j}\right)_{2}$ is the complex representative of the point $x_{j}$, and $M\left(z_{1}, \ldots, z_{n}\right)$ is the $n \times n$ antisymmetric matrix of elements $M_{i j}\left(z_{1}, \ldots, z_{n}\right)=\frac{\mathbb{1}_{i \neq j}}{z_{i}-z_{j}}$. While these results are classical, conformal covariance of the limits in finite domain remained elusive for decades. In the case of the multipoint energy correlations, a rigorous proof is due to Hongler [54], who proved that, for any open, simply connected region $\Omega$ of the plane, letting $\varphi: \Omega \rightarrow \mathbb{H}$ be the conformal mapping from $\Omega$ to the upper half-plane (both thought of as subsets of $\mathbb{C}$ ), and defining $\mathbb{E}_{\beta_{c} ; \Omega}^{0 ; \#}\left(\varepsilon\left(z_{1}\right) \cdots \varepsilon\left(z_{n}\right)\right):=$ $\lim _{a \rightarrow 0} \mathbb{E}_{\beta_{c} ; a, \Omega}^{0 ; \#}\left(\varepsilon_{j_{1}}\left(x_{1}\right) \cdots \varepsilon_{j_{n}}\left(x_{n}\right)\right)$ for any $n$-tuple $x_{1}, \ldots, x_{n} \in \Omega$ and $j_{1}, \ldots, j_{n} \in\{1,2\}$ (here, as above, $z_{j}$ is the complex representative of $x_{j}$ ), then, for $\# \in\{\emptyset,+,-\}$,

$$
\begin{equation*}
\mathbb{E}_{\beta_{c} ; \Omega}^{0 ; \#}\left(\varepsilon\left(z_{1}\right) \cdots \varepsilon\left(z_{n}\right)\right)=\left(\prod_{i=1}^{n}\left|\varphi^{\prime}\left(z_{i}\right)\right|\right) \mathbb{E}_{\beta_{c} ; \mathbb{H}}^{0 ; \#}\left(\varepsilon\left(\varphi\left(z_{1}\right)\right) \cdots \varepsilon\left(\varphi\left(z_{n}\right)\right)\right) \tag{2.7}
\end{equation*}
$$

Moreover, the right side is explicit: in fact,

$$
\mathbb{E}_{\beta_{c} ; \mathbb{H}}^{0 ; \emptyset}\left(\varepsilon\left(z_{1}\right) \cdots \varepsilon\left(z_{n}\right)\right)=(-1)^{n} \mathbb{E}_{\beta_{c} ; \mathbb{H}}^{0 ;+}\left(\varepsilon\left(z_{1}\right) \cdots \varepsilon\left(z_{n}\right)\right),
$$

and

$$
\mathbb{E}_{\beta_{c} ; \mathbb{H}}^{0 ; \pm}\left(\varepsilon\left(z_{1}\right) \cdots \varepsilon\left(z_{n}\right)\right)=(i \pi)^{-n} \operatorname{Pf} M\left(z_{1}, \ldots, z_{n}, \overline{z_{n}}, \ldots, \overline{z_{1}}\right) .
$$

The scaling limit of the multipoint spin correlations is more subtle. Kadanoff [61] first guessed its expression in the special case of $n$ colinear points. In the general case, the result was conjectured on the basis of CFT methods: in fact, after the work of Belavin, Polyakov, and Zamolodchikov [13], it became clear that the scaling limit of any mixed multipoint spin-energy correlation should coincide with the corresponding correlations of the CFT minimal model with central charge $c=1 / 2$, which can be explicitly computed via Coulomb Gas methods. A rigorous proof of the validity of the expected formula is very recent, compared with the history of the Ising model, and is due to Dubedat [36,37] and to Chelkak, Hongler, and Izyurov [31,32], who proved that for even $n$, letting again $z_{j}$ be the complex representative of $x_{j}$,

$$
\begin{equation*}
\lim _{a \rightarrow 0} \lim _{\Omega \nearrow \mathbb{R}^{2}} \mathbb{E}_{\beta_{c} ; a, \Omega}^{0 ; \#}\left(\sigma\left(x_{1}\right) \cdots \sigma\left(x_{n}\right)\right)=\left[\left(\frac{A}{\sqrt{2}}\right)^{n} \sum_{\substack{\mu_{1}, \ldots, \mu_{n}= \pm: \\ \mu_{1}+\cdots+\mu_{n}=0}} \prod_{1 \leq i<j \leq n}\left|z_{i}-z_{j}\right|^{\mu_{i} \mu_{j} / 2}\right]^{1 / 2} . \tag{2.8}
\end{equation*}
$$

Even more, [31] proved that in a finite domain $\Omega$ with $\# \in\{\emptyset,+,-\}$ boundary conditions, the limiting spin correlations, $\mathbb{E}_{\beta_{c} ; \Omega}^{0 ; \#}\left(\sigma\left(z_{1}\right) \cdots \sigma\left(z_{n}\right)\right):=\lim _{a \rightarrow 0} \mathbb{E}_{\beta_{c} ; a, \Omega}^{0 ; \#}\left(\sigma\left(x_{1}\right) \cdots \sigma\left(x_{n}\right)\right)$ are conformally covariant in a sense analogous to (2.7), i.e.,

$$
\begin{equation*}
\mathbb{E}_{\beta_{c} ; \Omega}^{0 ; \#}\left(\sigma\left(z_{1}\right) \cdots \sigma\left(z_{n}\right)\right)=\left(\prod_{i=1}^{n}\left|\varphi^{\prime}\left(z_{i}\right)\right|^{1 / 8}\right) \mathbb{E}_{\beta_{c} ; \mathbb{H}}^{0 ; \#}\left(\sigma\left(\varphi\left(z_{1}\right)\right) \cdots \sigma\left(\varphi\left(z_{n}\right)\right)\right), \tag{2.9}
\end{equation*}
$$

and, again, the right-hand side is explicit, see [31, Eо. (1.2)].

### 2.2. The nonplanar case

The remarkable results reviewed in the previous subsection are crucially based on the underlying exact solvability and discrete holomorphicity of the model. For $\lambda \neq 0$, neither of these properties holds, and completely different methods must be employed for constructing the scaling limit. As explained in the introduction, the natural framework for treating the effect of interactions are multiscale methods, rigorously implementing Wilson's RG ideas in the present context. A constructive approach based on these ideas was proposed in [82,92], and successfully used in $[14,45,74]$ to compute the large distance asymptotics of correlation functions and prove several instances of universality in spin and vertex models such as Ashkin-Teller, the 8 V model and non-integrable variants thereof. See [76] for a review of these developments until 2010. In the context of non-planar Ising models, a decade ago we successfully employed these methods to compute and prove universality of the bulk energy correlations, as summarized in the following theorem.

Theorem 2.1 ([44]). Fix a potential $V$ that, besides being even and translationally invariant, has finite range proportional to $a$ and is invariant under discrete rotations and reflections. Then there exist $\lambda_{0}>0$ and two functions $\beta_{c}=\beta_{c}(\lambda)$ and $Z_{2}(\lambda)$, real-analytic in $\lambda$ for $|\lambda| \leq \lambda_{0}$, such that, if $\Omega=\Omega_{L}$ is a $2 D$ torus of side $L$, for any $n>1$, any $n$-tuple of distinct
points $x_{1}, \ldots, x_{n} \in \mathbb{R}^{2}$, and any choice of $j_{1}, \ldots, j_{n} \in\{1,2\}$,

$$
\begin{equation*}
\lim _{a \rightarrow 0} \lim _{L \rightarrow \infty} \mathbb{E}_{\beta_{c} ; a, \Omega}^{\lambda ; \operatorname{per}}\left(\varepsilon_{j_{1}}\left(x_{1}\right) \cdots \varepsilon_{j_{n}}\left(x_{n}\right)\right)=Z_{2}^{n} \pi^{-n}\left|\operatorname{Pf} M\left(z_{1}, \ldots, z_{n}\right)\right|^{2}, \tag{2.10}
\end{equation*}
$$

where $M\left(z_{1}, \ldots, z_{n}\right)$ is the same defined after (2.6).
Note that the right-hand side of (2.10) is equal to $Z_{2}^{n}$ times the bulk scaling limit of the nearest-neighbor model (2.6): therefore, this theorem proves the universality conjecture for the full-plane multipoint energy correlations of a large class of perturbations of the standard 2D Ising model. The proof of the theorem, which is based on multiscale cluster expansion methods (see Section 4 below) gives much more information than that summarized in its statement: for instance, it provides an explicit, and essentially optimal, speed of convergence to the limit, as well as a constructive algorithm for computing $\beta_{c}(\lambda)$ and $Z_{2}(\lambda)$; moreover, it can be adapted to more general cases, e.g., it requires neither that $V$ is invariant under discrete rotations and reflections (the assumption has just the effect of simplifying the explicit expression on the right-hand side of (2.10)) nor that $\beta$ is fixed exactly at $\beta_{c}$ : choosing $\beta=\beta_{c}+a m_{0}$, we prove in [44] that the scaling limit of the truncated energy correlations is non-trivial (it realizes the so-called "massive scaling limit" in the temperature direction) and it decays exponentially to zero at large distances, with rate proportional to $m_{0}$.

Theorem 2.1 and its proof are restricted to a translational-invariant setting, which guarantees, in particular, that the effective potentials used to describe the system at length scales much larger than the lattice spacing, see Section 4 for details, can be parametrized by a finite number of "relevant" and "marginal" scale-dependent couplings (using a terminology borrowed from the Wilsonian RG jargon), which are in fact constants, rather than functions of the position $x$ in the domain where the system is defined on. If we are interested in constructing the scaling limit of the correlations in a finite domain $\Omega$, then we need to keep track of such $x$-dependence, and to control the boundedness of the relevant and marginal couplings, as the length scale increases, uniformly in $x$. From a technical point of view, the $x$-dependence of the scale-dependent couplings potentially induces additional logarithmic divergences in the theory, arising from the integration of the degrees of freedom supported in the vicinity of the boundary. To date, there are no systematic, well-developed methods for dealing with these divergences and related technical issues: the multiscale cluster expansion, which the proof of Theorem 2.1 is based on, is not well developed yet in the case of critical theories in finite domains, where boundaries are present and affect the form of correlation functions in the scaling limit. This is a severe limitation for the rigorous construction of scaling limits in finite domains and for the study of their conformal covariance with respect to deformations of the domain. Recently, we managed to overcome several of these technical issues and to provide the first construction of non-planar Ising models in a domain with boundary, in cylindrical geometry:

Theorem 2.2 ( $[6,7])$. Fix $V$ as in Theorem 2.1 and let $\lambda_{0}, \beta_{c}=\beta_{c}(\lambda)$ and $Z_{2}=Z_{2}(\lambda)$ be the same introduced there. Let $\Omega$ be a $2 D$ cylinder with arbitrary sides $\ell_{1}, \ell_{2}>0$, periodic in the horizontal direction. Then, for any $n>1$, any $n$-tuple of distinct points $x_{1}, \ldots, x_{n} \in \mathbb{R}^{2}$,
and any choice of $j_{1}, \ldots, j_{n} \in\{1,2\}$,

$$
\begin{align*}
\lim _{a \rightarrow 0} \mathbb{E}_{\beta_{c} ; a, \Omega}^{\lambda ; \mathrm{cyl}}\left(\varepsilon_{j_{1}}\left(x_{1}\right) \cdots \varepsilon_{j_{n}}\left(x_{n}\right)\right) & =Z_{2}^{n} \lim _{a \rightarrow 0} \mathbb{E}_{\beta_{c} ; ;, \Omega}^{0 ; \mathrm{cyl}}\left(\varepsilon_{j_{1}}\left(x_{1}\right) \cdots \varepsilon_{j_{n}}\left(x_{n}\right)\right) \\
& =Z_{2}^{n}(-\pi)^{-n} \operatorname{Pf} A\left(x_{1}, \ldots, x_{n}\right) \tag{2.11}
\end{align*}
$$

Here $A\left(x_{1}, \ldots, x_{n}\right)$ is the $2 n \times 2 n$ antisymmetric matrix with elements $A_{(i, a),(j, b)}\left(x_{1}, \ldots\right.$, $\left.x_{n}\right)=\mathbb{1}_{i \neq j} g_{a, b}^{\mathrm{cyl}}\left(x_{i}, x_{j}\right)$, where $i, j \in\{1, \ldots, n\}, a, b \in\{1,2\}$,

$$
\begin{equation*}
g_{a, b}^{\mathrm{cyl}}(x, y)=\sum_{n \in \mathbb{Z}^{2}}(-1)^{n}\left[g_{a, b}\left(x-y+\ell_{n}\right)+(-1)^{a} g_{a, b}\left(x-\tilde{y}+\ell_{n}\right)\right] \tag{2.12}
\end{equation*}
$$

$g_{a, b}$ are the matrix elements of

$$
g(x)=|x|^{-2}\left(\begin{array}{cc}
x_{1} & x_{2} \\
x_{2} & -x_{1}
\end{array}\right)
$$

$\ell_{n}=\left(n_{1} \ell_{1}, n_{2} \ell_{2}\right)$, and $\tilde{y}=\left(y_{1},-y_{2}\right)$.
Also in this case, as for Theorem 2.1, the proof of the theorem provides bounds on the speed of convergence to the limit, and it does not rely on the assumptions that $V$ is invariant under discrete rotations and reflections, and that the inverse temperature is fixed exactly at $\beta_{c}$ (these were made just to simplify the statement). The key new ingredients in the proof, compared with that of Theorem 2.1, are the following (I use again the Wilsonian RG jargon, for additional details see Section 4 below): (1) proof that the scaling dimension of boundary operators is better by one dimension than their bulk counterparts, (2) a cancelation mechanism based on an approximate image rule for the fermionic two-point function allows us to control the RG flow of the marginal boundary terms. I expect that these novel ingredients will play an important role in future developments in the mathematical construction of the scaling limit of critical 2D SM models in domains with boundaries.

Let me emphasize that the result summarized in Theorem 2.2 is uniform in $\ell_{1}, \ell_{2} .{ }^{2}$ Letting $\ell_{1}, \ell_{2} \rightarrow \infty$, we obtain the correlations in the half-plane (or, if desired, those in the full-plane, depending on the way in which we perform the limit). The proof can be generalized to the computation of the scaling limit of the boundary spin correlations, which can be shown to be the Pfaffian of an explicit antisymmetric matrix. A limitation of our result, intrinsic in the multiscale cluster expansion method employed, is the restriction to small values of $\lambda$. A related result [5] is the recent proof that, if $V$ is a ferromagnetic pair interaction, then the scaling limit of the boundary spin correlations has a Pfaffian structure. The proof is based on a random current representation and a multiscale application of Russo-Seymour-Welshtype bounds $[86,89]$ on the crossing probabilities of the currents, and applies to ferromagnetic pair interaction of any strength, i.e., remarkably, the result is nonperturbative. A limitation is that the scaling limit of the boundary spin correlations constructed in [5] and the associated

2 Strictly speaking, the proof in [6] requires $\ell_{1} / \ell_{2}$ to be bounded from above and below. This limitation can be easily overcome: if $\ell_{1} \ll \ell_{2}$ or $\ell_{1} \gg \ell_{2}$, one needs to separately study the contributions from the intermediate length scales between $\ell_{1}$ and $\ell_{2}$, which is easy to do by the multiscale methods of [6]: in fact, at these scales, the systems effectively behaves as a 1D Ising system (whose thermodynamic behavior is "trivial") with dressed parameters.
critical exponents are not explicit: in this sense, [5] offers a complementary perspective to ours, both with respect to the results and of the techniques employed.

## 3. THE SCALING LIMIT OF INTERACTING DIMER MODELS

Let us now consider a different setting, the one of 2D dimer models, where the notion of universality and the nature of the scaling limit is more subtle than for Ising models. Dimer models (possibly in the presence of vacancies, called "monomers") were introduced in the equilibrium setting by Fowler and Rushbrooke in 1935 [42] as simplified models for liquids of anisotropic molecules. Here we consider such models in the limit of no vacancies. Let us define the setting precisely: similarly to the previous section, let $\Omega$ be a simply connected region of the plane, or a 2 D torus, or a 2 D cylinder. Let $\mathbb{L}$ be the infinite square grid of lattice spacing $1 / \sqrt{2}$ and axes tilted by $45^{\circ}$ with respect to the standard horizontal and vertical axes, and let $\Omega_{a}$ be a discretization of $\Omega$ on $a \mathbb{L}, a>0$. Note that the graph $G_{\Omega_{a}}$ associated with $\Omega_{a}$, i.e., the one with vertex set $\Omega_{a}$ and edge set consisting of the links connecting nearest neighbor sites of $\Omega_{a}$, is bipartite, and we color its vertices black and white so that neighboring vertices have different colors, with the convention that the origin is black. An edge $e$ of $G_{\Omega_{a}}$ is said to be of type $r \in\{1,2,3,4\}$ if its white endpoint is to the NE, NW, SW, SE of its black endpoint, respectively. For any $e$, we let $r(e)$ be its type and $x(e)$ the coordinate of its black site (note that $x(e) \in a \mathbb{Z}^{2}$ ). A dimer covering, or "allowed dimer configuration," of the graph $G_{\Omega_{a}}$ is a subset of its edges that covers every vertex exactly once. We denote by $\mathscr{D}=\mathscr{D}\left(\Omega_{a}\right)$ the set of allowed dimer configurations in $\Omega_{a}$, and we assume that $\Omega_{a}$ has been chosen in such a way that $\mathscr{D} \neq \emptyset$. The class of dimer models we are interested in are defined by the following probability measure on $\mathscr{D}$ :

$$
\begin{equation*}
\mathbb{P}_{a, \Omega}^{\lambda}(D)=\frac{1}{Z_{a, \Omega}^{\lambda}}\left(\prod_{e \in D} t_{r(e)}\right) e^{\lambda V(D)}, \quad \forall D \in \mathscr{D} \tag{3.1}
\end{equation*}
$$

where $t_{r}$, with $r \in\{1,2,3,4\}$, are the weights of the 4 different dimer types; $V$ is a translationally invariant interaction, of finite range proportional to $a ; \lambda$ is the interaction strength, to be thought of as "small"; $Z_{a, \Omega}^{\lambda}=\sum_{D \in \mathcal{D}}\left(\prod_{e \in D} t_{r(e)}\right) e^{\lambda V(D)}$ is the partition function. With no loss of generality, we can fix $t_{4}=1$, and we shall do so in the following. For $\lambda=0$, the model is exactly solvable in a very strong sense, as originally proved by Kasteleyn [64] and by Temperley and Fisher [93], see Section 3.1 below. In general, for $\lambda \neq 0$, the model is not exactly solvable anymore, even though there is a special choice of the interaction $V$, of nearest neighbor type, for which it reduces to the 6 V model, which is solvable by Bethe ansatz, see [50, SECTION 2.3] and [11].

In analogy with the notation of the previous section, we denote by $\mathbb{E}_{a, \Omega}^{\lambda}(A)$ the average of an observable $A: D \rightarrow \mathbb{R}$ with respect to the probability weight in (3.1); again, truncated expectations are denoted by semicolons. Given an edge $e$, we denote by $\mathbb{1}_{e}$ the corresponding "dimer observable," i.e., the characteristic function of the event " $e$ belongs to the dimer configuration"; (truncated) expectations of products of dimer observables will be referred to as (truncated) dimer correlations. Another important observable is the height
function $h$, which is defined on the faces of $G_{\Omega_{a}}$ as follows: fix arbitrarily a face $\eta_{0}$ of $G_{\Omega_{a}}$, and set $h\left(\eta_{0}\right)=0$; the value of the height on the other faces is fixed by letting the gradients be

$$
\begin{equation*}
h\left(\eta^{\prime}\right)-h(\eta)=\sum_{e \in C_{\eta \rightarrow \eta^{\prime}}} \sigma_{e}\left(\mathbb{1}_{e}-1 / 4\right), \tag{3.2}
\end{equation*}
$$

where $C_{\eta \rightarrow \eta^{\prime}}$ is a nearest neighbor path on the dual of $G_{\Omega_{a}}$ from the face $\eta$ to the face $\eta^{\prime}$, the sum is over the edges crossed by this path, and $\sigma_{e}$ is a sign, equal to + or - depending on whether the oriented path $C_{\eta \rightarrow \eta^{\prime}}$ crosses $e$ with the white site on the right or left, respectively. The definition (3.2) is well posed because the right side does not depend ${ }^{3}$ on the choice of the path $C_{\eta \rightarrow \eta^{\prime}}$.

The probability measure $\mathbb{P}_{a, \Omega}^{\lambda}$ depends on the parameters $t_{1}, t_{2}, t_{3}, \lambda$ and on the interaction $V$. Let us fix the latter once and for all. We are interested in identifying choices of $t_{1}, t_{2}, t_{3}, \lambda$ producing a nontrivial scaling limit as $a \rightarrow 0$ and/or $\Omega \nearrow \mathbb{R}^{2}$. However, contrary to the Ising case, the properties of the limiting distribution are extremely sensitive to the shape of $\Omega$, to the choice of its discretization and on the boundary conditions. Let us first consider the case that $\Omega=\Omega_{L}$ is a torus, centered at the origin, whose horizontal and vertical sides are both of length $L$. In the limit $L \rightarrow \infty$, the expectation of the height function converges to a linear profile with slope $\rho=\rho\left(t_{1}, t_{2}, t_{3}, \lambda\right) \in \mathbb{R}^{2}$ :

$$
\begin{equation*}
\lim _{L \rightarrow \infty} \mathbb{E}_{a, \Omega}^{\lambda}\left(a h\left(\eta_{x}\right)\right)=\rho \cdot x, \quad \forall x \in \mathbb{R}^{2} \tag{3.3}
\end{equation*}
$$

where, for $x \in \mathbb{R}^{2}, \eta_{x}$ is the face whose bottom vertex is black, of coordinate $[x]:=a\left\lfloor a^{-1} x\right\rfloor$. An alternative way of computing the function $\rho\left(t_{1}, t_{2}, t_{3}, \lambda\right)$ is via the Legendre transform of the free energy of the system with respect to a suitable "magnetic field" $B \in \mathbb{R}^{2}$ : let $t_{1}(B)=t_{1} e^{-B_{1}}, t_{2}(B)=t_{2} e^{-B_{1}-B_{2}}, t_{3}(B)=t_{3} e^{-B_{2}}$, and

$$
\begin{equation*}
F(B):=\lim _{L \rightarrow \infty} L^{-2} \log Z_{a, \Omega}^{\lambda}(B) \tag{3.4}
\end{equation*}
$$

with $Z_{a, \Omega}^{\lambda}(B)=\sum_{D \in \mathcal{D}}\left(\prod_{e \in D} t_{r(e)}(B)\right) e^{\lambda V(D)}$ the partition function with $B$-dependent weights, and define the surface tension $\sigma: \mathbb{R}^{2} \rightarrow \mathbb{R} \cup\{+\infty\}$ as

$$
\begin{equation*}
\sigma(s)=\sup _{B}\left\{s \cdot B-\left(B_{1}+B_{2}\right) / 2-F(B)\right\} \tag{3.5}
\end{equation*}
$$

Then the average slope $\rho$ in (3.3) is the unique minimizer of $\sigma$ with respect to $s$. If $\rho$ belongs to the region $\mathcal{C}$ where $\sigma$ is strictly convex and twice differentiable, we also expect that the height fluctuations on top of the linear profile with slope $\rho$ are universally described by a Gaussian Free Field (GFF), in the sense that, for any $C^{\infty}$ compactly supported test function $\psi: \mathbb{R}^{2} \rightarrow \mathbb{R}$ such that $\int_{\mathbb{R}^{2}} \psi(x) d x=0$ and any $\alpha \in \mathbb{R}$, letting $h^{a}(\psi)=a^{2} \sum_{x \in \Omega_{a}} \psi(x)\left(h\left(\eta_{x}\right)-a^{-1} \rho \cdot x\right)$,

$$
\begin{equation*}
\lim _{a \rightarrow 0} \lim _{L \rightarrow \infty} \mathbb{E}_{a, \Omega}^{\lambda}\left(e^{i \alpha h^{a}(\psi)}\right)=e^{-\frac{\alpha^{2}}{2} \int_{\mathbb{R}^{2}} d x \int_{\mathbb{R}^{2}} d y \psi(x) \psi(y) G_{\rho}(x, y)} \tag{3.6}
\end{equation*}
$$

3 More precisely, the values of the right-hand side of (3.2) computed along two paths $C_{\eta \rightarrow \eta^{\prime}}$ and $C_{\eta \rightarrow \eta^{\prime}}^{\prime}$ are the same if the loop obtained by concatenating $C_{\eta \rightarrow \eta^{\prime}}$ with the path obtained by reversing the orientation of $C_{\eta \rightarrow \eta^{\prime}}^{\prime}$ is contractible. If $\Omega$ is a torus, then the two values may differ by a quantity depending on the windings of such a loop.
where $G_{\rho}$ is the Green's function, i.e., the inverse of $-\Delta_{\rho}:=-\sum_{i, j=1}^{2} \partial_{i}\left(\sigma_{i j}(\rho) \partial_{j}\right)$, with $\sigma_{i j}(\rho)$ the elements of the Hessian of $\sigma$ at $\rho$.

We are now in the position of formulating a conjecture on the scaling limit of the dimer model in more general domains, involving the surface tension $\sigma$ introduced above and the region $\mathcal{C}$ of slopes where $\sigma$ is strictly convex and twice differentiable. Suppose, e.g., that $\Omega$ is an open, finite, simply connected region of the plane. Let $\bar{h}: \Omega \rightarrow \mathbb{R}$ be a continuous function that extends continuously to $\partial \Omega$, which is a "dimer limit shape," in the sense that it is the unique minimizer of $\int_{\Omega} \sigma(\nabla h) d x$ with boundary condition $\left.h\right|_{\partial \Omega}=\left.\bar{h}\right|_{\partial \Omega}$, and suppose that it has "no frozen regions," in the sense that $\nabla \bar{h}$ belongs to $\mathscr{C}$ for almost-every $x \in \Omega$. Then we expect that there exists a sequence of discretizations $\Omega_{a}$ of $\Omega$ such that the average limiting height profile is exactly $\bar{h}$, i.e., $\lim _{a \rightarrow 0} \mathbb{E}_{a, \Omega}^{\lambda}\left(a h\left(\eta_{x}\right)\right)=\bar{h}(x), \forall x \in \Omega$, and the scaling limit of the height fluctuations around $\bar{h}$ is a GFF, in the sense that, for any $C^{\infty}$ compactly supported test function $\psi: \Omega \rightarrow \mathbb{R}$,

$$
\begin{equation*}
\lim _{a \rightarrow 0} \mathbb{E}_{a, \Omega}^{\lambda}\left(e^{i \alpha h^{a}(\psi)}\right)=e^{-\frac{\alpha^{2}}{2} \int_{\mathbb{R}^{2}} d x \int_{\mathbb{R}^{2}} d y \psi(x) \psi(y) G_{\bar{h}, \Omega}(x, y)} \tag{3.7}
\end{equation*}
$$

where $G_{\bar{h}, \Omega}$ is the inverse of the operator $-\Delta_{\bar{h}}$ on $\Omega$ defined by

$$
\begin{equation*}
\left(-\Delta_{\bar{h}} f\right)(x):=-\sum_{i, j=1}^{2} \partial_{i}\left(\sigma_{i j}(\bar{h}(x)) \partial_{j} f(x)\right), \tag{3.8}
\end{equation*}
$$

with zero Dirichlet boundary conditions at $\partial \Omega$. The expected structure of the scaling limit is even richer than what emerges from the previous discussion, e.g., it turns out that the GFF nature of the height fluctuations is strictly (and subtly) related to the mesoscopic and macroscopic behavior of the dimer correlations, as it will become clearer from the discussion in the next two subsections. Moreover, the conjectured GFF nature of the height field comes together with complementary (and even harder-to-prove) predictions on the monomer and "vertex," or "electric," correlation functions, whose precise description, however, goes beyond the purpose of this review.

### 3.1. The non-interacting case

As anticipated above, and in analogy with what we saw for the Ising model, at $\lambda=0$ the dimer model is exactly solvable [64,93]. Let us review here a few aspects of the solution, and let us focus for simplicity on the case that $\Omega=\Omega_{L}$ is a square torus of side $L$, as described before (3.3). For any finite $a$ and $L$, the partition function can be expressed as the linear combination of the determinants of four variants of the so-called Kasteleyn matrix $K=K\left(t_{1}, t_{2}, t_{3}\right)$ (a complex adjacency matrix of $G_{\Omega_{a}}$ ), the four variants differing for the boundary conditions along the edges "winding up" over the torus, which can be periodic or antiperiodic in the horizontal and vertical directions. Moreover, the multipoint dimer correlations are (linear combinations of four) determinants of minors of $K^{-1}$. Starting from these explicit formulas, one can easily compute the limit of the dimer correlations as $L \rightarrow \infty$, thus finding, in particular, that, for any two edges $e, e^{\prime}$, letting $r(e) \equiv r, r\left(e^{\prime}\right) \equiv r^{\prime}, x(e) \equiv x$,
$x\left(e^{\prime}\right) \equiv x^{\prime}:$

$$
\lim _{L \rightarrow \infty} \mathbb{E}_{a, \Omega}^{0}\left(\mathbb{1}_{e} \mathbb{1}_{e^{\prime}}\right)=K_{r} K_{r^{\prime}} \operatorname{det}\left(\begin{array}{cc}
K^{-1}\left(x+a v_{r}, x\right) & K^{-1}\left(x+a v_{r}, x^{\prime}\right)  \tag{3.9}\\
K^{-1}\left(x^{\prime}+a v_{r^{\prime}}, x\right) & K^{-1}\left(x^{\prime}+a v_{r^{\prime}}, x^{\prime}\right)
\end{array}\right)
$$

where $K_{r}=i^{r-1} t_{r}, v_{1}=(0,0), v_{2}=(-1,0), v_{3}=(-1,-1), v_{4}=(0,-1)$, and $K^{-1}$ is the inverse Kasteleyn matrix in the thermodynamic limit, which reads

$$
\begin{equation*}
K^{-1}(x, y)=\int_{[-\pi, \pi]^{2}} \frac{d k}{(2 \pi)^{2}} \frac{e^{-i a^{-1} k \cdot(x-y)}}{\mu(k)} \tag{3.10}
\end{equation*}
$$

with $\mu(k)=t_{1}+i t_{2} e^{i k_{1}}-t_{3} e^{i\left(k_{1}+k_{2}\right)}-i e^{i k_{2}}$ being the "dispersion relation." Using also the fact that $\lim _{L \rightarrow \infty} \mathbb{E}_{a, \Omega}^{0}\left(\mathbb{1}_{e}\right)=K_{r} K^{-1}\left(x+a v_{r}, x\right)$ and $\lim _{L \rightarrow \infty} \mathbb{E}_{a, \Omega}^{0}\left(\mathbb{1}_{e^{\prime}}\right)=$ $K_{r^{\prime}} K^{-1}\left(x^{\prime}+a v_{r^{\prime}}, x^{\prime}\right)$, one finds that the truncated dimer-dimer correlation reads:

$$
\begin{equation*}
\lim _{L \rightarrow \infty} \mathbb{E}_{a, \Omega}^{0}\left(\mathbb{1}_{e} ; \mathbb{1}_{e^{\prime}}\right)=-K_{r} K_{r^{\prime}} K^{-1}\left(x+a v_{r}, x^{\prime}\right) K^{-1}\left(x^{\prime}+a v_{r^{\prime}}, x\right) \tag{3.11}
\end{equation*}
$$

whose large distance decay properties are dictated by those of $K^{-1}$. In turn, these depend on the singularity structure of $\mu(k)$ : if $\mu$ has two simple zeros, denoted $p_{+}$and $p_{-}$, a simple asymptotic computation shows that at large distances

$$
\begin{equation*}
K^{-1}(x, y)=\frac{a}{2 \pi} \sum_{\omega= \pm} \omega \frac{e^{-i a^{-1} p_{\omega} \cdot(x-y)}}{\phi_{\omega}(x-y)}+O\left((a /|x-y|)^{2}\right) \tag{3.12}
\end{equation*}
$$

where $\phi_{\omega}(x)=\beta_{\omega} x_{1}-\alpha_{\omega} x_{2}$, with $\alpha_{\omega}=\partial_{k_{1}} \mu\left(p_{\omega}\right)$ and $\beta_{\omega}=\partial_{k_{2}} \mu\left(p^{\omega}\right)$. In view of (3.11),

$$
\begin{align*}
& \lim _{L \rightarrow \infty} \mathbb{E}_{a, \Omega}^{0}\left(\mathbb{1}_{e} ; \mathbb{1}_{e^{\prime}}\right)=\frac{a^{2}}{4 \pi^{2}} \sum_{\omega= \pm} \frac{K_{\omega, r} K_{\omega, r^{\prime}}}{\left(\phi_{\omega}\left(x-x^{\prime}\right)\right)^{2}} \\
&+\frac{a^{2}}{4 \pi^{2}} \sum_{\omega= \pm} \frac{K_{-\omega, r} K_{\omega, r^{\prime}}}{\left|\phi_{\omega}\left(x-x^{\prime}\right)\right|^{2}} e^{i a^{-1}\left(p_{\omega}-p_{-\omega}\right) \cdot\left(x-x^{\prime}\right)} \\
&+O\left(\left(a /\left|x-x^{\prime}\right|\right)^{-3}\right) \tag{3.13}
\end{align*}
$$

where $K_{\omega, r}=K_{r} e^{-i p_{\omega} \cdot v_{r}}$. Notice that both the first and second terms on the right-hand side decay at large distances (compared to the lattice spacing) as $\left(a /\left|x-x^{\prime}\right|\right)^{2}$, but the second term behaves differently from the first because it wildly oscillates on the lattice scale.

From these formulas, via (3.2), one can compute the average height profile and the asymptotics of the height fluctuations around the average. In particular, using the expression for the dimer one-point function, we find that the two components of the average slope at $\lambda=0$, in the sense of (3.3), are $\rho_{j}=\sum_{e \in C_{\eta \rightarrow \eta+a \hat{e}_{j}}} \sigma_{e}\left(K_{r(e)} K^{-1}\left(x(e)+a v_{r(e)}\right.\right.$, $x(e))-1 / 4$ ), with $j=1$, 2, for any face $\eta$ (here $\hat{e}_{j}$, is the unit coordinate vector in direction $j \in\{1,2\}$ ). Remarkably, $\rho$ belongs to the region $\mathscr{C}$ where the surface tension $\sigma$ is strictly convex and twice differentiable iff $\mu$ has two distinct zeros. In this case, by computing the asymptotics of the height fluctuations around the average height profile, we find, as expected, a GFF behavior: consider, e.g., four distinct points in the plane, $x_{1}, \ldots, x_{4} \in \mathbb{R}^{2}$; using (3.2), write the covariance of the height differences between the faces at $x_{1}, x_{2}$, and at $x_{3}, x_{4}$ as

$$
\begin{align*}
& \lim _{a \rightarrow 0} \lim _{L \rightarrow \infty} \mathbb{E}_{a, \Omega}^{0}\left(h\left(\eta_{x_{1}}\right)-h\left(\eta_{x_{2}}\right) ; h\left(\eta_{x_{3}}\right)-h\left(\eta_{x_{4}}\right)\right) \\
& \quad=\lim _{a \rightarrow 0} \sum_{e \in C_{\eta_{x_{1}} \rightarrow \eta_{x_{2}}}} \sigma_{e} \sigma_{e^{\prime}} \lim _{L \rightarrow \infty} \mathbb{E}_{a, \Omega}^{0}\left(\mathbb{1}_{e} ; \mathbb{1}_{e^{\prime}}\right) \tag{3.14}
\end{align*}
$$

and plug the asymptotic formula for the truncated dimer-dimer correlation (3.13) on the right-hand side of this equation; using the independence of the right-hand side of (3.14) from the choice of $C_{\eta_{x_{1}} \rightarrow \eta_{x_{2}}}, C_{\eta_{x_{3}} \rightarrow \eta_{x_{4}}}$, choose these lattice paths to be well separated: by doing so, one finds that both the remainder $O\left(\left(a /\left|x-x^{\prime}\right|\right)^{3}\right)$ and the wildly oscillating terms in (3.13) give subdominant contributions to the right-hand side of (3.14), in the $a \rightarrow 0$ limit; we are then left with the contribution from the first term on the right-hand side of (3.13) and, using the remarkable fact that, for any $x \in \mathbb{R}^{2}$ and $j \in\{1,2\}$,

$$
\begin{equation*}
\sum_{e \in C_{n x \rightarrow \eta_{x}+a e_{j}}} \sigma_{e} K_{\omega, r(e)}=-i \omega \partial_{j} \phi_{\omega}(x) \tag{3.15}
\end{equation*}
$$

we finally get

$$
\begin{align*}
& \lim _{a \rightarrow 0} \lim _{L \rightarrow \infty} \mathbb{E}_{a, \Omega}^{0}\left(h\left(\eta_{x_{1}}-h\left(\eta_{x_{2}}\right) ; h\left(\eta_{x_{3}}\right)-h\left(\eta_{x_{4}}\right)\right)\right. \\
& \quad=-\frac{1}{2 \pi^{2}} \operatorname{Re} \int_{\phi_{+}\left(x_{1}\right)}^{\phi_{+}\left(x_{2}\right)} d z \int_{\phi_{+}\left(x_{3}\right)}^{\phi_{+}\left(x_{4}\right)} d z^{\prime} \frac{1}{\left(z-z^{\prime}\right)^{2}} \\
& \quad=\frac{1}{2 \pi^{2}} \operatorname{Re} \log \frac{\left(\phi_{+}\left(x_{4}\right)-\phi_{+}\left(x_{1}\right)\right)\left(\phi_{+}\left(x_{3}\right)-\phi_{+}\left(x_{2}\right)\right)}{\left(\phi_{+}\left(x_{4}\right)-\phi_{+}\left(x_{2}\right)\right)\left(\phi_{+}\left(x_{3}\right)-\phi_{+}\left(x_{1}\right)\right)} . \tag{3.16}
\end{align*}
$$

Similar computations can be performed for higher moments of the height fluctuations, from which one finds that, for any $n>2$ and any $2 n$-ple of distinct points $x_{1}, \ldots, x_{2 n}$, $\lim _{a \rightarrow 0} \lim _{L \rightarrow \infty} \mathbb{E}_{a, \Omega}^{0}\left(h\left(\eta_{x_{1}}\right)-h\left(\eta_{x_{2}}\right) ; \ldots ; h\left(\eta_{x_{2 n-1}}\right)-h\left(\eta_{x_{2 n}}\right)\right)=0$. As a corollary, one finds (3.6) at $\lambda=0$, with $G_{\rho}(x, y)=-\frac{1}{2 \pi^{2}} \log \left|\phi_{+}(x-y)\right|$. Similar results can be extended to the case of finite, simply connected, domains of arbitrary shape: in particular, the GFF behavior of the height field in the sense of (3.7)-(3.8) has been proved in [69,72].

Note that, remarkably, the prefactor in front of the logarithm on the right-hand side of (3.16) (the "stiffness" of the GFF) is independent of the slope; equivalently, $\operatorname{det} \sigma_{i j}(\rho) \equiv \pi^{2}$, irrespective of $\rho$, provided $\rho \in \mathcal{C}$. This is a very special property of the non-interacting model, related to the fact that the spectral curve is an algebraic Harnack curve [70], and it is not expected to be robust under the addition of interactions. More in general, one expects that the GFF behavior of the height fluctuation relies on a subtle relation between the "stiffness" coefficient of the GFF, equal to $1 /\left(2 \operatorname{det} \sigma_{i j}(\rho)\right)$, and the critical exponent associated with the oscillating part of the dimer-dimer correlation. Such a connection is a restatement, in the dimer context, of a deep universality relation predicted by Kadanoff [62] and Haldane [53] for vertex models and Luttinger liquids, based on Coulomb gas and bosonization methods. In the next section I will present a rigorous statement of the Kadanoff-Haldane relation for interacting dimer models and I will discuss its role in the proof of the GFF behavior of the height field.

### 3.2. Interacting dimer models

Let us now consider interacting dimers, described by (3.1) with $\lambda \neq 0$. In this case, the exact solvability of the model and its underlying determinant structure break down, and no thermodynamic or correlation function can be written explicitly, in closed form. This is the same as for the Ising model, but actually, compared with the Ising case, here things are even
more subtle: while in the class of non-planar perturbations of the Ising model the scaling limit is expected to be described by the same critical exponents as the nearest-neighbor model, the interacting dimer correlations are expected to display a complex behavior, with different decay exponents associated with their oscillatory and non-oscillatory parts; in particular, the decay exponent associated with the oscillatory part of the two-point dimer correlation (i.e., the analogue of the second term on the right-hand side of (3.13)) is expected to be anomalous, i.e., to depend continuously and non-trivially on $\lambda$, and to be related by a simple, universal, relation to the stiffness coefficient of the height function.

As an illustration of the non-trivial large distance behavior of the correlation functions of the interacting model, let me first state a result about the asymptotics of the two-point dimer correlation, which generalizes equation (3.13) to the case $\lambda \neq 0$. Consider, again, the case that $\Omega=\Omega_{L}$ is a torus of side $L$ centered at the origin, and, given two edges $e, e^{\prime}$, let $x(e) \equiv x, x\left(e^{\prime}\right) \equiv x^{\prime}, r(e) \equiv r, r\left(e^{\prime}\right) \equiv r^{\prime}$. Then the following holds:

Theorem 3.1 ([49,50]). Let $t_{1}, t_{2}, t_{3}$ be such that $\mu(k)$ has two distinct nondegenerate zeros, $p_{ \pm}$. Then there exist constants $C, \lambda_{0}>0$ and functions $K_{\omega, r}^{\lambda}, H_{\omega, r}^{\lambda}, \alpha_{\omega}^{\lambda}, \beta_{\omega}^{\lambda}, p_{\omega}^{\lambda}, v(\lambda)$, analytic in $\lambda$ for $|\lambda|<\lambda_{0}$, for which, letting $\phi_{\omega}^{\lambda}(x)=\beta_{\omega}^{\lambda} x_{1}-\alpha_{\omega}^{\lambda} x_{2}$,

$$
\begin{align*}
& \lim _{L \rightarrow \infty} \mathbb{E}_{a, \Omega}^{\lambda}\left(\mathbb{1}_{e} ; \mathbb{1}_{e^{\prime}}\right)=\frac{a^{2}}{4 \pi^{2}} \sum_{\omega= \pm} \frac{K_{\omega, r}^{\lambda} K_{\omega, r^{\prime}}^{\lambda}}{\left(\phi_{\omega}^{\lambda}\left(x-x^{\prime}\right)\right)^{2}} \\
&+\frac{a^{2 v(\lambda)}}{4 \pi^{2}} \sum_{\omega} \frac{H_{-\omega, r}^{\lambda} H_{\omega, r^{\prime}}^{\lambda}}{\left|\phi_{\omega}^{\lambda}\left(x-x^{\prime}\right)\right|^{2 v(\lambda)}} e^{i a^{-1}\left(p_{\omega}^{\lambda}-p_{-\omega}^{\lambda}\right) \cdot\left(x-x^{\prime}\right)} \\
&+O\left(\left(\frac{a}{\left|x-x^{\prime}\right|}\right)^{3-C|\lambda|}\right) \tag{3.17}
\end{align*}
$$

Moreover, $K_{\omega, r}^{0}=H_{\omega, r}^{0}=K_{\omega, r}, \alpha_{\omega}^{0}=\partial_{k_{1}} \mu\left(p_{\omega}\right), \beta_{\omega}^{0}=\partial_{k_{2}} \mu\left(p_{\omega}\right), p_{\omega}^{0}=p_{\omega}, v(0)=1$, $\overline{\alpha_{\omega}^{\lambda}}=-\alpha_{-\omega}^{\lambda}, \quad \overline{\beta_{\omega}^{\lambda}}=-\beta_{-\omega}^{\lambda}, \quad \overline{K_{\omega, r}^{\lambda}}=K_{-\omega, r}^{\lambda}, \quad \overline{H_{\omega, r}^{\lambda}}=H_{-\omega, r}^{\lambda}, \quad p_{+}^{\lambda}+p_{-}^{\lambda}=(\pi, \pi)$,
and, generically in the choice of the interaction $V, v(\lambda)$ depends nontrivially on $\lambda$, i.e., $v^{\prime}(0) \neq 0$.

The proof of the theorem provides a constructive algorithm for computing the coefficients of the convergent power series in $\lambda$ for $K_{\omega, r}^{\lambda}, H_{\omega, r}^{\lambda}$, etc., but does not provide closed formulas for any of them. By comparing (3.17) with (3.13), it is apparent that the interaction modifies the scaling of the oscillatory part of the dimer-dimer correlation, which acquires the "anomalous" critical exponent $v(\lambda)$ : this may be larger or smaller than 1 , depending on the sign of $\lambda$; therefore, depending on whether the dimer interaction is repulsive or attractive, the oscillatory term, in absolute value, may be dominant or subdominant at large distances with respect to the nonoscillatory term. Let us remark that an explicit computation [51] shows that, generically, not only $v^{\prime}(0)$ is different from zero, but it also depends explicitly upon the average slope $\rho_{j}=\rho_{j}\left(t_{1}, t_{2}, t_{3}, \lambda\right)=\sum_{e \in C_{\eta \rightarrow \eta+a \hat{e}_{j}}} \sigma_{e}\left(\lim _{L \rightarrow \infty} \mathbb{E}_{a, \Omega}^{\lambda}\left(\mathbb{1}_{e}\right)-1 / 4\right)$.

Once that the sharp asymptotics for the two-point dimer correlation is known, we can compute the variance of height fluctuations, in analogy with (3.14) and following discussion. With the same notation and assumptions as in (3.14), we write

$$
\begin{align*}
& \lim _{a \rightarrow 0} \lim _{L \rightarrow \infty} \mathbb{E}_{a, \Omega}^{\lambda}\left(h\left(\eta_{x_{1}}\right)-h\left(\eta_{x_{2}}\right) ; h\left(\eta_{x_{3}}\right)-h\left(\eta_{x_{4}}\right)\right) \\
& =\lim _{a \rightarrow 0} \sum_{\substack{e \in C_{\eta_{x_{1}} \rightarrow \eta_{x_{2}}} \\
e^{\prime} \in C_{\eta x_{3}} \rightarrow \eta x_{4}}} \sigma_{e} \sigma_{e^{\prime}} \lim _{L \rightarrow \infty} \mathbb{E}_{a, \Omega}^{\lambda}\left(\mathbb{1}_{e} ; \mathbb{1}_{e^{\prime}}\right) \tag{3.19}
\end{align*}
$$

then we plug the asymptotics (3.17) on the right-hand side of this equation, and by choosing the paths $C_{\eta_{x_{1}} \rightarrow \eta_{x_{2}}}, C_{\eta_{x_{3}} \rightarrow \eta_{x_{4}}}$ well separated, we find that the contributions to the variance from the second and third terms on the right-hand side of (3.17) vanish as $a \rightarrow 0$. So also in the interacting case, we are left with the contribution to the variance from the non-oscillating term in (3.17), which we need to evaluate in the $a \rightarrow 0$ limit. In order for the involved sums to converge to well-defined, path-independent integrals, we need the analogue of (3.15) to hold in the interacting case, too. This is very hard, if not impossible, to check directly, due to the fact that the coefficients of the convergent power series in $\lambda$ for $K_{\omega, r}^{\lambda}$ and $\phi_{\omega}^{\lambda}$ are defined by extremely complicated, and different, algorithms. Nevertheless, we succeeded in proving the validity of an interacting analogue of (3.15), by making use of lattice Ward Identities (WI), in combination with hidden, chiral, WI for a continuum reference model that, in an appropriate sense, describes the infrared fixed point of the interacting dimer model (see next section for a few additional comments on the ideas of the proof):

Theorem 3.2 ([48,50]). Under the same assumptions as Theorem 3.1, one has

$$
\begin{equation*}
\sum_{e \in C_{\eta \rightarrow \eta+a \hat{e}_{j}}} \sigma_{e} K_{\omega, r(e)}^{\lambda}=-i \omega \sqrt{v(\lambda)} \partial_{j} \phi_{\omega}^{\lambda}(x), \tag{3.20}
\end{equation*}
$$

where $\nu(\lambda)$ is the same as in (3.17). Consequently,

$$
\begin{align*}
& \lim _{a \rightarrow 0} \lim _{L \rightarrow \infty} \mathbb{E}_{a, \Omega}^{\lambda}\left(h\left(\eta_{x_{1}}-h\left(\eta_{x_{2}}\right) ; h\left(\eta_{x_{3}}\right)-h\left(\eta_{x_{4}}\right)\right)\right. \\
& \quad=\frac{v(\lambda)}{2 \pi^{2}} \operatorname{Re} \log \frac{\left(\phi_{+}\left(x_{4}\right)-\phi_{+}\left(x_{1}\right)\right)\left(\phi_{+}\left(x_{3}\right)-\phi_{+}\left(x_{2}\right)\right)}{\left(\phi_{+}\left(x_{4}\right)-\phi_{+}\left(x_{2}\right)\right)\left(\phi_{+}\left(x_{3}\right)-\phi_{+}\left(x_{1}\right)\right)} . \tag{3.21}
\end{align*}
$$

An elaboration of the proof also implies that, for any $n>2$ and any $2 n$-tuple of distinct points $x_{1}, \ldots, x_{2 n}, \lim _{a \rightarrow 0} \lim _{L \rightarrow \infty} \mathbb{E}_{a, \Omega}^{\lambda}\left(\left(h\left(\eta_{x_{1}}\right)-h\left(\eta_{x_{2}}\right)\right) ; \ldots ;\left(h\left(\eta_{x_{2 n-1}}\right)-\right.\right.$ $\left.\left.h\left(\eta_{x_{2 n}}\right)\right)\right)=0$, from which the asymptotic GFF behavior of the height field, in the sense of (3.6), follows. The reader should not underestimate the fact that the proof of such GFF behavior comes with an exact computation of the stiffness coefficient of the GFF, which turns out to be the same as the critical exponent $v(\lambda)$ of the dimer-dimer correlation. This is a universal relation among critical exponents, equivalent to those predicted by Kadanoff and Haldane in the closely related contexts of vertex, Ashkin-Teller, and Luttinger liquid models. In particular, it is equivalent to the identity $X_{p}=X_{e} / 4[62$, ep. (13A)] between the polarization critical exponent $X_{p}$ and the energy critical exponent $X_{e}$ of the Ashkin-Teller model, an elusive exact scaling relation that Kadanoff predicted on the basis of formal bosonization methods and Coulomb gas techniques. In this sense, our result is a rigorous confirmation of
the predictions of bosonization in the context of interacting dimer models, and it is related to the notion of "weak universality" discussed in Baxter's book [11]; see also [48, section 1] and [76] for additional discussions on the notions of bosonization and weak universality in the contexts of dimer, vertex, Ashkin-Teller and quantum spin chain models.

## 4. METHODS AND IDEAS BEHIND THE PROOFS

A common feature of the problems and results stated above is that they concern nonsolvable 2D models in the vicinity of an exactly solvable reference model at its free Fermi point: this is a way of saying that the reference nearest-neighbor Ising and dimer models are exactly solvable in terms of determinants of appropriate, explicit, matrices. As well known [29, 43, 87], this allows us to express the partition and generating function of correlations of the reference, solvable, models in terms of Gaussian Grassmann integrals: in particular, for any $a>0$ and finite $\Omega$, the partition function of the dimer model at $\lambda=0$ can be written as

$$
\begin{equation*}
Z_{a, \Omega}^{0}=\int D \phi e^{-\left(\phi^{+}, K \phi^{-}\right)} \tag{4.1}
\end{equation*}
$$

where $K$ is the Kasteleyn matrix, and $\phi=\left\{\phi_{x}^{+}, \phi_{x}^{-}\right\}_{x \in \Omega_{a}} \equiv\left(\phi^{+}, \phi^{-}\right)$is a collection of Grassmann variables; the Ising partition function can be written analogously, with $K$ replaced by a different, but still explicit, matrix, and $\phi$ replaced by a collection of $4\left|\Omega_{a}\right|$ "real" Grassmann variables. Similarly, the generating functions of the dimer or energy correlations, in the two cases of dimers and Ising, can be also written as Gaussian Grassmann integrals, from which one can easily get closed formulas for the corresponding multipoint dimer or energy correlations, and prove that they satisfy an exact fermionic Wick rule at the lattice level, i.e., that they have determinant, or Pfaffian, form.

Another common feature of the dimer and Ising models discussed in this paper is that their interacting, non-solvable versions can be formulated exactly, at finite $a$ and finite $\Omega$, in terms of non-Gaussian Grassmann integrals [7,44,50]. For instance, the partition function of the interacting dimer model can be written as follows (again, the one of the non-planar Ising model admits an analogous representation):

$$
\begin{equation*}
Z_{a, \Omega}^{\lambda}=Z_{a, \Omega}^{0} \int P(D \phi) e^{V(\phi)} \tag{4.2}
\end{equation*}
$$

where $P(D \phi)=D \phi e^{-\left(\phi^{+}, K \phi^{-}\right)} / \int D \phi e^{-\left(\phi^{+}, K \phi^{-}\right)}$, and $V$ is a "potential" of strength $\lambda$, which can be written as the sum of monomials in $\phi$ of order $2,4,6$, etc., with kernels that are analytic in $\lambda$ in a small neighborhood of the origin and decay exponentially to zero at large distances, with rate proportional to the inverse lattice spacing. The term in $V$ that is quadratic in $\phi$ can be isolated from the rest of the potential and combined with the Gaussian "measure" $P(D \phi)$; after this rearrangement, the potential contains a quartic term, plus higher order subdominant terms. In this sense, both the interacting Ising and dimer models take the form of Grassmannian $\phi_{d}^{4}$ models in dimension $d=2$, somewhat reminiscent of the $\phi_{d}^{4}$ models studied by the constructive Quantum Field Theory (QFT) community since the early 1970s [52]. Note that (4.2) provides an explicit algorithm for computing all the coefficients of the
perturbative series in $\lambda$ for the partition function (similar considerations hold for the free energy and generating function of correlations): it is enough to expand the exponential and compute term by term the expectation of $V^{n}$ with respect to the Gaussian measure $P(D \phi)$, which can be easily done in terms of the fermionic Wick rule. What makes things nontrivial is the fact that the covariance of the reference Gaussian measure, which for dimers is the (finite volume analogue of the) inverse Kasteleyn matrix $K^{-1}$ in (3.10), at criticality decays algebraically to zero at large distances (criticality corresponds to the condition that $\mu(k)$ has two simple zeros, for dimers; and to the condition that $\beta$ is set equal to the inverse critical temperature, for Ising). This implies that the naive bounds one can easily derive on the coefficient of the perturbative series are non-uniform in $a$ and in the system size; in order to be able to control the thermodynamic and $a \rightarrow 0$ limits, one needs to exhibit subtle cancelations, whose identification requires systematic, multiscale resummations of the perturbation series, and which are very hard, if not impossible, to prove by direct inspection of the original series.

The approach developed over the years to identify these cancelations in critical systems is based on the ideas of Wilsonian RG. More specifically, the constructive RG approach used in the proofs of Theorems 2.1 to 3.2 is that developed by Benfatto, Gallavotti, Mastropietro, and coworkers $[16,17,19]$ and reviewed in, e.g., $[43,75]$; see also the more recent works [7, 47, 49], which review and provide a pedagogical introduction to this method in the specific contexts of non-planar Ising models, interacting dimer models, and fermionic $\phi_{d}^{4}$ theories with long-range interactions, respectively. At a very coarse level, the idea is to compute (4.2) recursively, first integrating out the degrees of freedom at length scales $\ell_{0} 2^{-N} \simeq a$ (here $\ell_{0}$ is the length unit and $-N=\left\lfloor\log _{2}\left(a / \ell_{0}\right)\right\rfloor$ ), then those at length scales $\ell_{0} 2^{-N+1}, \ell_{0} 2^{-N+2}, \ldots, \ell_{0} 2^{-h+1}$, etc. After each integration step, we re-express the partition and generating functions in a form analogous to (4.2), with $P(D \phi)$ replaced by a Gaussian measure with covariance supported on length scales $\gtrsim \ell_{0} 2^{-h}$ and $V(\phi)$ replaced by an effective interaction $V^{(h)}(\phi)$ that, up to a rescaling, has a form similar to the original $V(\phi)$, with modified coupling constants in front of the quadratic, quartic, sextic, etc., contributions. A dimensional power counting shows that the terms that tend to expand under iterations (and, therefore, to produce divergences in perturbation theory) are the quadratic and quartic ones, which tend to grow linearly and logarithmically in $2^{N-h}$, respectively. These are the terms to be monitored and carefully looked at, in order to identify the cancelations that, if present, allow one to define a resummed, convergent perturbation theory.

Let me describe the procedure at a slightly more technical level, focusing, for illustrative purposes, on the dimer case with $\Omega=\Omega_{L}$ a torus of side $L$, and neglecting in the following discussion finite size effects, e.g., the difference between $K^{-1}$ and its finite- $L$ counterpart. While the scheme described below has several similarities with that used in the case of non-planar Ising models, there are also important differences (e.g., the presence for dimers of a non-trivial effective quartic coupling, denoted $\lambda_{h}$ in the following), which I will comment about below.

In (4.2), we first rewrite the covariance $K^{-1}(x, y)$ of the Gaussian measure as a superposition of exponentially decaying "propagators," each characterized by an exponential decay rate $\propto 2^{h}, h \leq N$, that is, recalling (3.10) and (3.12), we rewrite $K^{-1}(x, y)=$
$\sum_{\omega= \pm} \sum_{h \leq N} e^{-i a^{-1} p_{\omega} \cdot(x-y)} g_{\omega}^{(h)}(x, y)$, with $g_{\omega}^{(h)}(x, y) \simeq 2^{h} g_{\omega}^{(0)}\left(2^{h} x, 2^{h} y\right)$, and $g_{\omega}^{(0)}$, $\omega= \pm$, two smooth functions, exponentially decaying to zero on scale $\ell_{0}$. Next, we rewrite the components of the random field $\phi$ with reference distribution $P(D \phi)$ as $\phi_{x}^{ \pm}=$ $\sum_{\omega= \pm} e^{ \pm i a^{-1} p_{\omega} x} \phi_{\omega, x}^{ \pm}$, and let $\phi_{\omega}=\phi_{\omega}^{(N)}+\phi_{\omega}^{(\leq N-1)}$ (equality to be understood in distribution), with $\phi_{\omega}^{(N)}$ (resp. $\phi_{\omega}^{(\leq N-1)}$ ) a Grassmann Gaussian field with covariance $g_{\omega}^{(N)}$ (resp. $g_{\omega}^{(\leq N-1)}=\sum_{h<N-1} g_{\omega}^{(h)}$; for brevity, we shall denote by $\phi^{(N)}$ the pair of fields $\left\{\phi_{+}^{(N)}, \phi_{-}^{(N)}\right\}$, and similarly for $\phi^{(\leq N-1)}$. Correspondingly, we re-express the interacting partition function in (4.2) as follows (here $V^{(N)}$ is the same as $V$, thought of as a function of $\phi^{(N)}+\phi^{(\leq N-1)}$ rather than of $\left.\phi\right)$ :

$$
\begin{align*}
Z_{a, \Omega}^{\lambda} / Z_{a, \Omega}^{0} & =\int P_{\leq N-1}\left(D \phi^{(\leq N-1)}\right) \int P_{N}\left(D \phi^{(N)}\right) e^{V^{(N)}\left(\phi^{(N)}+\phi^{(\leq N-1)}\right)} \\
& =e^{L^{2} F_{N}} \int P_{\leq N-1}\left(D \phi^{(\leq N-1)}\right) e^{V^{(N-1)}\left(\phi^{(\leq N-1)}\right)}, \tag{4.3}
\end{align*}
$$

where $P_{N}(D \phi)$ and $P_{\leq N-1}(D \phi)$ are the Grassmann Gaussian integrations with covariances $\int P_{N}(D \phi) \phi_{\omega, x}^{-} \phi_{\omega^{\prime}, y}^{+}=\delta_{\omega, \omega^{\prime}} g_{\omega}^{(N)}(x, y)$ and $\int P_{\leq N-1}(D \phi) \phi_{\omega, x}^{-} \phi_{\omega^{\prime}, y}^{+}=\delta_{\omega, \omega^{\prime}} g_{\omega}^{(\leq N-1)}(x, y)$, respectively, and $L^{2} F_{N}+V^{(N-1)}(\phi)=\log \int P_{N}\left(D \phi^{\prime}\right) e^{V\left(\phi^{\prime}+\phi\right)}$, with $V^{(N-1)}(0)=0 ; F_{N}$ is a single-scale contribution to the free energy, and $V^{(N-1)}$ is called the effective potential on scale $2^{-N+1}$. Remarkably, $F_{N}$ and the kernels of $V^{(N-1)}$ are analytic functions of $\lambda$, uniformly in $a$ and $L$, thanks to the Grassmann nature of the theory (the key idea is that the $n$th order term in perturbation theory can be expressed in determinant form, thanks to a smart interpolation identity due to Battle, Brydges, Federbush, and Kennedy [8, 22, 23], and the determinants can be bounded in an optimal way, from the combinatorial point of view, thanks to the Gram-Hadamard inequality [43]); moreover, the kernels of $V^{(N-1)}$ decay exponentially to zero at large distances, with exponential rate $\propto 2^{N-1}$.

In the second line of (4.3), we isolate the quadratic terms of $V^{(N-1)}(\phi)$ from the quartic or higher-order terms, and we insert them in the reference Gaussian integration $P_{\leq N-1}(D \phi)$, thus "dressing" it a little bit, the dressing corresponding to a small, $O(\lambda)$, change of the location of the zeros $p_{\omega}$ of $\mu(k)$, to an $O(\lambda)$ change of the "velocities" $\alpha_{\omega}=\partial_{k_{1}} \mu\left(p_{\omega}\right)$ and $\beta_{\omega}=\partial_{k_{2}} \mu\left(p_{\omega}\right)$, and to an overall rescaling by a multiplicative factor $Z_{N-1}=1+O(\lambda)$, which can be conveniently reabsorbed by rescaling the field $\phi$ by $\sqrt{Z_{N-1}}$. After the manipulation of these quadratic terms and this rescaling we are left with a modified effective interaction which includes a local quartic term, of the form $\lambda_{N-1} Z_{N-1}^{2} \int d x \phi_{+, x}^{+} \phi_{+, x}^{-} \phi_{-, x}^{+} \phi_{-, x}^{-}$, the constant $\lambda_{N-1}$ playing the role of the effective interaction strength on scale $2^{-N+1}$, plus a remainder, which is nonlocal, or involves monomials in $\phi$ of higher order than four.

We now iterate the procedure, and integrate out in the same fashion the fields on scales labeled by $N-1, N-2, \ldots, h+1$, so that, for any $h \leq N$, we rewrite:

$$
\begin{equation*}
Z_{a, \Omega}^{\lambda} / Z_{a, \Omega}^{0}=e^{L^{2} \sum_{h^{\prime}=h+1}^{N} F_{h^{\prime}}} \int P_{\leq h}\left(D \phi^{(\leq h)}\right) e^{V^{(h)}\left(\sqrt{Z_{h}} \phi^{(\leq h)}\right)} \tag{4.4}
\end{equation*}
$$

where, once again, the single-scale contributions to the free energy $F_{h^{\prime}}$ and the kernels of the effective potential $V^{(h)}$ are analytic functions of $\lambda$, uniformly in $a, L$ (but, in general,
non-uniformly in $N-h$ ). The constant $Z_{h}$ in the argument of the effective potential is the socalled wave-function renormalization, which plays the same role as the multiplicative factor $Z_{N-1}$ introduced above, after the integration of the first scale. Moreover, $V^{(h)}\left(\sqrt{Z_{h}} \phi\right)$ consists of: (i) quadratic terms, which can be combined with the reference Gaussian integration $P_{\leq h}\left(D \phi^{(\leq h)}\right)$, thus leading to an additional, iteratively defined, dressing of the effective covariance; (ii) a local quartic term, of the form $\lambda_{h} Z_{h}^{2} \int d x \phi_{+, x}^{+} \phi_{+, x}^{-} \phi_{-, x}^{+} \phi_{-, x}^{-}$, with $\lambda_{h}$ playing the role of the effective interaction strength at length scales $\propto 2^{-h}$; (iii) a remainder, including non-local interactions, or interactions of order higher than four in $\phi$, called the irrelevant terms.

As mentioned above, while well defined at each scale, the procedure sketched above does not lead to bounds that, in general, are uniform in the number of iterations, $N-h$. Of course, in order to perform the scaling limit $a \rightarrow 0$ (which corresponds to the removal of the ultraviolet cutoff $N \rightarrow \infty$ ) and/or the thermodynamic limit $L \rightarrow \infty$ (which corresponds to the removal of an infrared cutoff $h_{L}=\left\lfloor\log _{2}\left(\ell_{0} / L\right)\right\rfloor \rightarrow-\infty$ ), we need to prove that the construction is well defined uniformly in $N-h$. Remarkably, it turns out that the bounds on the kernels of the effective potential are uniform in the number of iterations iff $\lambda_{h}$ remains bounded and small, uniformly in the scale index: if this is the case, then all the irrelevant terms turn out to be bounded and small, too; in fact, they can be recasted in the form of uniformly convergent expansions in the effective couplings $\left\{\lambda_{h^{\prime}}\right\}_{h \leq h^{\prime} \leq N}$. In other words, all the potential sources of divergences are resummed into the scale-dependent couplings $\left\{\lambda_{h^{\prime}}\right\}$ and the problem of proving bounds on the free energy and correlation functions of the dimer model that are uniform in the scale index translates into that of controlling the boundedness of the sequence of effective couplings. This is an enormous conceptual simplification because $\lambda_{h}$ can be written as the solution to a finite difference equation, induced by the iterative integration procedure sketched above, known as the beta function equation, of the form $\lambda_{h-1}=\lambda_{h}+\beta_{h}\left(\lambda_{h}, \ldots, \lambda_{N}\right)$, with $\beta_{h}\left(\lambda_{h}, \ldots, \lambda_{N}\right)=c_{2, h} \lambda_{h}^{2}+$ higher orders. A priori, the same general estimates leading to the aforementioned control on the irrelevant contributions to the effective potential tell us that $\left|\beta_{h}\left(\lambda_{h}, \ldots, \lambda_{N}\right)\right| \leq C_{0} \varepsilon_{h}^{2}$, with $\varepsilon_{h}=\max _{h \leq h^{\prime} \leq N}\left|\lambda_{h^{\prime}}\right|$ and $C_{0}$ independent of $h$; therefore, using the fact that $\lambda_{N}=O(\lambda)$, we find $\left|\lambda_{h}\right| \leq C|\lambda|(1+|\lambda|(N-h))$ for some $h$-independent constant $C$; the point now is to look more closely at the beta function equation and to try to identify a structure guaranteeing that $\lambda_{h}$ behaves better than such a priori, general, bound. Explicit computations show that at second and third order $\beta_{h}\left(\lambda_{h}, \ldots, \lambda_{N}\right)$ is bounded by (const.) $2^{h-N} \varepsilon_{h}^{2}$ and (const.) $2^{h-N} \varepsilon_{h}^{3}$, respectively. Analogous estimates at all orders would imply that $\left|\lambda_{h}\right| \leq C|\lambda|$ uniformly in $h$, as desired. However, direct inspection of perturbation theory does not appear feasible, for bounding in a similar manner the general $n$th order contribution to the beta function.

The idea is to prove the desired cancelation via an indirect route: we introduce a reference model, which has the same beta function as the dimer model, asymptotically as $N-h \rightarrow \infty$, up to exponentially small corrections, smaller than $\varepsilon_{h}^{2} 2^{\theta(h-N)}$, for some $\theta \in(0,1)$. This reference model plays the role of the "infrared fixed point" of our Grassmann formulation of the dimer model and is a close relative of the Luttinger model, an exactly solvable model of interacting fermions in one dimension, originally solved by rig-
orous bosonization techniques by Mattis and Lieb [77]. The reference model we use is a variation of the same model, formulated in the Grassmann functional integral setting, differing from the original Luttinger model "just" by the choice of the ultraviolet regulator (this apparently innocent modification may a priori have serious consequences because exact integrability of the model requires a specific regularization scheme). Such a model displays additional symmetries as compared to the dimer model, most notably "local chiral gauge invariance", i.e., the model is formally (up to corrections due to the ultraviolet regulator) invariant under independent gauge transformations of the two chiral fields $\phi_{\omega}, \omega= \pm$. Chiral gauge invariance implies the validity of exact equations ("chiral Ward Identities") for the model's correlation functions; such equations include the so-called "anomaly terms", i.e., terms that would naively be zero if one neglected the effects of the ultraviolet regulator, which, remarkably, can be computed explicitly, in closed form. Combining such chiral Ward Identities (WI) with the so-called Schwinger-Dyson equation for the correlation functions, we are led to a closed formula for all the correlation functions of the model. Such closed formulas imply, in particular, that the effective coupling strength $\lambda_{h, \text { ref }}$ of the reference model is uniformly close to the corresponding bare coupling; and, in turn, this implies the asymptotic vanishing of the beta function both for the reference and the dimer model. They also imply that the large distance asymptotic behavior of the dimer correlation functions are the same as those of appropriate correlations of the reference model: from this we derive the asymptotic formula (3.17) and prove Theorem 3.1.

Not only that: the chiral WI imply exact identities ("scaling relations") relating different critical exponents, as well as critical exponents and the multiplicative prefactor in front of the density-density correlation of the reference model. Such exact identities, if compared and combined with the exact lattice WI satisfied by the dimer correlation functions, imply analogous scaling relations for the dimer model; in turn, the exact lattice WI of the dimer model are a consequence of the local conservation law for the number of incident dimers at each vertex. This is, at a rough level, the way in which we prove the identity (3.20), from which Theorem 3.2 and the GFF behavior of the height fluctuations follow.

Let me conclude this section by a brief discussion of how the previous strategy must be modified in order to prove Theorems 2.1 and 2.2 for non-planar Ising models. The general approach is the same: also the generating function of the energy correlations of these models can be expressed as non-Gaussian Grassmann integral, similar to (4.2). At the critical temperature, the covariance of the reference Gaussian integration decays algebraically to zero at large distances, and this implies that, in order to derive uniform bounds on the thermodynamic and correlation functions, we must appeal to a rigorous RG multiscale analysis. Therefore, also for Ising, we compute the non-Gaussian Grassmann functional integral in an iterative fashion, and we are led to the construction of a sequence of effective potentials $V^{(h)}$, in analogy with (4.4). However, a crucial difference is in the counting of the "critical" degrees of freedom of the effective theory. In the Ising case, the effective potential $V^{(h)}$ can be written as the function of a Grassmann field $\phi$ with two components per site rather than four (remember that in the dimer case, there were four Grassmann variables per
site, $\phi_{+, x}^{+}, \phi_{+, x}^{-}, \phi_{-, x}^{+}, \phi_{-, x}^{-}$; in the Ising case, we have just two, $\phi_{+, x}$ and $\phi_{-, x}$, no $\pm$ label at the exponent): this implies that the local quartic term in the effective potential, the one that was so hard to control in the dimer case, is automatically zero because there is no nonvanishing quartic monomial that can be constructed (the Grassmann rule implies $\phi_{\omega, x}^{2}=0$ ). This makes the construction of the non-planar Ising theory in the full-plane limit easier than that for interacting dimers (this also explain why Theorem 2.1, which involves non-planar Ising models in the full-plane limit, was proved already 10 years ago [44]).

The problem now is the extension to finite domains with open, or cylindrical, boundary conditions: in fact, the presence of boundaries produces an additional effective, scaledependent, coupling, localized at the boundary, which is potentially logarithmically divergent, like the quartic effective coupling in the dimer setting. And, again, the proof that such additional boundary scale-dependent coupling remains bounded and small, uniformly in the scale index, requires to identify cancelations in its flow equation. In the Ising setting, these cancelations follow from an approximate image rule for the fermionic covariance at the boundary; once we identified this cancelation, we managed to extend the construction of the scaling limit of energy correlations to the cylindrical setting, thus proving Theorem 2.2. Our proof is currently restricted to a specific cylindrical geometry, which we need in order to identify the required boundary cancelations, and in order to obtain optimal bounds on the fermionic Green's function in the vicinity of the boundary. However, the technique itself underlying the proof of the theorem seems robust and I expect that it can be adapted, in perspective, to domains of arbitrary shape (even more, I expect that it will be capable to control the scaling limit of models in the Luttinger liquid universality class, such as interacting dimers, in finite domains). See next section for additional comments on these perspectives.

Due to space constraints, I cannot enter in more detail than this into the proofs of the main theorems presented in this paper. The purpose of this section was just to convey the main ideas we used and to highlight the strategy and main difficulties to be overcome in the proofs. For additional details, I refer the reader to the original papers [6,7,44, 48-50].

## 5. FURTHER RESULTS, PERSPECTIVES, AND OPEN PROBLEMS

Let me conclude this review with a brief, certainly partial, discussion of related results, perspectives and open problems, whose understanding would represent in my opinion a major advance in our understanding of the scaling limit of 2D non-planar Ising models and interacting dimers models (as well as of related classes of non-integrable statistical mechanics models, such as Ashkin-Teller and vertex models). I will state explicitly only problems that are more directly connected with the results and methods reviewed in this paper. Of course, there are plenty of other challenging, extremely interesting, open problems, concerning, e.g., the scaling limit of critical interfaces [12,30], the limiting validity of Virasoro algebra for an appropriate class of "dressed" observables [55], and the construction of the massive scaling limit in the magnetic field direction [25,26] (for non-planar Ising models), or the scaling limit of vertex and monomer correlations [37], the scaling limit of the cyclerooted spanning forest associated with the dimer configuration via the Temperley bijection
[48, SECT. 2.1.2], the validity of Cardy's formula [2,21,59] and, more generally, the computation of the subleading corrections to the free energy [27] (for interacting dimers).

### 5.1. Non-planar Ising models

Let us first consider the class of non-planar Ising models described above, in Section 2. There are a few extensions of the results of Theorems 2.1 and 2.2 which appear to be feasible on the basis of relatively straightforward extensions of the techniques underlying their proofs. I refer, in particular, to the computation of boundary spin correlations and boundary energy correlations (and mixed boundary spin, boundary energy, bulk energy correlations): it should be easy to show, on the basis of a mild extension of the proof of Theorem 2.2, that their scaling limit can be written as the Pfaffian of an explicit antisymmetric matrix, whose elements (involving the two-point boundary spin-spin correlations) can be written in closed form, and exhibit the expected boundary critical exponents. This would complement the results of [5], by computing explicitly the scaling limit for a wide class of nonplanar perturbations of the Ising model, not restricted to ferromagnetic pair interactions.

On the other hand, extension of Theorem 2.2, or of its expected analogue for boundary spin correlations, to domains of more general shapes than flat cylinders, appears to be much harder. Already in the $\lambda=0$ case, the construction of the scaling limit in domains of arbitrary shape remained elusive for several decades, and has been completed in the last ten years thanks to the use of the highly nontrivial methods of discrete holomorphicity, in the form developed, among others, by Smirnov, Chelkak, Hongler, and Izyurov [31-33, 56]. It would be extremely interesting to extend this construction to the interacting, non-planar case.

Open Problem 1. Compute the scaling limit of the multipoint energy correlations of nonplanar Ising models in domains $\Omega \subset \mathbb{R}^{2}$ of arbitrary shape, for different boundary conditions, say open, + or - As a corollary, prove conformal covariance of the limit.

One possibility to attack this problem is to extend the strategy sketched in the previous section to more general domains (already the case of the rectangle is non-trivial). There are two key technical points to be understood: (1) how can we obtain sufficient control on the fermionic Green's function in situations where it cannot be diagonalized explicitly? (By "control" here I mean: define its multiscale decomposition, with optimal bounds on its asymptotic behavior in the bulk and close to the boundaries; moreover, derive a Gram representation for the single-scale Green's function, with optimal dimensional bounds on the $L^{\infty}$-norm of the Gram vectors); (2) how do we prove the required cancelations on the boundary, "marginal," scale-dependent couplings? I believe that the most serious technical issue is the first. A solution may come from an effective combination of multiscale methods with those of discrete holomorphicity, which may lead to sharp bounds on the speed of convergence to the scaling limit already at the level of the $\lambda=0$ theory.

In connection with this problem, I cannot avoid mentioning an exciting recent development due to Duminil-Copin and collaborators [38], who proved rotational invariance for the scaling limit (whenever it exists) of a wide class of 2D critical models, including Potts,

6 V , and the random cluster model. The proof is based on completely different ideas than ours, and involve the coupling of different instances of these models on different isoradial graphs, characterized by different discrete rotational invariance properties, via a sequence of star-triangle transformations.

The first open problem, stated above, concerns energy correlations. Of course, analogous results for the spin correlations would also be extremely interesting. However, the study of the scaling limit of spin correlations is notoriously difficult, already in the full-plane limit, even in $\lambda=0$ case. The reason is that the spin observable is non-local in the Grassmann representation, and, already in the integrable case, their understanding requires the use of special, sophisticated techniques. In the full-plane limit at $\lambda=0$, one can use Szego's lemma to extract the asymptotics of the spin-spin correlations in special directions [79]; or, alternatively, one can use a set of quadratic finite difference equations, discovered by McCoy, Perk, and Wu [78], whose scaling limit is the Painlevé III equation. Multipoint spin correlations, both in the full plane limit and in finite domains, were understood much more recently, thanks to other, complementary techniques, namely discrete holomorphicity applied on a two-sheet discrete Riemann surface, associated with the original graph which the model is defined on, with cuts connecting the locations of the spin observables [31, 32, 36, 37]. It is unclear whether these ideas can be extended, and in case how, to the interacting setting, $\lambda \neq 0$.

Open Problem 2. Compute the scaling limit of the spin correlations of non-planar Ising models, first in the full plane, then in finite domains.

Already the case of the two-point spin correlation in the full plane limit is highly non-trivial, and its understanding would represent a breakthrough in the field, with a potential big impact on other problems that, at a heuristic level, are studied by formal bosonization and Coulomb gas techniques.

Another interesting set of open problems is related to the computation of the subleading corrections to the critical free energy of non-planar Ising models, which are expected to display subtle universality properties $[27,35]$. Fix $\beta=\beta_{c}$, fix $\Omega$, and compute the free energy for $a$ small; it is expected that

$$
\begin{equation*}
\log Z_{\beta_{c} ; a, \Omega}^{\lambda}=a^{-2}|\Omega| f(\lambda)+a^{-1}|\partial \Omega| \tau(\lambda)+c_{\Omega}(a, \lambda) \tag{5.1}
\end{equation*}
$$

with $f(\lambda)$ and $\tau(\lambda)$ independent of $\Omega$, and $c_{\Omega}(a, \lambda)$ of smaller order than $O\left(a^{-1}\right)$. More precisely, it is expected that the behavior of this subleading term in the $a \rightarrow 0$ depends upon the Euler characteristics $\chi$ of $\Omega$ (recall that $\chi=V-E+F$ with $V, E, F$ being the number of vertices, edges, and faces of any triangulation of $\Omega$, e.g., $\chi=0$ for $\Omega$ a torus or a cylinder, and $\chi=1$ for $\Omega$ a finite, simply connected domain). If $\chi \neq 0$, it is expected that

$$
\begin{equation*}
\lim _{a \rightarrow 0} \frac{c_{\Omega}(a, \lambda)}{\log \left(a^{-1}|\partial \Omega|\right)}=-\frac{1}{12} \chi \tag{5.2}
\end{equation*}
$$

while, if $\chi=0$, then

$$
\begin{equation*}
\lim _{a \rightarrow 0} c_{\Omega}(a, \lambda)=c_{\Omega}^{0} \quad \text { independent of } \lambda \tag{5.3}
\end{equation*}
$$

For example, if $\Omega=\Omega(\xi)$ is a torus with aspect ratio $\xi$,

$$
\begin{equation*}
c_{\Omega}^{0}=\log \left(\theta_{2}+\theta_{3}+\theta_{4}\right)-\frac{1}{3} \log \left(4 \theta_{2} \theta_{3} \theta_{4}\right) \tag{5.4}
\end{equation*}
$$

where $\theta_{i}=\theta_{i}\left(e^{-\pi \xi}\right)$ are Jacobi theta functions.
Open Problem 3. Prove (5.2) and (5.4) with an explicit expression for $c_{\Omega}^{0}$ for non-planar Ising models.

So far, the only known rigorous result related to this conjecture is a proof of "Cardy's formula" $[2,21]$ for toroidal domains $\Omega=\Omega(\xi)$ with aspect ratio going to infinity:

$$
\begin{equation*}
\lim _{\xi \rightarrow \infty} \frac{1}{\xi} \lim _{a \rightarrow 0} c_{\Omega}(a, \lambda)=\frac{\pi}{12} \tag{5.5}
\end{equation*}
$$

Here, the right-hand side is the $\xi \rightarrow \infty$ limit of the right-hand side of (5.4) divided by $\xi$. Equation (5.5) was proved in [46]. I believe that the methods developed in [6,7,50] for controlling finite size effects within the rigorous RG scheme described in Section 4 should be sufficient for proving (5.4) for the torus and the cylinder. Another story, which appears more challenging, is the case of $\chi \neq 0$. As far as I know, formula (5.2) is unproven even in the $\lambda=0$ case (with the exception of the rectangle, in which case it was proved in [57]).

### 5.2. Interacting dimer models

Let us now consider the class of interacting dimer models discussed in Section 3. All the problems stated in the previous subsection in the context of non-planar Ising models have their counterparts for dimers. Due to the underlying "Luttinger liquid" nature [53] of the scaling limit, and the presence of non-trivial, anomalous, exponents, I expect that their solution will be even more challenging than the one for the corresponding Ising's problems.

Open Problem 4. Prove the GFF nature of the scaling limit of the height fluctuations in arbitrary finite, simply connected, domains, in the sense of (3.7).

In order to prove such a statement via the multiscale methods sketched in Section 4, one will need to compute the dominant boundary corrections to the effective potentials, and, in particular, control the flow of the effective, marginal, boundary couplings (the dimer analogue of those discussed at the end of Section 4 for non-planar Ising). I expect that these boundary couplings will diverge exponentially in the limit of a large number of RG iterations, with a small, $\lambda$-dependent exponent, playing the role of an anomalous boundary critical exponent.

Open Problem 5. Compute the asymptotic behavior, in the sense of (3.17), for the two-point dimer correlation in a domain $\Omega$ with boundary, in the case in which at least one of the dimer observables is close to the boundary, and establish whether their oscillatory part exhibits an anomalous critical exponent $v_{\partial}(\lambda)$ different from the bulk one $v(\lambda)$; in case, compute such boundary exponent.

Other interesting directions and open problems involve generalizations of the type of dimer interactions. For instance, rather than the class of interactions discussed in Sec-
tion 3, one could imagine to break planarity of the model, by adding non-planar, non-nearestneighbor, edges to the graph, which may be occupied by "long" dimers with small probability. Under appropriate conditions on the geometry of these nonplanar edges, e.g., if there exist lattice paths connecting faces microscopically close to any two points of the domain that never pass under the "bridges" formed by the non-planar edges ${ }^{4}$ then it should still be possible to introduce a well-defined notion of height function. In such a situation, it would be interesting to test whether the GFF nature of the scaling limit of the height field persists, notwithstanding the loss of planarity of the model.

Open Problem 6. Same as Open Problem 4, for weakly non-planar dimer models.
I expect that, at least in the case of periodic models defined on a torus of side $L$, in the limit $L \rightarrow \infty$, a generalization of the method of proof of Theorem 3.2 will allow us to prove the convergence of a suitably defined height field to the massless GFF, in the sense of (3.6). Further extensions to different kind of dimer interactions appear more challenging. For instance, an extremely interesting problem that I propose here as my last Open Problem, is whether the GFF nature of the scaling limit of height fluctuations can be extended to the case of the interface between + and - phases in the 3D Ising model with "tilted" Dobrushin boundary conditions, at low enough temperatures. It is well known that the interface of the 3D Ising model with standard, flat, Dobrushin boundary conditions is rigid at low temperatures. This is not expected to be the case if the boundary conditions are assigned so that the interface has non-zero average slope. The problem of understanding the nature of fluctuations of this interface, even if apparently very different from those considered in this review, has surprisingly strict connections with that of the scaling limit of the height fluctuations for interacting dimers [28]: in fact, it is well known that the monotone height profiles of a tilted 3D Ising interface can be mapped exactly, in an invertible way, to those of the dimer model on the hexagonal lattice; moreover, under this mapping, the height distribution of the 3D Ising model at zero temperature is the same as that of the standard, integrable, dimer model. From this exact correspondence, the GFF nature of the height fluctuations for the 3D Ising tilted interface at zero temperature readily follows. At positive temperatures, there is no known coupling between the height distribution of the 3D Ising tilted interface with that of a dimer model; however, it is tempting to guess that the effect induced by the temperature is qualitatively the same as that of a weak, effective, interaction among dimers. If this were the case, then the methods of Theorem 3.2 would provide a possible strategy for proving the existence of a "rough phase" for the 3D Ising model.

4 A concrete way of realizing this may be the following: consider a 2D periodic graph obtained by periodizing in two directions a planar fundamental cell $G_{0}$. Now make this non-planar by adding in each fundamental cell a number of non-planar bonds, with the restriction that they should not pass over the "corridors" between different copies of $G_{0}$. Even though the graph is non-planar, the height difference between faces in the corridors is well defined (use definition (3.2) with lattice paths passing only through the corridors).

Open Problem 7. Prove that the fluctuations of the interface of the 3D Ising model with tilted Dobrushin boundary conditions at low temperatures converges in the scaling limit to a GFF.
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#### Abstract

We consider many-body quantum systems on a finite lattice, where the Hilbert space is the tensor product of finite-dimensional Hilbert spaces associated with each site, and where the Hamiltonian of the system is a sum of local terms. We are interested in proving uniform bounds on various properties as the size of the lattice tends to infinity. An important case is when there is a spectral gap between the lowest state(s) and the rest of the spectrum which persists in this limit, corresponding to what physicists call a "phase of matter." Here, the combination of elementary Fourier analysis with the technique of Lieb-Robinson bounds (bounds on the velocity of propagation) is surprisingly powerful. We use this to prove exponential decay of connected correlation functions, a higher-dimensional Lieb-Schultz-Mattis theorem, and a Hall conductance quantization theorem for interacting electrons with disorder.
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## 1. INTRODUCTION

This paper considers lattice quantum systems. ${ }^{1}$ It is worth having some concrete examples in mind. For one specific example, consider a Hilbert space $\left(\mathbb{C}^{2}\right)^{\otimes L}$, i.e., the tensor product of $L$ Hilbert spaces, each of dimension 2. Index these two-dimensional Hilbert spaces (called "spins" or "sites") with an integer $i$, taken periodic modulo $L$, and consider the Hamiltonian

$$
\begin{equation*}
H=J_{1} \sum_{i} \vec{S}_{i} \cdot \vec{S}_{i+1}+J_{2} \sum_{i} \vec{S}_{i} \cdot \vec{S}_{i+2}, \tag{1.1}
\end{equation*}
$$

where $\vec{S}_{i}=\left(S_{i}^{x}, S_{i}^{y}, S_{i}^{z}\right)$ denotes the spin operators on the $i$ th such Hilbert space, i.e.,

$$
S^{x}=\left(\begin{array}{cc}
0 & 1 / 2 \\
1 / 2 & 0
\end{array}\right), \quad S^{y}=\left(\begin{array}{cc}
0 & \sqrt{-1} / 2 \\
-\sqrt{-1} / 2 & 0
\end{array}\right), \quad S^{z}=\left(\begin{array}{cc}
1 / 2 & 0 \\
0 & -1 / 2
\end{array}\right) .
$$

For $J_{2}=(1 / 2) J_{1}>0$, the lowest eigenvalue of $H$ is doubly degenerate for even $L$. A basis of ground states consists of either pairing sites $2 i, 2 i+1$ in a singlet for all $i$ or pairing sites $2 i, 2 i-1$ in a singlet; this is called the Majumdar-Ghosh chain [16]. A slight perturbation of the Hamiltonian, taking $J_{2} / J_{1}$ slightly different from $1 / 2$, breaks the degeneracy of the lowest eigenvalue, but there is an exponentially small difference between the two lowest eigenvalues followed by a gap to the rest of the spectrum that remains nonvanishing as $L \rightarrow \infty$.

This system exemplifies some of the results that we will consider. The fact that for all $J_{1}, J_{2}$ the lowest eigenvalue is either degenerate or has vanishing (in the large $L$ limit) difference to the next lowest eigenvalue is a corollary of the classic Lieb-Schultz-Mattis theorem [15]. That theorem is applicable only to one-dimensional quantum systems with periodic boundaries, meaning that sites can be arranged on a circle with short-range interactions. We will explain a more general machinery that allows us to prove a similar theorem for higher-dimensional quantum systems such as those on a two-dimensional square lattice [8].

Also, as $J_{1}, J_{2}$ vary, the properties of the Hamiltonian in (1.1) change, but for $J_{2}$ close to $J_{1} / 2$, the connection correlation functions are exponentially decaying in the distance between the operators. Here a connected correlation function is $\langle A B\rangle-\langle A P B\rangle$ where $A, B$ are operators supported on some set of sites, $P$ projects onto the two lowest (approximately) degenerate eigenvalues, and $\langle\ldots\rangle$ denotes the expectation value in an eigenvector corresponding to such an eigenvalue. This decay follows from another theorem that we will discuss, on exponential decay of correlation functions, again valid in any dimension under some assumptions on the Hamiltonian.

The Hamiltonian of (1.1) obeys a symmetry, namely the Hamiltonian commutes with the three operators $\sum_{i} S_{i}^{x}, \sum_{i} S_{i}^{y}$, and $\sum_{i} S_{i}^{z}$. Indeed, we will consider often Hamiltonians which just commute with a single operator, such as $\sum_{i}\left(S_{i}^{z}+1 / 2\right)$; here we add a

[^10]factor $1 / 2$ so that the eigenvalues of $S_{i}^{z}+1 / 2$ are integers and we can interpret this operator as a "conserved charge." Studying such Hamiltonians further in two-dimensions leads to the question of quantum Hall conductance, also discussed here.

Surprisingly, the key to many of these results is to consider the dynamical properties of the system, where we consider correlation functions of operators at different times, using the technique of Lieb-Robinson bounds. Let us begin by defining the systems we consider in some generality.

### 1.1. Lattice quantum systems

We consider quantum systems defined on a finite lattice. We have some finite set $\Lambda$ of sites. The set $\Lambda$ is called the lattice. Associated with each site $i$ is some finite-dimensional Hilbert space, and the Hilbert space of the whole quantum system is the tensor product of these Hilbert spaces. There is some metric $\operatorname{dist}(i, j)$ where $i, j \in \Lambda$. In many applications, $\Lambda$ may indeed be a geometric lattice in $\mathbb{R}^{n}$ or in $\mathbb{T}^{n}$ for some $n$; in this case, we call the system $n$-dimensional, and in this case the metric is inherited from the ambient space $\mathbb{R}^{n}$ or $\mathbb{T}^{n}$. However, in general $\Lambda$ may be an arbitrary set with arbitrary metric.

The Hamiltonian $H$ has the form

$$
\begin{equation*}
H=\sum_{X} h_{X} \tag{1.2}
\end{equation*}
$$

where the sum ranges over $X \subset \Lambda$, and each $h_{X}$ is self-adjoint and is supported on set $X \subset \Lambda$.
We use $\|O\|$ to denote the operator norm (largest singular value) of $O$. Our interest is in local Hamiltonians; locality is expressed as some assumption on the norms $\left\|h_{X}\right\|$ as a function of the diameter of the sets $X$.

One typical assumption is that the Hamiltonian has bounded strength and range and that the set of sites $\Lambda$ has bounded local geometry, meaning that all $\left\|h_{X}\right\| \leq J$ for some strength $J$ and all sets $X$ has diam $(X) \leq R$ for some range $R$ and that for all $i \in \Lambda$, we have $|\{j \in \Lambda \mid \operatorname{dist}(i, j) \leq R\}|$ bounded by some constant. Other assumptions considered include exponential decay where $\left\|h_{X}\right\|$ is exponentially small in $\operatorname{diam}(X)$.

From certain such locality assumptions, one can derive a so-called Lieb-Robinson bound, which can be thought of as bounding the velocity of excitations in such a lattice quantum system. For an arbitrary operator $A$, let

$$
\begin{equation*}
A(t) \equiv \exp (i H t) A \exp (-i H t) \tag{1.3}
\end{equation*}
$$

denote the operator $A$ evolved for time $t$ under Hamiltonian $H$.
The first such bound was proven by Lieb and Robinson [14]. However, their proof gave bounds that depended on the dimension of the Hilbert space. In Appendix A we give a different proof that does not depend on the dimension, following the strategy in [8] as slightly modified in [9]. Indeed, rather than proving a specific bound, we give a series expansion (A.1) below which upper bounds $\|[A(t), B]\|$ and different assumptions on $\left\|h_{X}\right\|$ can be inserted into this series. Using this series expansion, a typical result [9] is

Lemma 1. Suppose there are positive constants $\mu, s$ such that for all sites $i$ we have

$$
\sum_{X \ni i}\left\|h_{X}\right\||X| \exp [\mu \operatorname{diam}(X)] \leq s<\infty .
$$

Then, for any sets $X, Y$ with $\operatorname{dist}(X, Y)>0$, and any operators $A, B$ supported on $X, Y$, respectively,

$$
\|[A(t), B]\| \leq 2\|A\|\|B\| \sum_{i \in X} \exp [-\mu \operatorname{dist}(i, Y)]\left[e^{2 s|t|}-1\right]
$$

As a corollary, defining $v_{L R}=4 s / \mu$, for $\operatorname{dist}(X, Y) \geq v_{L R} t$, we have

$$
\|[A(t), B]\| \leq|X| \cdot\|A\|\|B\| \exp \left[-\frac{\mu}{2} \operatorname{dist}(i, Y)\right]
$$

This quantity $v_{L R}$, called the Lieb-Robinson velocity, can be thought of as defining a "light-cone" [6], so that, up to exponentially small error, $A(t)$ is supported within distance $v_{L R} t$ of $X$.

Note that Lemma 1 is applicable to the case of bounded strength and range with bounded local geometry.

Remark 1. The fact that the commutator is not vanishing, but merely very small, outside the light-cone is sometimes called "leakage." In most applications of these bounds, the leakage is negligibly small compared to the other terms. Indeed, for the rest of this paper, the leakage terms will be negligible and we will avoid any detailed discussion of them. However, we emphasize that the leakage really is nonzero in every case of interest; since the commutator is an analytic function of time (this follows trivially since we have a finite-size system), if the commutator were exactly zero on some interval of time, then it would vanish for all times.

We emphasize that we consider finite-size systems, so that many properties can be defined in an elementary way. For example, the Hamiltonian is a finite-dimensional matrix; the ground state energy is simply the smallest eigenvalue of the Hamiltonian; if the smallest eigenvalue is nondegenerate, then the ground state is simply the corresponding eigenvector (up to some arbitrary phase); and correlation functions are simply the trace of the projector onto the ground state with some given other finite-dimensional matrices. This contrasts with considering systems directly in the infinite size limit where one must take some care to define an algebra of operators on an infinite system. However, although we consider finite-size systems, our interest is in bounds that are uniform in $|\Lambda|$.

### 1.2. Outline of results and notation

We will survey some of the results that have been obtained using these methods. A key role is played by the spectral gap. In this paper, unless stated otherwise, the spectral gap is defined to be the absolute value of the difference between the ground state energy of $H$ (assumed nondegenerate) and the next smallest eigenvalue. We denote the spectral gap $\Delta E$.

We will be loose about estimates. In many cases we will simply state that a term is small (perhaps exponentially small or some other decay), leaving the detailed proofs and precise bounds to the already-published literature. This is done to emphasize the ideas without
getting too involved in the estimates. At the same time, we will give examples from physics to motivate the constructions.

We use computer-science big-O notation such as $\Omega, \mathcal{O}, \ldots$ throughout, where we implicitly consider a family of Hamiltonians defined on a family of $\Lambda$ with increasing cardinality $\Lambda$. The control parameter for the big-O notation may be $|\Lambda|$ or, in the higher dimensional Lieb-Schultz-Mattis theorem later, may be some other distance scale.

We use $|\ldots|$ for the $\ell_{2}$-norm of a state vector. We use $I$ for the identity matrix. We use $A^{\dagger}$ to denote the Hermitian conjugate of an operator $A$.

When we refer to a quantum state, this will always be a normalized pure state (with an arbitrary phase), rather than a mixed state.

In Section 2, we sketch the proof that connected correlation functions decay exponentially in systems with a spectral gap [8,9]. This can be understood as a nonrelativistic analogue of a familiar result in relativistic quantum field theory (where the speed of light plays the role of $v_{L R}$ ) that correlation functions decay exponentially in gapped theories. In Section 3, we sketch the proof of the higher-dimensional Lieb-Schultz-Matthis theorem, proven in [8]. In Section 4, we sketch the proof of Hall conductance quantization [10]. These last two results have a certain topological flavor. In both cases, one of the physical ideas motivating the mathematical proof is that although correlation functions decay exponentially in gapped systems, it is still possible for there to be some kind of topological order in the ground state.

## 2. EXPONENTIAL DECAY OF CONNECTED CORRELATION FUNCTIONS

In massive relativistic quantum field theories, connected correlation functions decay exponentially. Here we consider similar results for lattice field theories. The Lieb-Robinson velocity plays some role similar to that of the speed of light in a relativistic field theory, while the spectral gap plays a role similar to that of a mass gap.

A typical result for exponential decay is
Theorem 1. Let $A_{X}, B_{Y}$ be supported on sets $X, Y$. Suppose the conditions of Lemma 1 hold. Assume there is a unique ground state with spectral gap $\Delta E$ to the rest of the spectrum. Let $\langle\ldots\rangle$ denote the expectation value in the ground state. Then,

$$
\left\langle A_{X} B_{Y}\right\rangle-\left\langle A_{X}\right\rangle\left\langle B_{Y}\right\rangle \leq\left\|A_{X}\right\| \cdot\left\|B_{Y}\right\|\left(\exp \left[-\Omega\left(\frac{\operatorname{dist}(X, Y) \Delta E}{v_{L R}}\right)\right]+\cdots\right),
$$

where "..." denotes a leakage term from the Lieb-Robinson bound which is bounded by $|X| \cdot\left\|A_{X}\right\|\left\|B_{Y}\right\|$ times an exponentially decaying function of $\operatorname{dist}(X, Y)$.

Remark 2. This result can be readily generalized to the case that $H$ has a $q$-fold degenerate (or almost degenerate) smallest eigenvalue and then a gap $\Delta E$ to the rest of the spectrum. Then, defining $P_{0}$ to project onto the ground state subspace and $\langle O\rangle \equiv \frac{1}{q} \operatorname{tr}\left(P_{0} O\right)$, one may derive a more general bound on $\left\langle A_{X} B_{Y}\right\rangle-\left\langle A_{X} P_{0} B_{Y}\right\rangle$. In this case, there is an additional term in the bound that vanishes in the limit that the $q$ lowest eigenvalues become exactly degenerate.

Remark 3. The proof follows a general outline that we will use to derive the later results also, and, after giving the proof, we will emphasize the ideas that will be repeated later.

Proof of Theorem 1. To ease notation, replace $A_{X}$ by $A_{X}-\left\langle A_{X}\right\rangle$ and $B_{Y}$ by $B_{Y}-\left\langle B_{Y}\right\rangle$, so that both $A_{X}$ and $B_{Y}$ have vanishing expectation value in the ground state. Also, let $\ell=\operatorname{dist}(X, Y)$.

Let $\Psi_{n}$ for $n=0,1, \ldots$ be an orthonormal basis of eigenstates of $H$, with eigenvalues $E_{0}<E_{1} \leq \cdots$. Let $\langle\psi, \phi\rangle$ denote the inner product between states $\psi$ and $\phi$. Then,

$$
\begin{align*}
\left\langle\left[A_{X}(t), B_{Y}\right]\right\rangle= & \sum_{n>0}\left\langle\psi_{0}, A_{X} \Psi_{n}\right\rangle\left\langle\Psi_{n}, B_{Y} \psi_{0}\right\rangle \exp \left(-i\left(E_{n}-E_{0}\right) t\right) \\
& -\sum_{n>0}\left\langle\psi_{0}, B_{Y} \psi_{n}\right\rangle\left\langle\psi_{n}, A_{X} \psi_{0}\right\rangle \exp \left(+i\left(E_{n}-E_{0}\right) t\right) \tag{2.1}
\end{align*}
$$

Thus, to compute the desired correlation function $\left\langle A_{X}(t=0) B_{Y}\right\rangle$, we want to extract the "negative frequency" part of $\left\langle\left[A_{X}(t), B_{Y}\right]\right\rangle$, meaning the first sum in (2.1), evaluated at $t=0$. To do this, we use the following lemma [8,9]. It shows a typical kind of technique in this subject: we have some function (in this case a step function) which has a singularity, and we construct some other function (or in this case, a limit of a family of functions) which is a good approximation to that function when the argument has absolute value $\geq \Delta E$, and we show that that approximation has a fast decaying Fourier transform.

Lemma 2. Let $E \in \mathbb{R}$ and $\alpha>0$. Then

$$
\begin{aligned}
\lim _{T \uparrow \infty} \lim _{\varepsilon \downarrow 0} \frac{i}{2 \pi} \int_{-T}^{T} \frac{e^{-i E t} e^{-\alpha t^{2}}}{t+i \varepsilon} \mathrm{~d} t & =\frac{1}{2 \pi} \sqrt{\frac{\pi}{\alpha}} \int_{-\infty}^{0} \mathrm{~d} \omega \exp \left[-(\omega+E)^{2} /(4 \alpha)\right] \\
& = \begin{cases}1+\mathcal{O}\left(\exp \left[-\Delta E^{2} /(4 \alpha)\right]\right) & \text { for } E \geq \Delta E \\
\mathcal{O}\left(\exp \left[-\Delta E^{2} /(4 \alpha)\right]\right) & \text { for } E \leq-\Delta E\end{cases}
\end{aligned}
$$

Using Lemma 2, one has

$$
\begin{equation*}
\left\langle\Phi, A_{X} B_{Y} \Phi\right\rangle=\lim _{T \uparrow \infty} \lim _{\varepsilon \downarrow 0} \frac{i}{2 \pi} \int_{-T}^{T} \mathrm{~d} t \frac{1}{t+i \varepsilon}\left\langle\left[A_{X}(t), B_{Y}\right]\right\rangle e^{-\alpha t^{2}}+\mathcal{O}\left(\exp \left[-\Delta E^{2} /(4 \alpha)\right]\right) \tag{2.2}
\end{equation*}
$$

Now we choose $\alpha$ and apply the Lieb-Robinson bound. Fix $\alpha=\Delta E v_{L R} /(2 \ell)$. Then, $\mathcal{O}\left(\exp \left[-\Delta E^{2} /(4 \alpha)\right]\right)=\mathcal{O}\left(\exp \left[-\ell \Delta E /\left(2 v_{L R}\right)\right]\right)$. This bounds the second term on the right-hand side of (2.2). To bound the first term, we break the integral over $t$ into an integral for $|t| \leq \ell / v_{L R}$ and an integral for $|t| \geq \ell / v_{L R}$. The integral for $|t| \leq \ell / v_{L R}$ can be bounded using the Lieb-Robinson bound, giving the leakage term in the theorem. The integral for $|t| \geq \ell / v_{L R}$ is bounded by a triangle inequality by

$$
2\left\|A_{X}\right\| \cdot\left\|B_{Y}\right\| \lim _{T \uparrow \infty} \lim _{\varepsilon \downarrow 0} \frac{1}{2 \pi} \int_{\ell / v_{L R} \leq|t| \leq T} \mathrm{~d} t \frac{1}{t+i \varepsilon} e^{-\alpha t^{2}}
$$

which is bounded by $2\left\|A_{X}\right\| \cdot\left\|B_{Y}\right\| \cdot \mathcal{O}\left(\exp \left[-\ell \Delta E /\left(2 v_{L R}\right)\right]\right)$.

## 3. HIGHER-DIMENSIONAL LIEB-SCHULTZ-MATTIS

### 3.1. Review of one-dimensional Lieb-Schultz-Mattis theorem

One-dimensional quantum spin systems with $S U(2)$-invariant Hamiltonians exhibit different behavior depending on whether the spin is integer or half-integer. For a half-integer spin, it is found that either the ground state is degenerate or the gap vanishes in the thermodynamic limit, while for an integer spin there may be a unique ground state with a gap.

One paradigmatic example is the spin- $S$ Heisenberg spin chain,

$$
H=J \sum_{i} \vec{S}_{i} \cdot \vec{S}_{i+1}
$$

where $J>0$ and the sites are labeled by integers $i=0,1, \ldots, L-1$, which are periodic modulo $L$, and corresponding to each site there is a $(2 S+1)$-dimensional Hilbert space corresponding to a spin- $S$ representation of $S U(2)$, and where $\vec{S}_{i}$ is a vector of spin operators on the $i$ th spin. For $J>0$ and spin- $1 / 2$, there is a continuous spectrum of excitations. The spectral gap then vanishes polynomially in $L$. Another paradigmatic example is the Majumdar-Ghosh chain mentioned at the start of this paper. On the other hand, for integer spin the famous "Haldane conjecture" [7] asserts that there is a unique ground state with a spectral gap which is $\Omega(1)$, and the AKLT Hamiltonian [2] is an exactly solvable spin-1 Hamiltonian which shows this property.

This vanishing of the gap for half-integer spins is a corollary of the Lieb-SchultzMattis theorem [3,15] in one-dimension. We will give the theorem in a more general setting where the Hamiltonian is $U(1)$-symmetric, without using the full $S U(2)$ symmetry, and then relate this to the case of spin chains.

Let us define some terms. Say that a system is one-dimensional with periodic boundary conditions of size $L$, for some integer $L$, if the sites in $\Lambda$ correspond to vertices of a cycle graph with $|\Lambda|=L$, with the shortest path metric on the graph being the distance, and if all sites have the same Hilbert space dimension. We will label sites by integers. Define a translation operator $T$ in the obvious way; $T$ is a unitary operator, and conjugation by $T$ maps the algebra of operators supported on site $i$ to those supported on site $i+1$, and $T^{L}=I$. We say that a Hamiltonian is translationally invariant if $T H T^{-1}=H$. We say that a system has a conserved charge $Q$ if $Q=\sum_{i} q_{i}$, with $q_{i}$ being an operator with integer eigenvalues supported on site $i$ with $\left\|q_{i}\right\| \leq q_{\max }$ for some $q_{\max }$, so that $q_{j}=T^{j-i} q_{i} T^{i-j}$ and

$$
[Q, H]=0
$$

The proof that follows uses a trick of averaging over two choices of twist, to use the minimum number of assumptions; this form of the proof seems to have first appeared in [12].

Theorem 2. Consider a one-dimensional system with periodic boundary conditions of size $L$ with a translation invariant Hamiltonian $H$ and a conserved charge Q. Further, assume $H$ has strength $J$ and range $R$.

Let $\psi_{0}$ be a ground state of $H$ with $\left|\psi_{0}\right|=1$, and suppose that $\frac{\left\langle\psi_{0}, Q \psi_{0}\right\rangle}{L}$ is not integer. Then, if the ground state is nondegenerate, the spectral gap of $H$ is bounded by $\mathcal{O}\left(\frac{J q_{\text {max }}^{2} R^{2}}{L}\right)$.

Proof. The proof is variational: construct another state, show that the state is orthogonal to $\psi_{0}$, and compute the expectation value of $H$ in this state. Let

$$
U_{L S M}=\exp ( \pm i A)
$$

where we will pick the sign later and where

$$
A \equiv \sum_{j=0}^{L-1} 2 \pi q_{j} \frac{j}{L}
$$

The variational state used is

$$
\Phi=U_{L S M} \psi_{0}
$$

Since the ground state of $H$ is nondegenerate and since $[T, H]=0$, we have $T \psi_{0}=z \psi_{0}$ for some scalar $z$ with $|z|=1$. Note that

$$
\begin{align*}
T \Phi & =T \exp \left[ \pm i \sum_{j=0}^{L-1} 2 \pi q_{j} \frac{j}{L}\right] \psi_{0} \\
& =\exp \left[ \pm i \sum_{j=0}^{L-1} 2 \pi\left(T q_{j} T^{-1}\right) \frac{j}{L}\right] T \psi_{0} \\
& =z \exp \left[ \pm i \sum_{j=0}^{L-1} 2 \pi\left(T q_{j} T^{-1}\right) \frac{j}{L}\right] \psi_{0} \\
& =z \exp \left[ \pm i \sum_{j=0}^{L-1} 2 \pi q_{j+1} \frac{j}{L}\right] \psi_{0} \\
& =z \exp \left[ \pm i \sum_{j=0}^{L-1} 2 \pi q_{j} \frac{j-1}{L}\right] \psi_{0} \\
& =z \exp \left[\mp i 2 \pi \frac{Q}{L}\right] \Phi \\
& =z \exp \left[\mp i 2 \pi \frac{\left\langle\psi_{0}, Q \psi_{0}\right\rangle}{L}\right] \Phi . \tag{3.1}
\end{align*}
$$

The equality on the fifth line is a change in the index of summation, replacing $j$ by $j-1$. Here the assumption that $q_{j}$ has integer eigenvalues is used so that $\exp \left[i 2 \pi q_{L} \frac{L}{L}\right]=$ $\exp \left[i 2 \pi q_{0} \frac{0}{L}\right]=I$. The equality on the final line uses the assumption that $[Q, H]=0$ so that $\psi_{0}$ is an eigenvector of $Q$.

Using the assumption that $\left\langle\psi_{0}, Q \psi_{0}\right\rangle / L$ is noninteger, it follows that $\Phi$ is an eigenvector of $T$ with eigenvalue different from $z$, so it is orthogonal to $\psi_{0}$.

Now we estimate the energy of this state. Write $H=\sum_{i=0}^{L-1} h_{i}$, with $h_{j}=$ $T^{j-i} h_{i} T^{i-j}$ and with each $h_{i}$ supported on the set of sites within distance $R$ of $i$, with $\left\|h_{i}\right\| \leq J$.

We average $\langle\Phi, H \Phi\rangle-\langle\psi, H \psi\rangle$ over the two choices of sign in $U_{L S M}$, giving

$$
\begin{aligned}
& \langle\Psi, \\
& \left.\quad\left(\frac{U_{L S M}^{\dagger} H U_{L S M}+U_{L S M} H U_{L S M}^{\dagger}}{2}-H\right) \Phi\right\rangle \\
& \quad=L\left\langle\Psi,\left(\frac{U_{L S M}^{\dagger} h_{0} U_{L S M}+U_{L S M} h_{0} U_{L S M}^{\dagger}}{2}-h_{0}\right) \Phi\right\rangle \\
& \quad \leq L\left\|\frac{U_{L S M}^{\dagger} h_{0} U_{L S M}+U_{L S M} h_{0} U_{L S M}^{\dagger}}{2}-h_{0}\right\| \\
& \quad \leq L\left\|\left[\left[h_{0}, A\right], A\right]\right\|,
\end{aligned}
$$

where the averaging over signs cancels terms $\left[h_{0}, A\right]$. Finally, $\left\|\left[\left[h_{0}, A\right], A\right]\right\|=\mathcal{O}\left(\frac{J q_{\max }^{2} R^{2}}{L^{2}}\right)$.

To apply this system to $S U(2)$-invariant spin chains with half-integer spin, we may take $q_{i}=1 / 2+S_{i}^{z}$, where $S_{i}^{z}$ is the $z$-component of the $i$ th spin. Then, if the ground state is nondegenerate, it has total spin 0 , and hence $\left\langle\sum_{i} S_{i}^{z}\right\rangle=0$, so $\langle Q\rangle / L=1 / 2$, noninteger.

It is instructive to consider this variational state in the case of the Majumdar-Ghosh chain (1.1). A basis of ground states corresponds to pairing neighboring sites in singlets in one of two ways. Taking the sum of these states gives an eigenvector of $T$ with eigenvalue +1 . Applying $U_{L S M}$ to this sum gives the difference of these two states, up to an error of order $\mathcal{O}(1 / L)$. The difference of these states is an eigenvector $T$ with eigenvalue -1 .

### 3.2. Higher-dimensional extensions: physics

One might try to extend this theorem beyond one-dimensional systems. Note first that translation invariance is necessary for the theorem to hold: one can easily construct spin- $1 / 2$ systems without translation invariance with a unique ground state and a gap such as

$$
H=\sum_{i} \vec{S}_{2 i} \cdot \vec{S}_{2 i+1}
$$

The higher-dimensional theorem will apply to $n$-dimensional quantum systems, for $n \geq 1$. However, we will be able to state the theorem in greater generality, which will also be convenient because it will emphasize the fact that we use translation invariance in only one direction.

We say that a system has translation invariance in one direction with periodicity $L$ if the sites can be labeled by a pair $(i, v)$, where $i$ is an integer labeling a vertex of a cycle graph of length $L$ and $v$ is a vertex in some other graph $G$, so that the following hold. First, the metric is the shortest path metric on the graph given by the Cartesian product of that cycle graph with $G$. Second, the Hilbert space dimension of site $(i, v)$ is some $d_{v}$ depending only on $v$. Given this, define a unitary operator $T$ such that conjugation by $T$ maps the algebra of operators supported on site $(i, v)$ to those supported on site $(i+1, v)$ for all $v$, and $T^{L}=I$. We say that a Hamiltonian is translationally invariant if $T H T^{-1}=H$. We say that a system has a conserved charge $Q$ if $Q=\sum_{i, v} q_{i, v}$, with $q_{i, v}$ being an operator with integer eigenvalues supported on site $(i, v)$ with $\left\|q_{i, v}\right\| \leq q_{\max }$, so that $q_{j, v}=T^{j-i} q_{i, v} T^{i-j}$ and

$$
[Q, H]=0
$$

For an $n$-dimensional quantum system, $G$ may be an $(n-1)$-fold Cartesian product of cycle graphs, so that sites are labeled by $n$ different integers, each periodic modulo some other integer.

We then have [8]
Theorem 3. Consider a system with translation invariance in one direction with periodicity $L$, with a Hamiltonian with strength and range $J$ and $R$, respectively, both $\mathcal{O}(1)$, and such that $\Lambda$ has bounded local geometry. Assume that the number of sites is $\mathcal{O}(\operatorname{poly}(L))$. Assume that there is a conserved charge with $q_{\max }=\mathcal{O}(1)$. Assume that the ground state $\psi_{0}$ is unique with $\left\langle\psi_{0}, Q \psi_{0}\right\rangle / L$ noninteger. Then, the gap $\Delta E$ is $\mathcal{O}(\log (L) / L)$, where the constants hidden in the big-O notation depend on $J, R, q_{\max }$, on the polynomial bounding the number of sites, and on the local geometry of $G$.

Note that the theorem is slightly weaker than in the one-dimensional case, with a bound $\mathcal{O}(\log (L) / L)$ rather than $\mathcal{O}(1 / L)$. Also, for simplicity, we have been less explicit about the dependence of the bound on the constants.

Note also one slightly unsatisfactory feature: the theorem requires that $\left\langle\psi_{0}, Q \psi_{0}\right\rangle / L$ be noninteger. Suppose that we consider a two-dimensional system, of size $L$-by- $L^{\prime}$, with $\left\langle\psi_{0}, Q \psi_{0}\right\rangle /\left(L L^{\prime}\right)=1 / 2$. This is a typical case of interest in spin systems. Then, the theorem is only applicable if $L^{\prime}$ is odd.

One might attempt to use the same proof as before. Suppose that $H$ has bounded strength and range. Applying the same variational argument, the change in the expectation value of every term in the Hamiltonian (e.g., $\left\langle\Phi, h_{X} \Phi\right\rangle-\left\langle\psi_{0}, h_{X} \psi_{0}\right\rangle$ ) is still $\mathcal{O}\left(1 / L^{2}\right)$, but the number of such terms now is not $L$ but rather proportional to $L$ times the number of vertices in $G$. As a typical application of interest, let $L_{x}=L$ and let $G$ be a cycle graph of length $L_{y}$ so that vertices are labeled by a pair of integers $(i, j)$, with $i$ periodic modulo $L_{x}$ and $j$ periodic modulo $L_{y}$. Then if the "aspect ratio" $L_{y} / L_{x}$ is of order unity, the variational state may have energy of order unity above the ground state [1].

The problems with this approach were given in a very insightful physics article [17]. Indeed, the problem is not purely mathematical. The problem is that a two-dimensional quantum spin system can exhibit completely different behavior from a one-dimensional quantum spin system. A one-dimensional system with spin- $1 / 2$ can have a state like the Heisenberg chain with a polynomially small gap and power-law decaying correlations. Alternatively, it can have a state like the Majumdar-Ghosh chain. In this exactly solvable example, two choices of ground state correspond to two different ways of pairing neighbors into singlets, either pairing site $2 i$ with $2 i+1$ or pairing site $2 i$ with $2 i-1$. These two choices each break translation symmetry, though one may take symmetric and antisymmetric combinations to obtain ground states which are eigenstates of $T$. There is a local order parameter which distinguishes between these states, ${ }^{2}$ i.e., indeed, there is an operator supported on a set of bounded diameter which has nonvanishing matrix elements between symmetric and

2 See [3] for results showing that, in a sense, these are the only two possibilities for a onedimensional system, either translational symmetry breaking or a continuous spectrum.


## FIGURE 1

Schematic illustration of a two-dimensional system. Individual sites are not shown. Left- and right-hand sides of the system are identified to give a cylinder (or torus if top and bottom are also identified). Numbers indicate the first coordinate. The operator $Q_{\text {left }}$ is the total charge on sites between the left-hand side and the dashed line. Twist $\theta$ twists terms near the left-hand side of the figure, while $\theta^{\prime}$ twists terms near the dashed line. The twist $\theta^{\prime}$ is used as a technical trick in the proof of the higher-dimensional Lieb-Schultz-Mattis theorem.
antisymmetric states. However, in two dimensions, there is a new possibility. Spins can pair into singlets (or dimers as they are called) but these dimers can enter into a quantum spin liquid state [20-22]. In this case, the physics is that there is still a "topological degeneracy," so that there is an exponentially small splitting between the two lowest eigenstates. However, there is no local order parameter: any operator supported on a set of bounded diameter is exponentially close to a scalar in the subspace of the two lowest eigenstates.

So, while these physics arguments provide some motivation to find a generalization of the Lieb-Schultz-Mattis theorem to higher-dimensional systems, they also show that the variational argument does not directly generalize. To prove the theorem, we need the tool of "quasiadiabatic continuation," described in the next subsection.

This tool is used to turn physics arguments based on an idea of twisting boundary conditions into precise results.

Assume $H$ has finite range $R$, with $L \gg R$.
Given any site $(i, v)$, its first coordinate is the integer $i$. Let

$$
Q_{\mathrm{left}}=\sum_{0 \leq i<L / 2} \sum_{v} q_{i, v}
$$

be the total charge on sites with the first coordinate $0 \leq i<L / 2$. This is the "left" half of the system in Figure 1.

We say that a set has the first coordinate near $i$ if it is within distance $R$ of the set of sites with the first coordinate $i$, treating the first coordinate periodic modulo $L$. Define a two-parameter family of Hamiltonians (note the signs in the exponents)

$$
\begin{aligned}
H_{\theta, \theta^{\prime}} \equiv & \sum_{X \text { near } 0} \exp \left(i \theta Q_{\text {left }}\right) h_{X} \exp \left(-i \theta Q_{\text {left }}\right)+\sum_{X \text { near } L / 2} \exp \left(-i \theta^{\prime} Q_{\text {left }}\right) h_{X} \exp \left(i \theta^{\prime} Q_{\text {left }}\right) \\
& +\sum_{\text {remaining } X} h_{X},
\end{aligned}
$$

where $\theta, \theta^{\prime}$ are real parameters, periodic modulo $2 \pi$. The last sum is over $X$ not near 0 or $L / 2$. Note that

$$
H=H_{0,0}
$$

and

$$
\begin{equation*}
H_{\theta+\phi, \theta^{\prime}-\phi}=\exp \left(i Q_{\text {left }} \phi\right) H_{\theta, \theta^{\prime}} \exp \left(-i Q_{\text {left }} \phi\right) \tag{3.2}
\end{equation*}
$$

Physically, we can regard $\theta$ as defining a "gauge field" along the line of sites with the first coordinate 0 , and $\theta^{\prime}$ as another gauge field along the line $L / 2$. Then (3.2) describes a gauge transformation relating two different "choices of gauge," with the sum $\theta+\theta^{\prime}$ invariant under this. While this relation may seem trivial, it will be very useful in what follows.

Oshikawa [19] considered the effect of changing $\theta$ from 0 to $2 \pi$ in an attempt to prove a higher-dimensional Lieb-Schultz-Mattis theorem. In [17], his argument was analyzed in more detail, where it was found that what it proves is that the ground state must become degenerate at some value of $\theta$ if $\left\langle\psi_{0}, Q \psi_{0}\right\rangle / L$ is noninteger. Proof: suppose the ground state is nondegenerate for all $\theta$. Then, the adiabatic evolution from $\theta=0$ to $2 \pi$ maps the ground state to itself. However, one may show that if the ground state is an eigenvector of the translation operator $T$ with eigenvalue $z$, the adiabatically evolved state has eigenvalue $\exp \left(i \frac{2 \pi}{L}\left\langle\psi_{0}, Q \psi_{0}\right\rangle\right) z \neq z$.

This kind of argument considering a change in boundary conditions is called a flux insertion, and is related to Laughlin's argument for Hall conductance quantization [13]. While the adiabatic evolution using a flux insertion does not prove the desired result, this is still a useful physical idea. The technical tool we use to make the idea of flux insertion rigorous is called "quasiadiabatic continuation" [8].

### 3.3. Quasiadiabatic continuation

Suppose we have some family of Hamiltonians $H_{s}$ which depend smoothly on a real parameter $s$. Assume that for all $s$ the ground state is nondegenerate and the spectral gap is $\geq \Delta E$. Let $\psi_{a}(s)$ for $a \geq 0$ denote the (orthonormal) eigenstates of $H_{s}$, with energies $E_{a}(s)$, with $\psi_{0}(s)$ being the ground state.

Then, a familiar result of the first-order perturbation theory is that

$$
\begin{equation*}
\partial_{s} \psi_{0}(s)=\sum_{a>0} \frac{1}{E_{0}(s)-E_{a}(s)} \psi_{a}(s)\left\langle\psi_{a}(s),\left(\partial_{s} H_{s}\right) \psi_{0}(s)\right\rangle . \tag{3.3}
\end{equation*}
$$

We now use a trick similar to that used in the proof of exponential decay of correlations above: we take some function of energy difference which has some singularity, i.e., in this case, $1 /\left(E_{0}-E_{a}\right)$, and we approximate that function by a smooth function which gives a good approximation when the energy difference is $\geq \Delta E$. In the case of exponential decay of correlations, the needed result is Lemma 2. Here a variety of different forms have been used, and, rather than giving details, we simply give the approach outline.

Let $f(\cdot)$ be some smooth function with some Fourier transform $\tilde{f}(\cdot)$. Assume $f(x) \approx-1 / x$ for $|x| \geq \Delta$ and $f(0)=0$ and $f(x)=-f(-x)$, where we will not be
precise about the meaning of the approximation $\approx$. Then,

$$
\begin{align*}
\partial_{s} \psi_{0}(s) & \approx \sum_{a>0} f\left(E_{a}-E_{0}\right) \psi_{a}(s)\left\langle\psi_{a}(s),\left(\partial_{s} H_{s}\right) \psi_{0}(s)\right\rangle \\
& =\sum_{a} \int_{-\infty}^{\infty} \frac{\mathrm{d} t}{2 \pi} \tilde{f}(t) \exp \left(i\left(E_{a}-E_{0}\right) t\right) \psi_{a}(s)\left\langle\psi_{a}(s),\left(\partial_{s} H_{s}\right) \psi_{0}(s)\right\rangle \\
& =\int_{-\infty}^{\infty} \frac{\mathrm{d} t}{2 \pi} \tilde{f}(t)\left(\exp \left(+i H_{s}(t)\right)\left(\partial_{s} H_{s}\right) \exp \left(-i H_{s}(t)\right)\right) \psi_{0}(s) \\
& \equiv i D_{s} \psi_{0}(s), \tag{3.4}
\end{align*}
$$

where the last line of the equation is interpreted as defining an operator $i \mathscr{D}_{s}$ called the quasiadiabatic continuation operator. The error in this approximation in (3.4) depends on the error in the approximation $f(x) \approx-1 / x$ and on the norm $\left\|\partial_{s} H_{s}\right\|$, and we do not go into details here.

Since we have chosen $f$ to be odd, $\mathscr{D}_{s}$ is Hermitian. We can integrate this quasiadiabatic continuation operator along a path such as $s \in[0,1]$ to give

$$
\psi_{1}(s) \approx \mathcal{P} \exp \left(i \int_{0}^{1} \mathscr{D}_{s} \mathrm{~d} s\right) \psi_{0}(s)
$$

where $\mathcal{P}$ denotes a path-ordered exponential and $\mathcal{P} \exp \left(i \int_{0}^{1} \mathscr{D}_{s} \mathrm{~d} s\right)$ is a unitary.
The essential point of (3.4) is that if we choose $f$ so that $\tilde{f}$ is sufficiently rapidly decaying in time, then (by the Lieb-Robinson bounds) the operator $\mathscr{D}_{s}$ enjoys certain locality properties. In particular, if $\partial_{s} H_{s}$ is supported on some given set (for example, $\partial_{\theta} H_{\theta, 0}$ is supported within $O(1)$ of the line 0 ), then $\mathscr{D}_{s}$ can be approximated by an operator supported within some distance $\ell$ that set, with the error in approximation depending on the choice of $\tilde{f}$, and decreasing as $\ell$ is increased. Further, if $\partial_{s} H_{s}$ is a sum of operators supported on given sets then, by linearity, $\mathscr{D}_{s}$ can be approximated by a sum of operators supported within some distances of those sets.

In the original application of quasiadiabatic continuation [8], there were two sources of error. One came from the approximation in (3.4) since $f(x)$ was not exactly equal to $-1 / x$ for $x \geq \Delta$, while the second came from the approximate locality of $\mathscr{D}_{s}$.

In [18], Osborne introduced a different "exact" version where $f(x)$ was exactly equal to $-1 / x$ for $|x| \geq \Delta E$, and he showed that one could choose $\tilde{f}$ to decay superpolynomially in time. Using an old result in analysis [11], it is possible to improve this superpolynomial decay to an "almost exponential decay," made more precise later.

The original formulation of quasiadiabatic continuation gives tighter bounds for the higher-dimensional Lieb-Schultz-Mattis theorem. On the other hand, the "exact" quasiadiabatic continuation is more convenient for the proof of Hall conductance quantization. The exact form has the particular advantage that one may choose it so that evolution under the quasiadiabatic continuation operator also obeys a Lieb-Robinson bound.

We omit all the details of error estimates in this review.

### 3.4. Sketched proof of higher-dimensional Lieb-Schultz-Mattis theorem

We now sketch the proof of Theorem 3. The proof is variational, like the onedimensional proof. It is also by contradiction. Let us assume that there is a gap $\Delta E$, and for large enough $\Delta E$ we will derive a contradiction.

Let $\psi_{0}$ be the ground state of $H$. Since $H$ is translation invariant, $T \psi_{0}=z \psi_{0}$ for some $z$ with $|z|=1$.

Let $U$ be an operator that implements a quasiadiabatic continuation of $H_{\theta, 0}$ from $\theta=0$ to $2 \pi$, with the quasiadiabatic parameter chosen appropriately (we do not go into the details) to make the following estimates work.

We emphasize that we do not make any assumption that $H_{\theta, 0}$ has a gap for $\theta \neq 0$. Indeed, by the arguments above, we know that the gap closes at some $\theta$. Nevertheless, we define $U$ by integrating the quasiadiabatic evolution operator as if there were a gap $\Delta E$.

Our variational state will be $\Phi=U \psi_{0}$. This is similar to the one-dimensional construction with the operator $U_{L S M}$ replaced with a quasiadiabatic evolution. As in the onedimensional proof, we prove two things: we bound $\langle\Phi, H \Phi\rangle-\left\langle\psi_{0}, H \psi_{0}\right\rangle$, and we compute $\langle\Phi, T \Phi\rangle$ to show that $\Phi$ is orthogonal to $\psi_{0}$.

To bound $\langle\Phi, H \Phi\rangle-\left\langle\psi_{0}, H \psi_{0}\right\rangle$, write

$$
H=H_{1}+H_{2}
$$

where $H_{1}$ is the sum of terms $h_{X}$ such that $X$ is closer to the set of sites with the first coordinate 0 than it is to the set of sites with the first coordinate $L / 2$, and $H_{2}$ is the sum of the remaining terms:

$$
H_{1} \equiv \sum_{X \text { closer to } 0} h_{X}
$$

and

$$
H_{2} \equiv \sum_{\text {remaining } X} h_{X}
$$

The term $H_{2}$ commutes with $U$ up to exponentially small (in $L \Delta E / v_{L R}$ ) error by locality of the quasiadiabatic evolution operator. At the same time, $\left\|H_{2}\right\|$ is only polynomially large in $L$, and so, for $\Delta E$ sufficiently large compared to $\log (L) / L$, the commutator of the second term with $U$ is polynomially small (and indeed smaller than $\log (L) / L$ ).

To estimate $\left\langle\Phi, H_{1} \Phi\right\rangle-\left\langle\psi_{0}, H_{1} \psi_{0}\right\rangle$, define $U^{\prime}$ to implement quasiadiabatic evolution of $H_{0, \theta^{\prime}}$ as $\theta^{\prime}$ goes from 0 to $-2 \pi$. Define $W$ to implement the quasiadiabatic evolution of $H_{\theta,-\theta}$ as $\theta$ goes from 0 to $2 \pi$. Note the signs!

Since this is a sketched proof, we will write $\approx$ to indicate that something holds up to a polynomial in $L$ times something exponentially small in $L \Delta E / v_{L R}$, so that, for $\Delta E$ sufficiently large compared to $\log (L) / L$, this $\approx$ indicates a polynomially small error. One may show the following:

$$
\begin{align*}
\left\langle\Phi, H_{1} \Phi\right\rangle & \approx\left\langle U^{\prime} \Phi, H_{1} U^{\prime} \Phi\right\rangle \\
& \approx\left\langle W \psi_{0}, H_{1} W \psi_{0}\right\rangle \\
& \approx\left\langle\psi_{0}, H_{1} \psi_{0}\right\rangle, \tag{3.5}
\end{align*}
$$

where the first line is by the same locality of quasiadiabatic evolution argument as we used in considering the commutator $\left[H_{2}, U\right]$. The second line of (3.5) is from $U^{\prime} U \approx W$ : this result can be understood as the quasiadiabatic evolution operator that generates $W$ is a sum of two operators, one coming from the change in $H_{\theta, \theta^{\prime}}$ with respect to $\theta$ and the other the change with respect to $\theta^{\prime}$, while the operators that generate $U$ and $U^{\prime}$, respectively, come from the change in $H_{\theta, \theta^{\prime}}$ with respect to either $\theta$ or $\theta^{\prime}$. This simple argument does not fully justify the approximate equality, of course, as the evolutions are taken simultaneously in $W$ ( $\theta$ goes to $2 \pi$ while $\theta^{\prime}$ goes to $-2 \pi$ in $W$ ) and sequentially in $U^{\prime} U$, but using locality one may show it is approximately true. The third line follows from (3.2): since $H_{\theta,-\theta}$ is unitarily equivalent to $H$, the Hamiltonian $H_{\theta,-\theta}$ must also have the same gap $\Delta E$ and so the quasiadiabatic evolution will approximately evolve the ground state of $H_{0,0}$ to the ground state $H_{2 \pi,-2 \pi}=H_{0,0}$, up to some phase. That is, while the gap will close for $H_{\theta, 0}$, it remains open for $H_{\theta,-\theta^{\prime}}$. At this point in the proof, the phase is not important, since it cancels, but in the next step a similar phase will be important.

This completes the sketch of the proof that $\langle\Phi, H \Phi\rangle-\left\langle\psi_{0}, H \psi_{0}\right\rangle$ is small. We now sketch the proof that $\Phi$ has small overlap with $\psi_{0}$. The ground state $\psi_{0}$ is an eigenvector of $T$ with some eigenvalue $z$. We consider $z^{-1}\langle\Phi, T \Phi\rangle$ and bound it away from 1 . We have

$$
\begin{equation*}
z^{-1}\langle\Phi, T \Phi\rangle=\left\langle U \psi_{0}, T U T^{-1} \psi_{0}\right\rangle \approx\left\langle U^{\prime} U \psi_{0}, U^{\prime}\left(T U T^{-1}\right) \psi_{0}\right\rangle \tag{3.6}
\end{equation*}
$$

We have, as discussed above, $U^{\prime} U \psi_{0} \approx W \psi_{0}$, which is approximately equal to $\psi_{0}$ up to some phase. A similar result holds for $U^{\prime}\left(T U T^{-1}\right)$ : this operator can be considered as describing the quasiadiabatic evolution in a family of Hamiltonians where instead the parameter $\theta$ describes a gauge field near the line with the first coordinate 1 , rather than the first coordinate 0 , while the parameter $\theta^{\prime}$ still describes a gauge field near the line with the first coordinate $L / 2$. So, $U^{\prime}\left(T U T^{-1}\right) \psi_{0}$ is also equal to $\psi_{0}$ up to a phase. However, analyzing this phase (which is approximately the geometric phase of some adiabatic evolution) shows that the two phases differ if $\left\langle\psi_{0}, Q \psi_{0}\right\rangle / L$ is noninteger, giving the desired result.

Remark 4. Note that if $\left\langle\psi_{0}, Q \psi_{0}\right\rangle / L$ is noninteger, then its difference from the nearest integer is $\Omega(1 / L)$ since $Q$ has integer eigenvalues. So, even if the difference from $\left\langle\psi_{0}, Q \psi_{0}\right\rangle / L$ to the nearest integer is $o(1)$, one may still bound the errors terms to show that the two phases differ.

## 4. HALL CONDUCTANCE QUANTIZATION

### 4.1. Introduction

In 1879, Edwin Hall performed an experiment in an attempt to determine the sign of the charge of charge carriers in a metal. Was current caused by negative charge carriers flowing in one direction or by positive charge carriers flowing in the opposite direction? Consider a sample of some metal, which looks like a rectangle as viewed from above. He ran a current from the left-hand side of the rectangle to the right-hand side, while applying a magnetic field into the plane. Maxwell's equations predicted that the charge carriers would experience
a force, determined by their electric charge times the cross product of their velocity with the magnetic field. This force is in the plane of the rectangle, and perpendicular to the direction of current. The sign of this force is unchanged if one changes both the sign of the charge carriers and the sign of their velocity. This force is expected to lead to an accumulation of the charge carriers at the top or bottom edge of the rectangle, leading to a voltage between the top and bottom edge. This effect, that a magnetic field can lead to a voltage perpendicular to the current, is called the Hall effect.

The sign of the voltage for most materials agrees with what one would expect for charge carriers with a negative electric charge (i.e., electrons), though in some semiconductors, the sign is reversed and it is more natural to think of holes in the band as carrying the charge.

The Hall conductance has units of

$$
\frac{\text { current }}{\text { voltage }}=\frac{\text { charge }}{\text { time }} \cdot \frac{\text { charge }}{\text { energy }}=\frac{\text { charge }^{2}}{\text { time } \cdot \text { energy }}
$$

so that it has the same units as $e^{2} / h$ where $e$ is the charge of the electron and $h$ is Planck's constant.

Surprisingly, in 1980, von Klitzing found experimentally that, in two-dimensional semiconductors at low temperatures and large magnetic field, the Hall conductance was quantized in integer multiples of $e^{2} / h$ to very high accuracy. ${ }^{3}$ The fundamental physical argument for this quantization was given by Laughlin [13] but a mathematical proof remained open.

One surprising feature is that this very accurate quantization persists even though the actual physical samples were disordered. In [5], noncommutative geometry techniques were used to prove Hall conductance quantization for free (i.e., noninteracting) electrons with disorder.

In [4], Avron and Seiler made another important advance, proving Hall conductance quantization under a certain averaging assumption. They considered a system on a torus and introduced two fluxes, $\theta$ and $\phi$, on a longitude and meridian of the torus, respectively. See Figure 2. We write $H_{\theta, \phi}$ to denote a Hamiltonian as a function of these two parameters; both $\theta$ and $\phi$ are periodic modulo $2 \pi$. The space of parameters $\theta, \phi$ is called the flux torus.

They assumed that $H_{\theta, \phi}$ has a unique ground state for all $\theta, \phi$. Consider adiabatically transporting the ground state around some infinitesimal loop in the flux torus near some given $\theta, \phi$. The ground state acquires some Berry phase. This Berry phase is related, by the Kubo formula, to the quantum Hall conductance at that $\theta, \phi$. Physically, we can understand this relation as follows. If we imagine changing one parameter (say, $\theta$ ), this corresponds to a changing magnetic field which induces a voltage. This voltage induces a perpendicular current proportional to the Hall conductance, and this current will couple to the other parameter (in this case, $\phi$ ), changing the phase of the wavefunction.


## FIGURE 2

Schematic illustration of a two-dimensional system. Individual sites are not shown. Left- and right-hand sides of the figure are identified to give a cylinder, as well as top and bottom sides. Numbers indicate the first coordinate. Twists $\theta, \phi$ twist terms near the left-hand side and top side of the figure, respectively, and are used in the averaging proof of [4]. Twists $\theta^{\prime}, \phi^{\prime}$ twist terms near the dashed lines. Twists $\theta^{\prime}, \phi^{\prime}$ are used as a technical trick in the proof of [10].

The problem then is reduced to computing the Berry phase around such an infinitesimal loop, i.e., computing a Berry curvature. The average of this curvature over the torus is quantized in integer multiples of $(2 \pi)^{-1}$. Thus, Avron and Seiler proved that the average of the Hall conductance over the torus is quantized.

However, this left open the question of quantization of the Hall conductance at a specific values of $\theta, \phi$, assuming only a spectral gap at those $\theta, \phi$.

### 4.2. Results

We now state the results of [10], which proved Hall conductance quantization for interacting electrons without the averaging assumption. The results are quantitative, giving error bounds that decay almost exponentially fast as $L \rightarrow \infty$. A function $f$ is called almostexponentially decaying, if for all $c$ with $0 \leq c<1$ there is a constant $C$ such that $f(x) \leq$ $C \exp \left(-x^{c}\right)$ for all sufficiently large $x$, and a quantity is almost-exponentially small if it is bounded by an almost-exponentially decaying function.

We consider a two-dimensional quantum system, with sites on a torus $T$, with sites labeled by a pair $(i, j)$ periodic modulo $L$ for some $L$. We assume that there is a conserved charge $Q=\sum_{v} q_{v}$ as in the Lieb-Schultz-Mattis theorem and that the Hamiltonian has bounded strength and range. We assume that the Hamiltonian has a unique groundstate, with a spectral gap at least $\Delta E$.

Specifically, one proves:
Theorem 4. For any fixed, L-independent $R, J, q_{\max }$ and spectral gap $\Delta E>0$, for any Hamiltonian satisfying the above assumptions, the difference between the Hall conductance $\sigma_{x y}$ and the nearest integer multiple of $e^{2} / h$ is almost-exponentially small in $L$, where $e^{2} / h$ denotes the square of the electron charge divided by Planck's constant.

The proof of this theorem takes several steps. First, one replaces the Berry connection used to compute the Berry phase with the quasiadiabatic evolution operator, to relate the

Hall conductance to the phase for quasiadiabatic evolution around a small loop. One considers a quasiadiabatic evolution around a small, but not infinitesimal loop, on the flux torus near $(\theta, \phi)=(0,0)$. Keeping the loop sufficiently small (the size of the loop polynomially small in the system size), the gap remains open on evolution on this loop. Indeed, we may assume that the gap remains at least $(1-o(1)) \Delta E$, so that we may choose the function in the quasiadiabatic evolution so that it matches the adiabatic evolution on this loop. Thus, the ground state returns to itself after the quasiadiabatic evolution around this loop, up to a Berry phase. For a small loop size, this phase is proportional to the area times the Berry curvature plus higher-order corrections in loop size.

Second, one considers various other choices of $(\theta, \phi) \neq(0,0)$. For each such choice, one defines a path from $(0,0)$ to the given $(\theta, \phi)$, around a small loop, and back to $(0,0)$. Note that since we move now a large distance away from $(0,0)$, the gap may become small, or even vanish. So, we do not have a guarantee that we return to the ground state at the end of the path. However, we can make energy estimates to show that we indeed return to the ground state. To do this, we use a similar trick to that done in the proof of the higher-dimensional Lieb-Schultz-Mattis theorem. In that proof, we introduced an additional twist $\theta^{\prime}$ and used it to show that our variational state had energy close to the ground state. Here we introduce two extra twists $\theta^{\prime}, \phi^{\prime}$, and we use them to show that the state at the end of the path has energy close to the ground state. In this case, since we assume that the ground state is unique, this proves that we do return to the ground state up to small error. Further, we may show that the phase acquired is approximately independent of the choice of $(\theta, \phi)$.

Next, one takes a product of the evolution over several such paths (each path going from $(0,0)$ to some $(\theta, \phi) \neq(0,0)$, around a loop, and back to $(0,0))$. We do this such that the result is equivalent to evolution around a single large loop, i.e., certain segments of the paths cancel, leaving just the evolution around the large loop. This large loop starts at $(0,0)$, then increases $\theta$ from 0 to $2 \pi$, keeping $\phi$ fixed. Then it increases $\phi$ to $2 \pi$, keeping $\theta$ fixed. Then, it decreases $\theta$ from $2 \pi$ to 0 , keeping $\phi$ fixed. Finally, it decreases $\phi$ from $2 \pi$ to 0 , keeping $\theta$ fixed. Each of those four segments of the evolution approximately returns the ground state to itself, up to some phase; this again is shown by an energy argument. However, using the $2 \pi$ periodicity in the parameters $\theta, \phi$, the phases cancel. Thus, the combined evolution gives a phase which is approximately an integer multiple of $2 \pi$, and since this phase is approximately the product of the phases around the small loops, the phase for each small loop is approximately an integer multiple of $(2 \pi)^{-1}$ times the area of the loop. This part of the proof is, of course, very similar to one way to show that the average of the Berry curvature over flux torus is quantized; essentially, it is a form of Stokes' theorem. However, since we have used a quasiadiabatic evolution so that all the small loops contribute approximately the same phase, and since we have related the phase for the small loop near $(\theta, \phi)=(0,0)$ to the Berry curvature, it proves quantization without the averaging assumption and without any assumption of the gap remaining open.

## A. LIEB-ROBINSON BOUNDS

## A.1. Lieb-Robinson bound

Here we show
Lemma 3. Given operators $A$ supported on $X$ and $B$ supported on $Y$ with $X \cap Y=\emptyset$, we have

$$
\begin{align*}
\|[A(t), B]\| \leq 2\|A\| \cdot\|B\|(2|t|) & \sum_{Z_{1}: Z_{1} \cap X \neq \emptyset, Z_{1} \cap Y \neq \emptyset}\left\|h_{Z_{1}}\right\| \\
& +2\|A\| \cdot\|B\| \frac{(2|t|)^{2}}{2!} \sum_{Z_{1}: Z_{1} \cap X \neq \emptyset}\left\|h_{Z_{1}}\right\| \sum_{Z_{2}: Z_{2} \cap Z_{1} \neq \emptyset, Z_{2} \cap Y \neq \emptyset}\left\|h_{Z_{2}}\right\| \\
& +2\|A\| \cdot\|B\| \frac{(2|t|)^{3}}{3!} \sum_{Z_{1}: Z_{1} \cap X \neq \emptyset}\left\|h_{Z_{1}}\right\| \sum_{Z_{2}: Z_{2} \cap Z_{1} \neq \emptyset}\left\|h_{Z_{2}}\right\| \\
& \times \sum_{Z_{3}: Z_{3} \cap Z_{2} \neq \emptyset, Z_{3} \cap Y \neq \emptyset}\left\|h_{Z_{3}}\right\| \\
& +\cdots \tag{A.1}
\end{align*}
$$

Remark 5. The $k$ th term of the above series is equal to $2\|A\| \cdot\|B\| \frac{(2|t|)^{k}}{k!}$ times the sum over sets $Z_{1}, \ldots, Z_{k}$ with $Z_{1} \cap X \neq \emptyset, Z_{j} \cap Z_{j+1} \neq \emptyset$ for $0 \leq j<k$, and $Z_{k} \cap Y \neq \emptyset$, of the product $\prod_{j=1}^{k}\left\|h_{Z_{j}}\right\|$.
Proof. We assume $t>0$ because negative $t$ can be treated in the same way. Let $\varepsilon=t / N$ with a large positive integer $N$, and let

$$
t_{n}=\frac{t}{N} n \quad \text { for } n=0,1, \ldots, N
$$

Then we have

$$
\begin{equation*}
\|[A(t), B]\|-\|[A(0), B]\|=\sum_{i=0}^{N-1} \varepsilon \times \frac{\left\|\left[A\left(t_{n+1}\right), B\right]\right\|-\left\|\left[A\left(t_{n}\right), B\right]\right\|}{\varepsilon} \tag{A.2}
\end{equation*}
$$

In order to obtain the bound (A.10) below, we want to estimate the summand in the right-hand side. To begin with, we note that the identity $\left\|U^{*} O U\right\|=\|O\|$ holds for any observable $O$ and for any unitary operator $U$. Using this fact, we have

$$
\begin{align*}
& \left\|\left[A\left(t_{n+1}\right), B\right]\right\|-\left\|\left[A\left(t_{n}\right), B\right]\right\| \\
& \quad=\left\|\left[A(\varepsilon), B\left(-t_{n}\right)\right]\right\|-\left\|\left[A, B\left(-t_{n}\right)\right]\right\| \\
& \quad \leq\left\|\left[A+i \varepsilon\left[h_{\Lambda}, A\right], B\left(-t_{n}\right)\right]\right\|-\left\|\left[A, B\left(-t_{n}\right)\right]\right\|+\mathcal{O}\left(\varepsilon^{2}\right) \\
& \quad=\left\|\left[A+i \varepsilon\left[I_{X}, A\right], B\left(-t_{n}\right)\right]\right\|-\left\|\left[A, B\left(-t_{n}\right)\right]\right\|+\mathcal{O}\left(\varepsilon^{2}\right), \tag{A.3}
\end{align*}
$$

with

$$
\begin{equation*}
I_{X}=\sum_{Z: Z \cap X \neq \emptyset} h_{Z} \tag{A.4}
\end{equation*}
$$

where we have used

$$
\begin{equation*}
A(\varepsilon)=A+i \varepsilon\left[h_{\Lambda}, A\right]+\mathcal{O}\left(\varepsilon^{2}\right) \tag{A.5}
\end{equation*}
$$

and the triangle inequality. Further, by using

$$
\begin{equation*}
A+i \varepsilon\left[I_{X}, A\right]=e^{i \varepsilon I_{X}} A e^{-i \varepsilon I_{X}}+\mathcal{O}\left(\varepsilon^{2}\right) \tag{A.6}
\end{equation*}
$$

we have

$$
\begin{align*}
\left\|\left[A+i \varepsilon\left[I_{X}, A\right], B\left(-t_{n}\right)\right]\right\| & \leq\left\|\left[e^{i \varepsilon I_{X}} A e^{-i \varepsilon I_{X}}, B\left(-t_{n}\right)\right]\right\|+\mathcal{O}\left(\varepsilon^{2}\right) \\
& =\left\|\left[A, e^{-i \varepsilon I_{X}} B\left(-t_{n}\right) e^{i \varepsilon I_{X}}\right]\right\|+\mathcal{O}\left(\varepsilon^{2}\right) \\
& \leq\left\|\left[A, B\left(-t_{i}\right)-i \varepsilon\left[I_{X}, B\left(-t_{n}\right)\right]\right]\right\|+\mathcal{O}\left(\varepsilon^{2}\right) \\
& \leq\left\|\left[A, B\left(-t_{n}\right)\right]\right\|+\varepsilon\left\|\left[A,\left[I_{X}, B\left(-t_{n}\right)\right]\right]\right\|+\mathcal{O}\left(\varepsilon^{2}\right) . \tag{A.7}
\end{align*}
$$

Substituting this into the right-hand side in the last line of (A.3), we obtain

$$
\begin{align*}
\left\|\left[A\left(t_{n+1}\right), B\right]\right\|-\left\|\left[A\left(t_{n}\right), B\right]\right\| & \leq \varepsilon\left\|\left[A,\left[I_{X}, B\left(-t_{n}\right)\right]\right]\right\|+\mathcal{O}\left(\varepsilon^{2}\right) \\
& \leq 2 \varepsilon\|A\|\left\|\left[I_{X}\left(t_{n}\right), B\right]\right\|+\mathcal{O}\left(\varepsilon^{2}\right) \tag{A.8}
\end{align*}
$$

Further substituting this into the right-hand side of (A.2) and using (A.4), we have

$$
\begin{align*}
\|[A(t), B]\|-\|[A(0), B]\| & \leq 2\|A\| \sum_{n=0}^{N-1} \varepsilon \times\left\|\left[I_{X}\left(t_{n}\right), B\right]\right\|+\mathcal{O}(\varepsilon) \\
& \leq 2\|A\| \sum_{Z: Z \cap X \neq \emptyset} \sum_{n=0}^{N-1} \varepsilon \times\left\|\left[h_{Z}\left(t_{n}\right), B\right]\right\|+\mathcal{O}(\varepsilon) \tag{A.9}
\end{align*}
$$

Since $h_{Z}(t)$ is a continuous function of the time $t$ for a finite volume, the sum in the righthand side converges to the integral in the limit $\varepsilon \downarrow 0$ (i.e., $N \uparrow \infty$ ) for any fixed finite lattice $\Lambda$. In consequence, we obtain

$$
\begin{equation*}
\|[A(t), B]\|-\|[A(0), B]\| \leq 2\|A\| \sum_{Z: Z \cap X \neq \emptyset} \int_{0}^{|t|} d s\left\|\left[h_{Z}(s), B\right]\right\| \tag{A.10}
\end{equation*}
$$

We define

$$
\begin{equation*}
C_{B}(X, t):=\sup _{A \in \mathcal{A}_{X}} \frac{\|[A(t), B]\|}{\|A\|} \tag{A.11}
\end{equation*}
$$

where $\mathcal{A}_{X}$ is the algebra of observables supported on the set $X$. Then we have

$$
\begin{equation*}
C_{B}(X, t) \leq C_{B}(X, 0)+2 \sum_{Z: Z \cap X \neq \emptyset}\left\|h_{Z}\right\| \int_{0}^{|t|} d s C_{B}(Z, s) \tag{A.12}
\end{equation*}
$$

from the above bound (A.10). Assume $\operatorname{dist}(X, Y)>0$. Then we have $C_{B}(X, 0)=0$ from the definition of $C_{B}(X, t)$, and note that

$$
\begin{equation*}
C_{B}(Z, 0) \leq 2\|B\| \tag{A.13}
\end{equation*}
$$

for $Z \cap Y \neq \emptyset$, and

$$
\begin{equation*}
\left.C_{B}(Z, 0)\right)=0 \tag{A.14}
\end{equation*}
$$

otherwise. Using these facts and the above bound (A.12) iteratively, we obtain

$$
\begin{aligned}
C_{B}(X, t) \leq & 2 \sum_{Z_{1}: Z_{1} \cap X \neq \emptyset}\left\|h_{Z_{1}}\right\| \int_{0}^{|t|} d s_{1} C_{B}\left(Z_{1}, s_{1}\right) \\
\leq & 2 \sum_{Z_{1}: Z_{1} \cap X \neq \emptyset}\left\|h_{Z_{1}}\right\| \int_{0}^{|t|} d s_{1} C_{B}\left(Z_{1}, 0\right) \\
& \quad+2^{2} \sum_{Z_{1}: Z_{1} \cap X \neq \emptyset}\left\|h_{Z_{1}}\right\| \sum_{Z_{2}: Z_{2} \cap Z_{1} \neq \emptyset}\left\|h_{Z_{2}}\right\| \int_{0}^{|t|} d s_{1} \int_{0}^{\left|s_{1}\right|} d s_{2} C_{B}\left(Z_{2}, s_{2}\right) \\
\leq & \cdots .
\end{aligned}
$$

So,

$$
\begin{aligned}
C_{B}(X, t) \leq 2 \| & B\left\|(2|t|) \sum_{Z_{1}: Z_{1} \cap X \neq \emptyset, Z_{1} \cap Y \neq \emptyset}\right\| h_{Z_{1}} \| \\
& +2\|B\| \frac{(2|t|)^{2}}{2!} \sum_{Z_{1}: Z_{1} \cap X \neq \emptyset}\left\|h_{Z_{1}}\right\| \sum_{Z_{2}: Z_{2} \cap Z_{1} \neq \emptyset, Z_{2} \cap Y \neq \emptyset}\left\|h_{Z_{2}}\right\| \\
& +2\|B\| \frac{(2|t|)^{3}}{3!} \sum_{Z_{1}: Z_{1} \cap X \neq \emptyset}\left\|h_{Z_{1}}\right\| \sum_{Z_{2}: Z_{2} \cap Z_{1} \neq \emptyset}\left\|h_{Z_{2}}\right\| \\
& \times \sum_{Z_{3}: Z_{3} \cap Z_{2} \neq \emptyset, Z_{3} \cap Y \neq \emptyset}\left\|h_{Z_{3}}\right\|+\cdots .
\end{aligned}
$$
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#### Abstract

1+1-dimensional integrable quantum field theories correspond to a sparse subset of quantum field theories where the calculation of physically interesting observables can be brought to explicit, closed, and manageable expressions thanks to the factorizability of the $\boldsymbol{S}$ matrices which govern the scattering in these models. In particular, the correlation functions are expressed in terms of explicit series of multiple integrals, this nonperturbatively for all values of the coupling. However, the question of convergence of these series, and thus the mathematical well-definiteness of these correlators, is mostly open. This paper reviews the overall setting used to formulate such models and discusses the recent progress relative to solving the convergence issues in the case of the 1+1-dimensional massive integrable Sinh-Gordon quantum field theory.
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## 1. INTRODUCTION

### 1.1. Scattering matrices for quantum integrable field theories

It was discovered in the early 20th century that the description of matter at lowscales demands to wave-off some of the existing at the time paradigms governing the motion and very structure of particles in interactions. This led to the development of the theory of relativity on the one hand, and quantum mechanics on the other. In the latter setting, the state of a physical system is described by a vector, the wave function, belonging to some Hilbert space and supposed to encapsulate all the physical degrees of freedom of that system. On the classical level, the time evolution of particles' momenta and positions is governed by a set of generically nonlinear ordinary differential equations which can be written in the form of Hamilton's equations. In its turn, the time evolution of a wave function is governed by a first-order ordinary linear differential equation driven by the Hamiltonian operator. This operator is obtained through a quantization procedure: its symbol is given by the classical Hamiltonian of the system or, said differently, it is obtained from the classical Hamiltonian upon replacing the classical momenta and positions by operators. While the success of the approach was astonishing relatively to the amount of experiments which could have been explained, soon after the early development of the theory it became clear that in order to describe physics at even smaller scales or higher energies, one needs to develop a quantum theory of fields which would bring together the quantum and relativistic features in the setting of uncountably many degrees of freedom. In loose words, such a theory would be reached by producing operator valued generalized functions, viz. formal kernels of distributions, depending on the space-time coordinates which would satisfy analogues of nonlinear, relativistically invariant, evolution equations arising in classical field theory. While it was rather straightforward to construct the quantum theory of the free field (and nowadays such a construction is fully rigorous), the construction of interacting theories which are the sole relevant for physics appeared to be a tremendously hard task, this even on a formal level of rigor. The various approaches that were developed quickly met serious problems: the most prominent being the divergence of coefficients supposed to describe the formal perturbative expansions of physical observables around the free theories. Eventually, these problems could have been formally circumvented in certain cases by the use of the so-called renormalization procedure. The latter, while being able to produce numbers which were measured with great agreement in collider experiments, eluded for very long any attempts at making it rigorous. Some progress was eventually achieved for several instances of truly interacting, viz. nonfree, quantum field theories within the so-called constructive quantum field theory approach, see [35] for a review. While successful in rigorously showing the existence and certain overall properties of such theories, the approach did not lead yet to rigorous and manageable expressions for the correlation functions, which are the quantities measured in experiments and thus of prime interest to the theory.

Among the various alternatives to renormalization, one may single out the $\mathbf{S}$-matrix program which aimed at describing a quantum field theory directly in terms of the quantities that are measured in experiments. This led to a formulation of the theory in terms of matrix-
valued functions in $n$ complex variables, with $n=0,1,2, \ldots$, that correspond to the entries of the S-matrix between asymptotic states. The $\mathbf{S}$-matrix program was actively investigated in the 1960s and 1970s and numerous attempts were made to characterize the S-matrix which is the central object in this approach, see, e.g., [14,17]. However, these investigations led to rather unsatisfactory results in spacial dimensions higher than one, mainly due to the incapacity of constructing viable, explicit, S-matrices for nontrivial models.

The interest in the S-matrix approach was revived by the pioneering work of Gryanik and Vergeles [16]. These authors set forth the first features of an integrable structure based method for determining $\mathbf{S}$-matrices for the 1+1-dimensional quantum field theories whose classical analogues exhibit an infinite set of independent local integrals of motion. Indeed, the existence of analogous conservation laws on the quantum level heavily constrains the possible form of the scattering basically by reducing it to a concatenation of two-body processes and hence making the calculations of S-matrices feasible. The work [16] focused on the case of models only exhibiting one type of asymptotic particles, the main example being given by the quantum Sinh-Gordon model. This 1+1-dimensional quantum field theory will be taken as a guiding example from now on. It corresponds to the appropriate quantization of the classical evolution equation of a scalar field $\varphi(x, t)$ under the partial differential equation

$$
\begin{equation*}
\left(\partial_{t}^{2}-\partial_{x}^{2}\right) \varphi+\frac{m^{2}}{g} \sinh (g \varphi)=0, \quad(x, t) \in \mathbb{R}^{2} \tag{1.1}
\end{equation*}
$$

For this model, the asymptotic "in" states of the theory are described by vectors $f=\left(f^{(0)}, \ldots, f^{(n)}, \ldots\right)$ which belong to the Fock Hilbert space

$$
\begin{equation*}
\mathfrak{h}_{\text {in }}=\bigoplus_{n=0}^{+\infty} L^{2}\left(\mathbb{R}_{>}^{n}\right) \quad \text { with } \mathbb{R}_{>}^{n}=\left\{\boldsymbol{\beta}_{n}=\left(\beta_{1}, \ldots, \beta_{n}\right) \in \mathbb{R}^{n}: \beta_{1}>\cdots>\beta_{n}\right\} \tag{1.2}
\end{equation*}
$$

This means that $f^{(n)} \in L^{2}\left(\mathbb{R}_{>}^{n}\right)$ has the physical interpretation of an incoming $n$-particle wave-packet density in rapidity space. More precisely, on physical grounds, one interprets elements of the Hilbert space $\mathfrak{h}_{\text {in }}$ as parameterized by $n$-particles states, $n \in \mathbb{N}$, arriving, in the remote past, with well-ordered rapidities $\beta_{1}>\cdots>\beta_{n}$ prior to any scattering which would be enforced by the interacting nature of the model.

For the $1+1$-dimensional quantum Sinh-Gordon model, the $\mathbf{S}$-matrix proposed in [16] is purely diagonal and thus fully described by one scalar function of the relative "in" rapidities of the two particles:

$$
\begin{equation*}
\mathbf{S}(\beta)=\frac{\tanh \left[\frac{1}{2} \beta-\mathrm{i} \pi \mathfrak{b}\right]}{\tanh \left[\frac{1}{2} \beta+\mathrm{i} \pi \mathfrak{b}\right]} \quad \text { with } \mathfrak{b}=\frac{1}{2} \frac{g^{2}}{8 \pi+g^{2}} \tag{1.3}
\end{equation*}
$$

This $\mathbf{S}$-matrix satisfies the unitarity $\mathbf{S}(\beta) \mathbf{S}(-\beta)=1$ and crossing $\mathbf{S}(\beta)=\mathbf{S}(\mathrm{i} \pi-\beta)$ symmetries. These are, in fact, fundamental symmetry features of an $\mathbf{S}$-matrix and arise in many other integrable quantum field theories. Within the physical picture, throughout the flow of time, the "in" particles approach each other, interact, scatter and finally travel again as asymptotically free outgoing, viz. "out," particles. Within such a scheme, an "out" $n$-particle state
is then parameterized by $n$ well-ordered rapidities $\beta_{1}<\cdots<\beta_{n}$ and can be seen as a component of a vector belonging to the Hilbert space

$$
\begin{equation*}
\mathfrak{h}_{\text {out }}=\bigoplus_{n=0}^{+\infty} L^{2}\left(\mathbb{R}_{<}^{n}\right) \quad \text { with } \quad \mathbb{R}_{<}^{n}=\left\{\beta_{n}=\left(\beta_{1}, \ldots, \beta_{n}\right) \in \mathbb{R}^{n}: \beta_{1}<\cdots<\beta_{n}\right\} \tag{1.4}
\end{equation*}
$$

The S-matrix will allow one to express the "out" state $\boldsymbol{g}=\left(g^{(0)}, \ldots, g^{(n)}, \ldots\right)$ which results from the scattering of an "in" state $\boldsymbol{f}=\left(f^{(0)}, \ldots, f^{(n)}, \ldots\right)$ as

$$
\begin{equation*}
g^{(n)}\left(\beta_{1}, \ldots, \beta_{n}\right)=\prod_{a<b}^{n} \mathbf{s}\left(\beta_{a}-\beta_{b}\right) \cdot f^{(n)}\left(\beta_{n}, \ldots, \beta_{1}\right) \tag{1.5}
\end{equation*}
$$

Note that in this integrable setting, there is no particle production and that the scattering is a concatenation of two-body processes.

Over the years, it turned out to be possible to characterize thoroughly the S-matrices for more involved quantum field theories underlying to other integrable classical field theories in $1+1$ dimensions. Such models possess several types of asymptotic particles which can also form bound states. Then, the "in" Fock Hilbert space is more complicated and takes the form $\bigoplus_{n=0}^{+\infty} L^{2}\left(\mathbb{R}_{>}^{n}, \otimes^{n} \mathbb{C}^{p}\right)$ where the $L^{2}$-space refers to $\otimes^{n} \mathbb{C}^{p}$ valued functions on $\mathbb{R}_{>}^{n}$, with $p$ corresponding to the number of different asymptotic particles in the given theory. The most celebrated example corresponds to the Sine-Gordon quantum field theory. Building on Faddeev-Korepin's [22] semiclassical quantization results of the solitons in the classical Sine-Gordon model, one concludes that the underlying quantum field theory possesses two distinct types of asymptotic particles of equal mass, the soliton and the antisoliton, as well as a certain number, which depends on the coupling constant, of bound states thereof. These all have distinct masses and are called breathers. Zamolodchikov argued the explicit form of the S-matrix governing the soliton-antisoliton scattering [39] upon using the factorizability of the $n$-particle S-matrix into two-particle processes, the independence of the order in which a three particle scattering process arises from a concatenation of two-particle processes as well as the fact that equal mass particles may solely exchange their momenta during scattering, this due to the existence of many conservation laws. This enforces that the $\mathbf{S}$ matrix satisfies the Yang-Baxter equation, which originally appeared in rather different contexts [5,37], and strongly restricts its form. We do stress that the Yang-Baxter equation is the actual cornerstone of quantum integrability, so that it is not astonishing to recover it also in this setting. The missing pieces of the Sine-Gordon S-matrix capturing the solitonbreather and breather-breather scattering were then proposed in [18]. Nowadays, S-matrices of many other models have been proposed, see e.g., $[1,38]$.

### 1.2. The operator content and the bootstrap program

### 1.2.1. The basic operators

Having in mind the per se full construction of the quantum field theory, identifying the content in asymptotic particles, viz. the "in" particles' Hilbert space $\mathfrak{h}_{\text {in }}$, and the $\mathbf{S}$-matrix which describes their scattering only arises as the first step. Indeed, one should build, in a way that is compatible with the form of the scattering encapsulated in the s-matrix of interest, a
family $\mathrm{O}_{\alpha}$ of operator-valued distributions, $\alpha$ running through some set $\S$. More precisely, the $\mathrm{O}_{\alpha}$ should be distributions acting on smooth, compactly supported functions $d(\boldsymbol{x})$ of the Minkowskian space-time coordinate

$$
\begin{equation*}
\boldsymbol{x}=\left(x_{0}, x_{1}\right) \in \mathbb{R}^{1,1} \quad \text { with } \boldsymbol{x} \cdot \boldsymbol{y}=x_{0} y_{0}-x_{1} y_{1} \tag{1.6}
\end{equation*}
$$

Then $\mathbf{O}_{\alpha}[d]$ is some densely defined operator on $\mathfrak{h}_{\text {in }}$ whose domain could, in principle, depend on $d$. It is useful from the point of view of connecting this picture to physics to express $\mathrm{O}_{\alpha}$ directly in terms of its generalized operator valued function

$$
\begin{equation*}
\mathrm{o}_{\alpha}[d]=\int_{\mathbb{R}^{2}} \mathrm{~d}^{2} \boldsymbol{x} d(\boldsymbol{x}) \mathrm{o}_{\alpha}(\boldsymbol{x}) \tag{1.7}
\end{equation*}
$$

In fact, in physics' terminology, it is the $\mathrm{O}_{\alpha}(\boldsymbol{x})$ s which correspond to the quantum fields of the theory. Moreover, as will be apparent in the following, it turns out that in most handlings $\mathrm{O}_{\alpha}(\boldsymbol{x})$ does actually make sense as a bona fide operator valued function on the Minkowski space having a well-defined dense domain. Hence, unless it is mandatory so as to make an appropriate sense out of the formula, we will make use of the generalized function notation $\mathrm{O}_{\alpha}(\boldsymbol{x})$.

On top of being compatible with the scattering date, the operators $\mathrm{O}_{\alpha}(\boldsymbol{x})$ should form an algebra, viz. the product $\mathrm{O}_{\alpha}(\boldsymbol{x}) \mathrm{O}_{\alpha^{\prime}}(\boldsymbol{y})$ should be a well-defined dense operator for almost all $\boldsymbol{x}$ and $\boldsymbol{y}$, and satisfy causality, viz. that for purely Bosonic theories as the SinhGordon model

$$
\begin{equation*}
\left[\mathrm{o}_{\alpha}(\boldsymbol{x}), \mathrm{o}_{\alpha^{\prime}}(\boldsymbol{y})\right] \equiv \mathrm{o}_{\alpha}(\boldsymbol{x}) \mathrm{o}_{\alpha^{\prime}}(\boldsymbol{y})-\mathrm{o}_{\alpha^{\prime}}(\boldsymbol{y}) \mathrm{o}_{\alpha}(\boldsymbol{x})=0 \quad \text { if }(\boldsymbol{x}-\boldsymbol{y})^{2}<0 \tag{1.8}
\end{equation*}
$$

namely when $\boldsymbol{x}-\boldsymbol{y}$ is space-like. The family $\mathrm{O}_{\alpha}(\boldsymbol{x})$ should in particular contain the per se quantized counterparts of the classical fields arising in the original evolution equation, for instance, $\boldsymbol{\Phi}(\boldsymbol{x})$ or $\mathrm{e}^{\gamma \boldsymbol{\Phi}}(\boldsymbol{x})$ in the Sinh-Gordon quantum field theory case. Moreover, these operators should comply with the various other symmetries imposed on a quantum field theory, such as invariance under Lorentz boosts of space-time coordinates or translational invariance. In the quantum Sinh-Gordon field theory on which we shall focus from now on, the latter means that the model is naturally endowed with a unitary operator $\mathrm{U}_{\mathrm{T}_{y}}$ such that for any operator $\mathrm{O}(\boldsymbol{x})$

$$
\begin{equation*}
\mathrm{U}_{\mathrm{T}_{y}} \cdot \mathrm{O}(x) \cdot \mathrm{U}_{\mathrm{T} y}^{-1}=\mathrm{O}(x+y) \tag{1.9}
\end{equation*}
$$

The operator $\mathrm{U}_{\mathrm{T}_{y}}$ acts diagonally on $\mathfrak{h}_{\text {in }}$ given in (1.2):

$$
\begin{equation*}
\mathrm{U}_{\mathrm{T}_{y}} \cdot f=\left(\mathrm{U}_{\mathrm{T}_{y}}^{(0)} \cdot f^{(0)}, \ldots, \mathrm{U}_{\mathrm{T}_{y}}^{(n)} \cdot f^{(n)}, \ldots\right) \quad \text { with } f=\left(f^{(0)}, \ldots, f^{(n)}, \ldots\right) \tag{1.10}
\end{equation*}
$$

and where

$$
\begin{equation*}
\mathrm{U}_{\mathrm{T}_{y}}^{(n)} \cdot f^{(n)}\left(\boldsymbol{\beta}_{n}\right)=\exp \left\{\mathrm{i} \sum_{a=1}^{n} \boldsymbol{p}\left(\beta_{a}\right) \cdot \boldsymbol{y}\right\} f^{(n)}\left(\boldsymbol{\beta}_{n}\right) \tag{1.11}
\end{equation*}
$$

with $\boldsymbol{p}(\beta)=(m \cosh (\beta), m \sinh (\beta))$ and $\boldsymbol{\beta}_{n}=\left(\beta_{1}, \ldots, \beta_{n}\right)$.
Should the construction of quantum fields fulfilling to the above be achieved, the ultimate goal would consist in computing in closed and explicit form the model's vacuum-to-vacuum $n$-point correlation functions:

$$
\begin{equation*}
\left\langle\mathrm{o}_{\alpha_{1}}\left(x_{1}\right) \cdots \mathrm{o}_{\alpha_{n}}\left(x_{n}\right)\right\rangle=\operatorname{Tr}_{\mathfrak{G}_{\text {in }}}\left[\mathrm{P}_{0} \mathrm{O}_{\alpha_{1}}\left(x_{1}\right) \cdots \mathrm{o}_{\alpha_{n}}\left(x_{n}\right) \mathrm{P}_{0}\right], \tag{1.12}
\end{equation*}
$$

with $\mathbf{P}_{0}$ being the orthogonal projection on the 0-particle Fock space. We do stress that the above objects are still generalized functions and, as such, should be considered in an appropriate distributional interpretation. That will be made precise below.

### 1.2.2. The bootstrap program for the zero particle sector

By virtue of the above, in the case of the $\mathfrak{h}_{\text {in }}$ Hilbert space, one may represent an operator $O(\boldsymbol{x})$ as an integral operator acting on the $L^{2}$-based Fock space

$$
\begin{equation*}
\bigcirc(x) \cdot f=\left(\circ^{(0)}(x) \cdot f, \ldots, \circ^{(n)}(x) \cdot f, \ldots\right) \tag{1.13}
\end{equation*}
$$

with $O^{(n)}(\boldsymbol{x}): \mathfrak{h}_{\text {in }} \rightarrow L^{2}\left(\mathbb{R}_{>}^{n}\right)$. Later on, we will discuss more precisely the structure of the operators $\boldsymbol{O}^{(n)}(\boldsymbol{x})$ that one needs to impose so as to end up with a consistent quantum field theory. However, first, we focus our attention on the $0^{\text {th }}$ space operators whose action may be represented, whenever it makes sense, as

$$
\begin{equation*}
\mathrm{o}^{(0)}(\boldsymbol{x}) \cdot \boldsymbol{f}=\sum_{m \geq 0} \int_{\mathbb{R}_{>}^{m}} \mathrm{~d}^{m} \beta \mathcal{M}_{0 ; m}^{(\mathrm{o})}\left(\boldsymbol{\beta}_{m}\right) \prod_{a=1}^{m}\left\{\mathrm{e}^{-\mathrm{i} \boldsymbol{p}\left(\beta_{a}\right) \cdot \boldsymbol{x}}\right\} f^{(m)}\left(\boldsymbol{\beta}_{m}\right) . \tag{1.14}
\end{equation*}
$$

The oscillatory $\boldsymbol{x}$-dependence is a simple consequence of the translation relation (1.9) along with the explicit form of the action of the translation operator (1.11).

In order for $\boldsymbol{O}^{(0)}(\boldsymbol{x})$ to comply with the scattering data encoded by $\mathbf{S}$, one needs to impose a certain amount of constraints on the integral kernels $\mathcal{M}_{0 ; m}^{(0)}\left(\boldsymbol{\beta}_{m}\right)$. First of all, general principles of quantum field theory impose that, in order for these to correspond to kernels of quantum fields, the $\mathcal{M}_{0 ; m}^{(0)}\left(\boldsymbol{\beta}_{m}\right)$ have to correspond to a + boundary value $\mathcal{F}_{m ;+}^{(0)}\left(\boldsymbol{\beta}_{m}\right)$ on $\mathbb{R}_{>}^{m}$ of a meromorphic function $\mathcal{F}_{m}^{(0)}\left(\boldsymbol{\beta}_{m}\right)$ of the variables $\beta_{a}$ belonging to the strip

$$
\begin{equation*}
\mathscr{S}=\{z \in \mathbb{C}: 0<\mathfrak{J}(z)<2 \pi\} . \tag{1.15}
\end{equation*}
$$

Traditionally, in the physics literature, the functions $\mathscr{F}_{m}^{(0)}\left(\boldsymbol{\beta}_{m}\right)$ are called form factors.
Further, one imposes a set of equations on the $\mathscr{F}_{m}^{(0)} \mathrm{s}$. These constitute the so-called form factor bootstrap program. On mathematical grounds, one should understand the form factor bootstrap program as a set of axioms that one imposes as a starting point of the theory given the data $\left(\mathfrak{h}_{\text {in }}, \mathbf{S}\right)$. Upon solving them, one has to check a posteriori that their solutions do provide one, through (1.14) and (1.16), with a collection of operators satisfying all of the requirements of the theory discussed earlier on.

The bootstrap program axioms take the form of a Riemann-Hilbert problem for a collection of functions in many variables. In the case of the Sinh-Gordon model, since there are no bound states, these take the below form.

Form Factor Axioms 1.1. Find functions $\mathcal{F}_{n}^{(0)}, n \in \mathbb{N}$, such that, for each $k \in \llbracket 1 ; n \rrbracket$ and fixed $\beta_{a} \in \mathscr{S}, a \neq k$, the maps $\beta_{k} \mapsto \mathcal{F}_{n}^{(o)}\left(\boldsymbol{\beta}_{n}\right)$ are

- meromorphic on $\mathscr{S}$;
- admit + , resp. - , boundary values $\mathcal{F}_{n ;+}^{(0)}$ on $\mathbb{R}$, resp. $\mathcal{F}_{n ;-}^{(0)}$ on $\mathbb{R}+2 \mathrm{i} \pi$;
- are bounded at infinity by $C \cdot \cosh \left(\ell \Re\left(\beta_{k}\right)\right)$ for some $n$ and $k$ independent $\ell$.

The $\mathcal{F}_{n}^{(0)}$ satisfy the multivariate system of Riemann-Hilbert problems:
(i) agreeing upon $\beta_{a b}=\beta_{a}-\beta_{b}$, one has $\mathcal{F}_{n}^{(0)}\left(\beta_{1}, \ldots, \beta_{a}, \beta_{a+1}, \ldots, \beta_{n}\right)$ $=\boldsymbol{S}\left(\beta_{a a+1}\right) \cdot \mathscr{F}_{n}^{(o)}\left(\beta_{1}, \ldots, \beta_{a+1}, \beta_{a}, \ldots, \beta_{n}\right) ;$
(ii) For $\beta_{1} \in \mathbb{R}$, and given generic $\boldsymbol{\beta}_{n}^{\prime}=\left(\beta_{2}, \ldots, \beta_{n}\right) \in \mathscr{S}^{n-1}$, it holds

$$
\mathscr{F}_{n ;-}^{(0)}\left(\beta_{1}+2 \mathrm{i} \pi, \boldsymbol{\beta}_{n}^{\prime}\right)=\mathscr{F}_{n ;+}^{(0)}\left(\boldsymbol{\beta}_{n}^{\prime}, \beta_{1}\right)=\prod_{a=2}^{n} \boldsymbol{S}\left(\beta_{a 1}\right) \cdot \mathscr{F}_{n ;+}^{(0)}\left(\boldsymbol{\beta}_{n}\right) ;
$$

(iii) The only poles of $\mathcal{F}_{n}^{(0)}$ are simple, located at $\mathrm{i} \pi$ shifted rapidities and

$$
-\mathrm{i} \operatorname{Res}\left(\mathscr{F}_{n+2}^{(o)}\left(\alpha+\mathrm{i} \pi, \beta, \boldsymbol{\beta}_{n}\right) \cdot \mathrm{d} \alpha, \alpha=\beta\right)=\left\{1-\prod_{a=1}^{n} \boldsymbol{s}\left(\beta-\beta_{a}\right)\right\} \cdot \mathcal{F}_{n}^{(o)}\left(\boldsymbol{\beta}_{n}\right) ;
$$

(iv) $\mathcal{F}_{n}^{(0)}\left(\boldsymbol{\beta}_{n}+\theta \overline{\boldsymbol{e}}_{n}\right)=\mathrm{e}^{\theta \boldsymbol{s}_{0}} \cdot \mathcal{F}_{n}^{(0)}\left(\boldsymbol{\beta}_{n}\right)$ for some number $\boldsymbol{s}_{0}$ and with $\overline{\boldsymbol{e}}_{n}=(1, \ldots, 1)$.

Note that the reduction occurring at the residues of $\mathcal{F}_{n}{ }^{(0)}\left(\boldsymbol{\beta}_{n}\right)$ when $\beta_{a b}=\mathrm{i} \pi$ can be readily inferred from (i) and (iii).

One may already comment on the origin of the axioms. The first one illustrates the scattering properties of the model on the level of the operator's kernel. The second and third axioms may be interpreted heuristically as a consequence of the LSZ reduction [25], and locality of the operator, see, e.g., $[2,34]$ for heuristics on that matter. Finally, the last axiom is a manifestation of the Lorentz invariance of the theory. The number $\mathbf{s}_{\circ}$ arising in (iv) is called the spin of the operator. Moreover, the number $\ell$ depends on the type of operator being considered. Finally, for more complex models, one would also need to add an additional axiom which would encapsulate the way how the presence of bound states in the model governs certain additional poles in the form factors, cf. [34].

### 1.2.3. The bootstrap program for the multiparticle sector

It is convenient to represent the action of the operators $O^{(n)}(\boldsymbol{x})$ in the form

$$
\begin{equation*}
\left(\mathrm{o}^{(n)}(\boldsymbol{x}) \cdot \boldsymbol{f}\right)\left(\boldsymbol{\gamma}_{n}\right)=\sum_{m \geq 0} \prod_{a=1}^{n}\left\{\mathrm{e}^{\mathrm{i} \boldsymbol{p}\left(\gamma_{a}\right) \cdot \boldsymbol{x}}\right\} \cdot \mathbf{M}_{0}^{(m)}\left(\boldsymbol{x} \mid \boldsymbol{\gamma}_{n}\right)\left[f^{(m)}\right] . \tag{1.16}
\end{equation*}
$$

There $\mathbf{M}_{0}^{(m)}\left(\boldsymbol{x} \mid \boldsymbol{\gamma}_{n}\right)$ are distribution-valued functions which act on appropriate spaces of sufficiently regular functions in $m$ variables. The regularity assumptions will clear out later on, once that we provide the explicit expressions (1.18) for these distributions. In fact, it is convenient, in order to avoid heavy notations, to represent their action as generalized integral operators

$$
\begin{equation*}
\mathbf{M}_{\circ}^{(m)}\left(\boldsymbol{x} \mid \boldsymbol{\gamma}_{n}\right)\left[f^{(m)}\right]=\int_{\mathbb{R}_{>}^{m}} \mathrm{~d}^{m} \beta \mathcal{M}_{n ; m}^{(0)}\left(\boldsymbol{\gamma}_{n} ; \boldsymbol{\beta}_{m}\right) \prod_{a=1}^{m}\left\{\mathrm{e}^{-\mathrm{i} \boldsymbol{p}\left(\beta_{a}\right) \cdot \boldsymbol{x}}\right\} f^{(m)}\left(\boldsymbol{\beta}_{m}\right), \tag{1.17}
\end{equation*}
$$

in which one understands of the kernels $\mathcal{M}_{n}^{(0)}\left(\boldsymbol{\gamma}_{n} ; \boldsymbol{\beta}_{m}\right)$ as generalized functions.
The last axiom of the bootstrap program provides one with a way to compute these kernels. Heuristically, it can be seen as a consequence of the LSZ reduction [25]:
(v)

$$
\begin{aligned}
& \mathcal{M}_{n ; m}^{(\circ)}\left(\boldsymbol{\alpha}_{n} ; \boldsymbol{\beta}_{m}\right) \\
& \quad=\mathcal{M}_{n-1 ; m+1}^{(\circ)}\left(\boldsymbol{\alpha}_{n}^{\prime} ;\left(\alpha_{1}+\mathrm{i} \pi, \boldsymbol{\beta}_{m}\right)\right) \\
& \quad+2 \pi \sum_{a=1}^{m} \delta_{\alpha_{1} ; \beta_{a}} \prod_{k=1}^{a-1} \mathbf{s}\left(\beta_{k}-\alpha_{1}\right) \cdot \mathcal{M}_{n-1 ; m-1}^{(0)}\left(\boldsymbol{\alpha}_{n}^{\prime} ;\left(\beta_{1}, \ldots, \widehat{\beta}_{a}, \ldots, \beta_{m}\right)\right) .
\end{aligned}
$$

In the above expression, $\widehat{\beta}_{a}$ means that the variable $\beta_{a}$ should be omitted and $\delta_{x ; y}$ refers to the Dirac mass distribution centered at $x$ and acting on functions of $y$. Finally, the evaluation at $\alpha_{1}+\mathrm{i} \pi$ is understood in the sense of a boundary value of the meromorphic continuation in the strip $0 \leq \Im(z) \leq \pi$ from $\mathbb{R}$ up to $\mathbb{R}+\mathrm{i} \pi$. This axiom is to be complemented with the initialization condition $\mathcal{M}_{0 ; n}^{(0)}\left(\emptyset ; \boldsymbol{\beta}_{n}\right)=\mathcal{F}_{n ;+}^{(0)}\left(\boldsymbol{\beta}_{n}\right)$ when $\boldsymbol{\beta}_{n} \in \mathbb{R}_{>}^{n}$. It is direct to establish that the recursion may be solved in closed form allowing one to determine the distributional kernel $\mathcal{M}_{n ; m}^{(\mathrm{o})}\left(\boldsymbol{\alpha}_{n} ; \boldsymbol{\beta}_{m}\right)$ in terms of $\mathcal{F}_{n}^{(0)}\left(\boldsymbol{\beta}_{n}\right)$ :

$$
\begin{align*}
\mathcal{M}_{n ; m}^{(\mathrm{o})}\left(\boldsymbol{\alpha}_{n} ; \boldsymbol{\beta}_{m}\right)= & \sum_{p=0}^{\min (n, m)} \sum_{\substack{k_{1}<\cdots<k_{p} \\
1 \leq k_{a} \leq n}} \sum_{\substack{i_{1} \neq \cdots \neq i_{p} \\
1 \leq i_{a} \leq m}} \prod_{a=1}^{p}\left\{2 \pi \delta_{\alpha_{k_{a}} ; \beta_{i_{a}}}\right\} \mathbf{S}\left(\overleftarrow{\boldsymbol{\alpha}}_{n} \mid \overleftarrow{\boldsymbol{\alpha}}_{n}^{(1)}\right) \\
& \times \mathbf{S}\left(\boldsymbol{\beta}_{n}^{(1)} \mid \boldsymbol{\beta}_{n}\right) \cdot \mathcal{F}_{n+m-2 p ;-}\left(\overleftarrow{\boldsymbol{\alpha}}_{n}^{(2)}+\mathrm{i} \pi \overline{\boldsymbol{e}}_{n-p}, \boldsymbol{\beta}_{m}^{(2)}\right) \tag{1.18}
\end{align*}
$$

There, we have used the shorthand notations $\boldsymbol{\alpha}_{n}^{(1)}=\left(\alpha_{k_{1}}, \ldots, \alpha_{k_{p}}\right)$ and $\boldsymbol{\alpha}_{n}^{(2)}=$ $\left(\alpha_{\ell_{1}}, \ldots, \alpha_{\ell_{n-p}}\right)$ where $\left\{\ell_{1}, \ldots, \ell_{n-p}\right\}=\llbracket 1 ; n \rrbracket \backslash\left\{k_{a}\right\}_{1}^{p}, \ell_{1}<\cdots<\ell_{n-p}$, and analogously $\boldsymbol{\beta}_{m}^{(1)}=\left(\beta_{i_{1}}, \ldots, \beta_{i_{p}}\right)$ and $\boldsymbol{\beta}_{m}^{(2)}=\left(\beta_{j_{1}}, \ldots, \beta_{j_{m-p}}\right)$ where $\left\{j_{1}, \ldots, j_{m-p}\right\}=\llbracket 1 ; m \rrbracket \backslash\left\{i_{a}\right\}_{1}^{p}$, $j_{1}<\cdots<j_{m-p}$. Moreover, we have introduced

$$
\begin{aligned}
\mathbf{s}\left(\overleftarrow{\boldsymbol{\alpha}}_{n} \mid \overleftarrow{\boldsymbol{\alpha}}_{n}^{(1)}\right) & =\prod_{a=1}^{p} \prod_{\substack{b=1 \\
k_{a}>\ell_{b}}}^{n-p} \mathbf{s}\left(\alpha_{k_{a}}-\alpha_{\ell_{b}}\right) \\
\mathbf{s}\left(\boldsymbol{\beta}_{n}^{(1)} \mid \boldsymbol{\beta}_{n}\right) & =\prod_{a=1}^{p} \prod_{\substack{b=1 \\
b<i_{a}}}^{m} \mathbf{s}\left(\beta_{b}-\beta_{i_{a}}\right) \cdot \prod_{\substack{a>b \\
i_{a}>i_{b}}} \mathbf{s}\left(\beta_{i_{a}}-\beta_{i_{b}}\right)
\end{aligned}
$$

Finally, we agree upon $\overleftarrow{\gamma}_{N}=\left(\gamma_{N}, \ldots, \gamma_{1}\right)$ for any $\gamma_{N}=\left(\gamma_{1}, \ldots, \gamma_{N}\right)$.
It is clear on the level of the explicit expression (1.18) that this generalized function is well defined, even though it involves a multiplication of distributions.

### 1.2.4. The road towards the bootstrap program

The first calculation of certain of the operators' kernels was initiated by Weisz [36] who built on the full characterization of the $\boldsymbol{S}$ matrix of the Sine-Gordon model to argue with the help of general principles of quantum field theory an expression for the kernel $\mathcal{M}_{1 ; 1}^{(0)}(\alpha ; \beta)$ of the electromagnetic current operator only involving one-dimensional variables $\alpha, \beta$. The setting up of a systematic approach allowing one to calculate all the collection of kernels characterizing an operator starting from a given model's S-matrix has been initiated by Karowski and Weisz [19] who proposed a set of equation satisfied by that model's equivalent of $\mathcal{F}_{n}^{(O)}\left(\boldsymbol{\beta}_{n}\right)$. These allowed them to provide closed-form expressions for two-particle
form factors in several models. However, these equations were still far from forming the full bootstrap program as described above.

After long investigations [30,31,33] which revealed a deeper structure of the form factors of the Sine-Gordon model, Smirnov [32] formulated the equivalent of axioms (i)-(ii) in that model. Subsequently, Kirillov and Smirnov [20] proposed the full set of the bootstrap program axioms, exemplified in the case of the Massive Thirring model; see also [34].

## 2. SOLVING THE BOOTSTRAP PROGRAM

The resolution of the bootstrap program was systematized over the years and these efforts led to explicit expressions for the form factors of local operators in numerous $1+1$ dimensional massive quantum field theories, see, e.g., [34]. The first expressions for the form factors were rather combinatorial in nature. Later, a substantial progress was achieved in simplifying the latter, in particular by exhibiting a deeper structure at their root. Notably, one can mention the free field based approach, also called angular quantization, to the calculation of form factors. It was introduced by Lukyanov [26] and allowed obtaining convenient representations for certain form factors solving the bootstrap program. In particular, the construction lead to closed-form and manageable expressions [10,27] for the form factors of the exponential of the field operators in the Sinh-Gordon and the Bullough-Dodd models. Later, Babujian, Fring, Karowski, Zapetal [2] and Babujian, Karowski [3, 4] developed the more powerful $\mathcal{K}$-transform approach which will be described below on the example of the SinhGordon model. The construction of $[3,4]$ was improved in $[15,24]$ so as to encompass more complicated operators, the so-called descendants of the Sinh-Gordon exponential of the field operator.

### 2.1. The 2-particle sector solution

The constructions of solutions to the bootstrap program starts from obtaining a specific solution to the equations (i)-(iv) when $n=2$, i.e., for two variables. This was first achieved in [19].

Lemma 2.1 ([19]). Let $\mathcal{F}_{2}^{(O)}\left(\beta_{1}, \beta_{2}\right)$ solve (i)-(iv) atn $=2$. Then, there exist $k \in\{1, \ldots, \ell / 2\}$, $\varkappa_{a} \in \mathbb{C}, a=1, \ldots, k$, such that, with $\beta_{12}=\beta_{1}-\beta_{2}$

$$
\begin{equation*}
\mathcal{F}_{2}^{(O)}\left(\beta_{1}, \beta_{2}\right)=\mathcal{N}_{0} \prod_{a=1}^{k}\left\{\sinh \left[\frac{\beta_{12}-\varkappa_{a}}{2}\right] \cdot \sinh \left[\frac{\beta_{12}+\varkappa_{a}}{2}\right]\right\} \mathrm{e}^{\frac{s_{0}\left(\beta_{1}+\beta_{2}\right)}{\boldsymbol{F}}\left(\beta_{12}\right)} \tag{2.1}
\end{equation*}
$$

for some $\mathcal{N}_{0} \in \mathbb{C}$ and where $\mathbf{F}$ is given by the integral representation validfor $0<\Im(\beta)<2 \pi$ :

$$
\begin{equation*}
\mathbf{F}(\beta)=\exp \left\{-4 \int_{0}^{+\infty} \mathrm{d} x \frac{\sinh (x \mathfrak{\mathfrak { b }}) \cdot \sinh (x \hat{\mathfrak{b}}) \cdot \sinh \left(\frac{1}{2} x\right)}{x \sinh ^{2}(x)} \cos \left(\frac{x}{\pi}(\mathrm{i} \pi-\beta)\right)\right\} \tag{2.2}
\end{equation*}
$$

with $\hat{\mathfrak{b}}=\frac{1}{2}-\mathfrak{b}$.
Proof. Axiom (iv) ensures that $\mathcal{F}_{2}^{(O)}\left(\beta_{1}, \beta_{2}\right)=\mathrm{e}^{\frac{\text { so }}{2}\left(\beta_{1}+\beta_{2}\right)} \tilde{\boldsymbol{F}}\left(\beta_{1}-\beta_{2}\right)$ for some function $\tilde{\boldsymbol{F}}(\beta)$ that is holomorphic on the strip $0<\Im(\beta)<2 \pi$, bounded at infinity by $C \cosh (\ell \beta)$,
and such that $\tilde{\mathbf{F}}_{-}(\beta+2 \mathrm{i} \pi)=\mathbf{S}(\beta) \tilde{\mathbf{F}}_{+}(-\beta)=\tilde{\mathbf{F}}_{+}(\beta), \beta \in \mathbb{R}$. One first looks for a particular solution to this scalar Riemann-Hilbert problem, namely a holomorphic function $\mathbf{F}$ in the strip $0<\Im(\beta)<2 \pi$ which behaves as $\mathbf{F}(\beta)=1+\mathrm{O}\left(\beta^{-2}\right)$ as $\mathfrak{R}(\beta) \rightarrow \pm \infty$ uniformly in $0 \leq \Im(\beta) \leq 2 \pi$ and satisfies $\mathbf{F}_{-}(\beta+2 \mathrm{i} \pi)=\mathbf{S}(-\beta) \mathbf{F}_{+}(\beta)=\mathbf{F}_{+}(-\beta), \beta \in \mathbb{R}$.

Starting from the below integral representation

$$
\begin{equation*}
\mathbf{s}(\beta)=\exp \left\{8 \int_{0}^{+\infty} \mathrm{d} x \frac{\sinh (x \mathfrak{b}) \cdot \sinh (x \hat{\mathfrak{b}}) \cdot \sinh \left(\frac{1}{2} x\right)}{x \sinh (x)} \sinh \left(\frac{x \beta}{\mathrm{i} \pi}\right)\right\} \tag{2.3}
\end{equation*}
$$

one readily checks that the solution is provided by the below $2 \mathrm{i} \pi$-periodic Cauchy transform

$$
\begin{equation*}
\mathbf{F}(\beta)=\exp \left\{\int_{\mathbb{R}} \frac{\mathrm{d} s}{4 \mathrm{i} \pi} \operatorname{coth}\left[\frac{1}{2}(s-\beta)\right] \ln \mathbf{S}(s)\right\} . \tag{2.4}
\end{equation*}
$$

The $s$ integral can then be taken by means of the integral representation (2.3) for $\ln \mathbf{S}(s)$ and leads to (2.2). Now it is easy to check that the holomorphic function $\mathbf{G}(\beta)=\tilde{\mathbf{F}}(\beta) / \mathbf{F}(\beta)$ on the strip $0<\Im(\beta)<2 \pi$ admits $\pm$ boundary values and satisfies $\mathbf{G}_{-}(\beta+2 \mathbf{i} \pi)=\mathbf{G}_{+}(\beta)$ for $\beta \in \mathbb{R}$ and is bounded by $C \cosh (\ell \Re(\beta))$ as $\Re(\beta) \rightarrow \infty$ in this strip. As a consequence, it admits a unique extension into a $2 \mathrm{i} \pi$-periodic entire function bounded by $C \cosh (\ell \beta)$ and hence is of the form $P_{\ell}\left(\mathrm{e}^{\beta}\right)$, where $P_{\ell}$ is a Laurent polynomial of maximal positive and negative degree $\ell$. Since it is $2 \mathrm{i} \pi$-periodic and even, $P_{\ell}\left(\mathrm{e}^{\beta}\right)$ necessarily takes the form

$$
\begin{equation*}
P_{\ell}\left(\mathrm{e}^{\beta}\right)=\prod_{a=1}^{k}\left\{\sinh \left[\frac{\beta-\varkappa_{a}}{2}\right] \cdot \sinh \left[\frac{\beta+\varkappa_{a}}{2}\right]\right\} \quad \text { for some } 2 k \leq \ell . \tag{2.5}
\end{equation*}
$$

### 2.2. The $\boldsymbol{n}$-particle sector solution

## Proposition 2.2. Consider the change of unknown functions

$$
\begin{equation*}
\mathcal{F}_{n}^{(o)}\left(\boldsymbol{\beta}_{n}\right)=\prod_{a<b}^{n} \boldsymbol{F}\left(\beta_{a b}\right) \cdot \mathcal{K}_{n}^{(o)}\left(\boldsymbol{\beta}_{n}\right) \quad \text { with } \beta_{a b}=\beta_{a}-\beta_{b} \tag{2.6}
\end{equation*}
$$

with $\boldsymbol{F}$ as defined through (2.2). Then $\mathcal{F}_{n}^{(0)}$ solves the bootstrap axioms (i)-(iv) if any only if
(I) $\mathcal{K}_{n}^{(o)}$ is a symmetric function of $\boldsymbol{\beta}_{n}$;
(II) $\mathcal{K}_{n}^{(0)}$ is a $2 \mathrm{i} \pi$ periodic and meromorphic function of each variable taken singly;
(III) the only poles of $\mathcal{K}_{n}^{(0)}$ are simple and located at $\beta_{a}-\beta_{b} \in \mathrm{i} \pi(1+2 \mathbb{Z})$. The associated residues are given by

$$
\begin{align*}
& \operatorname{Res}\left(\mathcal{K}_{n}^{(0)}\left(\boldsymbol{\beta}_{n}\right) \cdot \mathrm{d} \beta_{1}, \beta_{12}=\mathrm{i} \pi\right) \\
& \quad=\frac{\mathrm{i}}{\boldsymbol{F}(\mathrm{i} \pi)} \cdot \frac{1-\prod_{a=3}^{n} \boldsymbol{S}\left(\beta_{2 a}\right)}{\prod_{a=3}^{n}\left\{\boldsymbol{F}\left(\beta_{2 a}+\mathrm{i} \pi\right) \boldsymbol{F}\left(\beta_{2 a}\right)\right\}} \cdot \mathcal{K}_{n-2}^{(0)}\left(\boldsymbol{\beta}_{n}^{\prime \prime}\right) \tag{2.7}
\end{align*}
$$

where $\boldsymbol{\beta}_{n}^{\prime \prime}=\left(\beta_{3}, \ldots, \beta_{n}\right)$;
(IV) $\mathcal{K}_{n}^{(o)}\left(\boldsymbol{\beta}_{n}+\theta \overline{\boldsymbol{e}}_{n}\right)=\mathrm{e}^{\theta \boldsymbol{s}_{\mathrm{o}}} \cdot \mathcal{K}_{n}^{(o)}\left(\boldsymbol{\beta}_{n}\right)$.

This first transformation simplifies the symmetry properties of the problem. However, the inductive reductions provided by the computation of the residues are still quite intricate. The idea is then to proceed to yet another change of unknown function, this time by means of a more involved transform. The latter will then lead to structurally much simpler, and thus easier to solve, equations satisfied by the new unknown function. As already mentioned, the dawn of this approach goes back to $[10,27]$ and it was put in the present form in [2-4]. In particular, we refer to [3] for the proof.

Proposition 2.3 ([3]). Let $\boldsymbol{\ell}_{n} \in\{0,1\}^{n}$ and $p_{n}^{(o)}\left(\boldsymbol{\beta}_{n} \mid \boldsymbol{\ell}_{n}\right)$ be a solution to the below constraints:
(a) $\boldsymbol{\beta}_{n} \mapsto p_{n}^{(o)}\left(\boldsymbol{\beta}_{n} \mid \boldsymbol{\ell}_{n}\right)$ is a collection of $2 \mathrm{i} \pi$-periodic holomorphic functions on $\mathbb{C}$ that are symmetric in the two sets of variables jointly, viz. for any $\sigma \in \mathbb{\Im}_{n}$ it holds $p_{n}^{(o)}\left(\boldsymbol{\beta}_{n}^{\sigma} \mid \boldsymbol{\ell}_{n}^{\sigma}\right)=p_{n}^{(o)}\left(\boldsymbol{\beta}_{n} \mid \boldsymbol{\ell}_{n}\right)$ with $\boldsymbol{\beta}_{n}^{\sigma}=\left(\beta_{\sigma(1)}, \ldots, \beta_{\sigma(n)}\right)$;
(b) $p_{n}^{(0)}\left(\beta_{2}+\mathrm{i} \pi, \boldsymbol{\beta}_{n}^{\prime} \mid \boldsymbol{\ell}_{n}\right)=g\left(\ell_{1}, \ell_{2}\right) p_{n-2}^{(0)}\left(\boldsymbol{\beta}_{n}^{\prime \prime} \mid \ell_{n}^{\prime \prime}\right)+h\left(\ell_{1}, \ell_{2} \mid \boldsymbol{\beta}_{n}^{\prime}\right)$ where $h$ does not depend on the remaining set of variables $\ell_{n}^{\prime \prime}$ and

$$
\begin{equation*}
g(0,1)=g(1,0)=\frac{-1}{\sin (2 \pi \mathfrak{b}) \boldsymbol{F}(\mathrm{i} \pi)} \tag{2.8}
\end{equation*}
$$

(c) $p_{n}^{(o)}\left(\boldsymbol{\beta}_{n}+\theta \overline{\boldsymbol{e}}_{n} \mid \boldsymbol{\ell}_{n}\right)=\mathrm{e}^{\theta \boldsymbol{s}_{o}} \cdot p_{n}^{(o)}\left(\boldsymbol{\beta}_{n} \mid \boldsymbol{\ell}_{n}\right)$.

Then, its $\mathcal{K}$-transform

$$
\begin{equation*}
\mathcal{K}_{n}\left[p_{n}^{(o)}\right]\left(\boldsymbol{\beta}_{n}\right)=\sum_{\ell_{n} \in\{0,1\}^{n}}(-1)^{\bar{\ell}_{n}} \prod_{a<b}^{n}\left\{1-\mathrm{i} \frac{\ell_{a b} \cdot \sin [2 \pi \mathfrak{b}]}{\sinh \left(\beta_{a b}\right)}\right\} \cdot p_{n}^{(o)}\left(\boldsymbol{\beta}_{n} \mid \boldsymbol{\ell}_{n}\right), \tag{2.9}
\end{equation*}
$$

in which $\bar{\ell}_{n}=\sum_{a=1}^{n} \ell_{k}$, solves (I)-(IV).
Note that arguments were given in [15] in favor of some form of bijection between certain classes of solutions to (a)-(c) and (I)-(IV). However, we do stress that, so far, the question whether there does exist a clear cut correspondence between all solutions to (a)-(c) and (I)-(IV) is still open.

## 3. TOWARDS PHYSICAL OBSERVABLES AND THE CONVERGENCE PROBLEM

The resolution of the bootstrap program provides one with the expressions for the integral kernels of certain operators which are candidates for the quantum fields of the $1+1$ dimensional Sinh-Gordon quantum field theory. However, for this construction to really provide one with the quantum field theory of interest, one should establish several facts. First of all, the operators so constructed should form an algebra in the sense discussed in Section 1.2.1. By virtue of the translational invariance (1.9), this means that, for any $n, m \in \mathbb{N}$, the series of multiple integrals arising in the operator product $\mathrm{U}_{\boldsymbol{T}_{\boldsymbol{x}}}^{-1} \mathrm{P}_{n} \mathrm{O}_{1}(\boldsymbol{x}) \mathrm{O}_{2}(\mathbf{0}) \mathrm{P}_{m}$, where $\mathbf{P}_{k}$ is the orthogonal projector on the $k$-particle Fock space, should converge in the weak
sense. Namely, for any sufficiently regular functions $\boldsymbol{\alpha}_{n} \mapsto f^{(n)}\left(\boldsymbol{\alpha}_{n}\right)$ and $\boldsymbol{\beta}_{m} \mapsto g^{(m)}\left(\boldsymbol{\beta}_{m}\right)$ belonging respectively to a dense subset of $L^{2}\left(\mathbb{R}_{>}^{n}\right)$ and $L^{2}\left(\mathbb{R}_{>}^{m}\right)$, and for any $d \in \mathcal{C}_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{2}\right)$,

$$
\begin{align*}
& \sum_{\ell \geq 0} \int_{\mathbb{R}_{>}^{\ell}} \frac{\mathrm{d}^{\ell} \gamma}{(2 \pi)^{\ell}}\left\{\int_{\mathbb{R}_{>}^{n}} \frac{\mathrm{~d}^{n} \alpha}{(2 \pi)^{n}} f^{(n)}\left(\boldsymbol{\alpha}_{n}\right) \mathcal{M}_{n ; \ell}^{\left(O_{1}\right)}\left(\boldsymbol{\alpha}_{n} ; \boldsymbol{\gamma}_{\ell}\right)\right\} \\
& \quad \times\left\{\int_{\mathbb{R}^{2}} \mathrm{~d}^{2} \boldsymbol{x} d(\boldsymbol{x}) \prod_{a=1}^{\ell} \mathrm{e}^{-\mathrm{i} \boldsymbol{p}\left(\gamma_{a}\right) \cdot \boldsymbol{x}}\right\} \cdot\left\{\int_{\mathbb{R}_{>}^{m}} \frac{\mathrm{~d}^{n} \beta}{(2 \pi)^{m}} \mathcal{M}_{\ell ; m}^{\left(O_{2}\right)}\left(\boldsymbol{\gamma}_{\ell} ; \boldsymbol{\beta}_{m}\right) g^{(m)}\left(\boldsymbol{\beta}_{m}\right)\right\} \tag{3.1}
\end{align*}
$$

should converge. The simplest case corresponds to establishing the convergence of the series of multiple integrals subordinate to operator products $\mathbf{P}_{0} \mathbf{O}_{1}(\boldsymbol{x}) \mathrm{O}_{2}^{\prime}(\mathbf{0}) \mathbf{P}_{0}$, viz. for $n=m=0$. Since the zeroth Fock space is one-dimensional, this exactly amounts to the convergence of the series of multiple integrals which represents the two-point generalized function $\left\langle\mathrm{O}_{1}(\boldsymbol{x}) \mathrm{O}_{2}^{\prime}(\mathbf{0})\right\rangle$. However, even for this specific instance, proving this property on rigorous grounds remained an open problem for a very long time. It has only recently been solved by the author [23] in the case of space-like separation between the operators, viz. $\boldsymbol{x}^{2}<0$. The scheme of proof of this result will be discussed in Section 4. From the proof's structure, it is rather clear that one can build on minor modifications of this method so as to establish convergence in the time-like regime, i.e. when $\boldsymbol{x}^{2}>0$, although this has not been done yet. Moreover, the combinatorial expressions for the kernels $\mathcal{M}_{n ; m}^{(O)}\left(\boldsymbol{\alpha}_{n} ; \boldsymbol{\beta}_{m}\right)$ in terms of the base form factors $\mathcal{F}_{p}^{(O)}, 0 \leq p \leq m+n$ indicates that the method outlined below would also allow one to tackle the convergence problem for general multipoint correlation functions.

Once that the convergence problem is solved in full generality, hence guaranteeing that the operators $\mathrm{O}_{\alpha}(\boldsymbol{x})$ do form an algebra, one still needs to establish the local commutativity property of the quantum fields which ensures causality of the theory. The method for doing so is now well established. Indeed, under the hypothesis of convergence of the handled series of multiple integrals issuing from the operators products, Kirillov and Smirnov showed this property in the Sine-Gordon case in [20,21]. Their method readily applies to the Sinh-Gordon case. Hence, convergence is the only remaining problem so as to set this construction of quantum field theories on rigorous grounds.

### 3.1. The well-poised series expansion for two-point functions

First of all, by translation invariance, it is enough to focus on $\left\langle\mathrm{O}_{1}(\boldsymbol{x}) \mathrm{O}_{2}(\mathbf{0})\right\rangle$. Recall that, at least in principle, this quantity is a generalised function and should thus be understood, in the first place, as the formal integral kernel of the distribution $\left\langle\mathrm{O}_{1} \mathrm{O}_{2}\right\rangle$. For $d \in$ $\bigodot_{c}^{\infty}\left(\mathbb{R}^{2}\right)$, provided convergence holds, one has

$$
\begin{equation*}
\left\langle\mathbf{O}_{1} \mathbf{O}_{2}\right\rangle[d]=\int_{\mathbb{R}^{2}} \mathrm{~d}^{2} \boldsymbol{x} d(\boldsymbol{x})\left\langle\mathbf{O}_{1}(\boldsymbol{x}) \mathbf{O}_{2}(\mathbf{0})\right\rangle=\sum_{n \geq 0} \frac{1}{n!} d_{n}^{\left(\mathrm{O}_{1}, \mathrm{O}_{2}\right)}[d] \tag{3.2}
\end{equation*}
$$

with
$\boldsymbol{d}_{n}^{\left(0_{1}, \mathrm{O}_{2}\right)}[d]=\int_{\mathbb{R}^{n}} \frac{\mathrm{~d}^{n} \beta}{(2 \pi)^{n}} \mathcal{F}_{n}^{\left(\mathrm{o}_{1}\right)}\left(\boldsymbol{\beta}_{n}\right) \mathcal{M}_{n ; 0}^{\left(\mathrm{o}_{2}\right)}\left(\boldsymbol{\beta}_{n} ; \emptyset\right) \int_{\mathbb{R}^{2}} \mathrm{~d}^{2} \boldsymbol{x} d(\boldsymbol{x}) \prod_{a=1}^{n}\left\{\mathrm{e}^{-\mathrm{i} m\left[t \cosh \left(\beta_{a}\right)-x \sinh \left(\beta_{a}\right)\right]}\right\}$.

It is a direct consequence of the kernel reduction axiom (v) and of Lorentz invariance (iv) that

This identity, along with the growth bounds in each $\beta_{a}$ of the form factors $\mathcal{F}_{n}^{(0)}\left(\boldsymbol{\beta}_{n}\right)$, ensures the well definiteness of the $n$-fold integrals since the space-time integral over $\boldsymbol{x}$ produces a decay in each $\beta_{a}$ that is faster than any exponential $\mathrm{e}^{ \pm k \beta_{a}}, \mathfrak{R}\left(\beta_{a}\right) \rightarrow \pm \infty$. By virtue of the Morera theorem, this rapid decay at infinity along with the holomorphy properties of the integrands allow one to deform, simultaneously for each integration variable $\beta_{a}$, $a=1, \ldots, n$, the integration curves to $\mathbb{R}+\mathrm{i} \frac{\pi}{2} \operatorname{sgn}(x)$ when $\boldsymbol{x}$ is space-like and, when $\boldsymbol{x}$ is time-like, to $\gamma(\mathbb{R})$ where $\gamma(u)=u+\mathrm{i} \vartheta(u)$, where $\vartheta$ is smooth, $|\vartheta|<\pi / 4$, and such that there exists $M>0$ large enough and $0<\varepsilon<\pi / 2$ so that $\vartheta(u)=-\operatorname{sgn}(t) \operatorname{sgn}(u) \varepsilon$ when $|u| \geq M$. This operation turns the $\boldsymbol{\beta}_{n}$ integrals into absolutely convergent ones irrespectively of the presence of $d(\boldsymbol{x})$. In particular, for the space-like regime, one gets that

$$
\ell_{n}^{\left(0_{1}, \mathrm{o}_{2}\right)}=\mathrm{e}^{\eta(\boldsymbol{x})} \int_{\mathbb{R}^{2}} \mathrm{~d}^{2} \boldsymbol{x} d(\boldsymbol{x}) \int_{\mathbb{R}^{n}} \frac{\mathrm{~d}^{n} \beta}{(2 \pi)^{n}} \mathscr{F}_{n}^{\left(\mathrm{o}_{1}\right)}\left(\boldsymbol{\beta}_{n}\right) \mathscr{F}_{n}^{\left(\mathrm{o}_{2}\right)}\left(\overleftarrow{\boldsymbol{\beta}}_{n}\right) \prod_{a=1}^{n} \mathrm{e}^{-m r \cosh \left(\beta_{a}\right)}
$$

in which $r=\sqrt{x^{2}-t^{2}}, \tanh (\vartheta)=t / x$ while

$$
\eta(\boldsymbol{x})=\mathrm{i} \pi \mathbf{s}_{\mathrm{o}_{2}}+\left(\mathrm{i} \frac{\pi}{2} \operatorname{sgn}(x)+\vartheta\right)\left(\mathbf{s}_{\mathrm{o}_{1}}+\mathbf{s}_{\mathrm{o}_{2}}\right) .
$$

Hence, provided convergence holds, one has the well-defined in the usual sense of numbers representation for the two-point function

$$
\begin{equation*}
\left\langle\mathrm{O}_{1}(\boldsymbol{x}) \mathrm{O}_{2}(\mathbf{0})\right\rangle=\mathrm{e}^{\eta(\boldsymbol{x})} \sum_{n \geq 0} \frac{1}{n!} \int_{\mathbb{R}^{n}} \frac{\mathrm{~d}^{n} \beta}{(2 \pi)^{n}} \mathcal{F}_{n}^{\left(\mathrm{o}_{1}\right)}\left(\boldsymbol{\beta}_{n}\right) \mathcal{F}_{n}^{\left(\mathrm{o}_{2}\right)}\left(\overleftarrow{\boldsymbol{\beta}}_{n}\right) \prod_{a=1}^{n} \mathrm{e}^{-m r \cosh \left(\beta_{a}\right)} \tag{3.4}
\end{equation*}
$$

### 3.2. Convergence of series representation for two-point functions

Thus, the well-definiteness of the two-point functions boils down to providing an appropriate upper bound for the below class of $N$-fold integrals for $\varkappa>0$,

$$
\begin{equation*}
\mathcal{Z}_{N}(\varkappa)=\int_{\mathbb{R}^{N}} \mathrm{~d}^{N} \beta \prod_{a \neq b}^{N} \mathrm{e}^{\frac{1}{2} \mathfrak{w}\left(\beta_{a b}\right)} \cdot \prod_{a=1}^{N}\left\{\mathrm{e}^{-2 \varkappa \cosh \left(\beta_{a}\right)}\right\} \mathcal{K}_{N}\left[p_{N}^{\left(\mathrm{o}_{1}\right)}\right]\left(\boldsymbol{\beta}_{N}\right) \mathcal{K}_{N}\left[p_{N}^{\left(\mathrm{o}_{2}\right)}\right]\left(\overleftarrow{\boldsymbol{\beta}}_{N}\right) \tag{3.5}
\end{equation*}
$$

The two-body potential $\mathfrak{w}$ is defined through the relation $\boldsymbol{F}(\lambda) \mathbf{F}(-\lambda)=\mathrm{e}^{\mathfrak{w}(\lambda)}$.
Theorem 3.1 ([23]). Assume that there exist $C_{1}, C_{2}$, and $k \in \mathbb{N}$ such that given $s \in\{1,2\}$,

$$
\begin{equation*}
\left|p_{N}^{\left(o_{s}\right)}\left(\boldsymbol{\beta}_{N} \mid \ell_{N}\right)\right| \leq C_{1}^{N} \cdot \prod_{a=1}^{N} \mathrm{e}^{C_{2} \beta_{a}^{k}} \quad \text { for any } \ell_{N} \in\{0,1\}^{N} \tag{3.6}
\end{equation*}
$$

uniformly in $N$. Then, it holds

$$
\begin{equation*}
\left|Z_{N}(\varkappa)\right| \leq \exp \left[-\frac{3 \pi^{2} \mathfrak{b} \hat{\mathfrak{b}} \cdot N^{2}}{4 \cdot(\ln N)^{3}}\left\{1+\mathrm{O}\left(\frac{1}{\ln N}\right)\right\}\right] \tag{3.7}
\end{equation*}
$$

The proof of this theorem was the goal of the author's work [23]. The proof relies on Riemann-Hilbert problem techniques for inverting singular integral operators of truncated-Wiener-Hopf type along with the Deift-Zhou nonlinear steepest descent method [12, 13],
concentration of measure, and large deviation techniques which were developed for dealing with certain $\beta$-ensembles multiple integrals [7,9,28], and some generalizations thereof to the case of $N$-dependent integrands in $N$-dimensional integrals as it was developed in [8].

## 4. THE PROOF OF THE CONVERGENCE OF THE FORM FACTOR SERIES

In this section we shall describe the main steps of the proof. The details can be found in Proposition 3.1 of [23].

### 4.1. An simpler upper bound

The starting point consists in obtaining a structurally simpler upper bound on $\mathbb{Z}_{N}(\varkappa)$ when $x>0$.

Proposition 4.1. There exists $C>0$ such that

$$
\begin{equation*}
\left|\mathbb{Z}_{N}(\varkappa)\right| \leq(C \cdot \ln N)^{N} \cdot \max _{p \in \llbracket 0 ; N \rrbracket}\left|\mathscr{Z}_{N, p}(\varkappa)\right|, \tag{4.1}
\end{equation*}
$$

where $\mathscr{Z}_{N, p}(\varkappa)=\int_{\mathbb{R}^{N-p}} \mathrm{~d}^{N-p} \lambda \int_{\mathbb{R}^{p}} \mathrm{~d}^{p} \nu \bar{\varrho}_{N, p}\left(\lambda_{N-p}, v_{p}\right)$ whose integrand is expressed as

$$
\begin{align*}
\bar{\varrho}_{N, p}\left(\lambda_{N-p}, \boldsymbol{v}_{p}\right)= & \prod_{a=1}^{p}\left\{\mathrm{e}^{-V_{N}\left(v_{a}\right)}\right\} \cdot \prod_{a=1}^{N-p}\left\{\mathrm{e}^{-V_{N}\left(\lambda_{a}\right)}\right\} \\
& \times \prod_{a<b}^{p}\left\{\mathrm{e}^{\mathfrak{w}_{N}\left(v_{a b}\right)}\right\} \cdot \prod_{a<b}^{N-p}\left\{\mathrm{e}^{\mathfrak{w}_{N}\left(\lambda_{a b}\right)}\right\} \cdot \prod_{a=1}^{p} \prod_{b=1}^{N-p}\left\{\mathrm{e}^{\mathfrak{w o t o t ~}\left(v_{a}-\lambda_{b}\right)}\right\} . \tag{4.2}
\end{align*}
$$

Above, we have used the $N$-dependent functions

$$
\begin{equation*}
V_{N}(\lambda)=\varkappa \cosh \left(\tau_{N} \lambda\right), \quad \mathfrak{w}_{N}(\lambda)=\mathfrak{w}\left(\tau_{N} \lambda\right), \quad \mathfrak{w}_{\text {tot } ; N}(\lambda)=\mathfrak{w}_{\mathrm{tot}}\left(\tau_{N} \lambda\right), \tag{4.3}
\end{equation*}
$$

with $\tau_{N}=\ln N$ and

$$
\begin{equation*}
\mathfrak{w}_{\mathrm{tot}}(\lambda)=\mathfrak{w}(\lambda)+\mathfrak{v}_{2 \pi \mathfrak{b}, 0^{+}}(\lambda) \quad \text { with } \mathfrak{v}_{\alpha, \eta}(\lambda)=\ln \left(\frac{\sinh (\lambda+\mathrm{i} \alpha) \sinh (\lambda-\mathrm{i} \alpha)}{\sinh (\lambda+\mathrm{i} \eta) \sinh (\lambda-\mathrm{i} \eta)}\right) . \tag{4.4}
\end{equation*}
$$

### 4.2. Energetic bounds

Proposition 4.2. The partition function $\mathscr{Z}_{N, p}(\varkappa)$ admits the upper bound

$$
\begin{equation*}
\mathscr{Z}_{N, p}(\varkappa) \leq \exp \left\{-N^{2} \inf \left\{\mathcal{E}_{N, \frac{p}{N}}[\mu, \nu]:(\mu, \nu) \in \mathcal{M}^{1}(\mathbb{R}) \times \mathcal{M}^{1}(\mathbb{R})\right\}+\mathrm{O}\left(N \tau_{N}^{2}\right)\right\}, \tag{4.5}
\end{equation*}
$$

in which the control is uniform in $p \in \llbracket 0 ; N \rrbracket$, and where

$$
\begin{aligned}
& \mathcal{E}_{N, t}[\mu, \nu]=\frac{1}{N}\left\{t \int V_{N}(s) \mathrm{d} v(s)+(1-t) \int V_{N}(s) \mathrm{d} \mu(s)\right\} \\
&-\frac{t^{2}}{2} \int \mathfrak{w}_{N}(s-u) \mathrm{d} v(s) \mathrm{d} v(u)-\frac{(1-t)^{2}}{2} \int \mathfrak{w}_{N}(s-u) \mathrm{d} \mu(s) \mathrm{d} \mu(u) \\
&-t(1-t) \int \mathfrak{w}_{\text {tot } ; N}(s-u) \mathrm{d} \mu(s) \mathrm{d} v(u) .
\end{aligned}
$$

One may obtain such an upper bound within the standard approach to establishing large deviation bounds for N -fold integrals as pioneered in [7], adjoined to the local regularization of the empirical distribution of the integration variables proposed in [28], and some fine bounds due to the $N$-dependence of the integrand which were also considered in [8]. The details can be found in Lemmata 4.2-4.3 of [23].

### 4.3. Characterization of the minimizer and a lower-bound minimizer

The upper bound established in Proposition 4.2 does not allow one to conclude directly on the convergence of the series. Indeed, even if one could prove that the infimum in (4.5) gives a strictly positive number, the $N$-dependence of the energy functional could make the infimum $N$-dependent and, in principle, the latter could give rise to a behaviour in $N$ which, when multiplied by the $N^{2}$ prefactor, could turn out to be subdominant with respect to the corrections $\mathrm{O}\left(N \tau_{N}^{2}\right)$. Hence, the longest part of the proof is devoted to obtaining some sharp and explicit lower bound for the infimum which can then be computed in closed form so that one may explicitly check that the above scenario does hold.

For that purpose, one starts by showing
Proposition 4.3. For $0<t<1 \mathcal{E}_{N, t}$ admits a unique minimizer $\left(\mu_{\mathrm{eq}}^{(N, t)}, \nu_{\mathrm{eq}}^{(N, t)}\right.$ ) on $\mathcal{M}^{1}(\mathbb{R}) \times \mathcal{M}^{1}(\mathbb{R})$. Similarly, $\varepsilon_{N, 0}$ and $\varepsilon_{N, 1}$ admit unique minimizers on $\mathcal{M}^{1}(\mathbb{R})$.

This is established by showing that, for $0<t<1, \mathcal{E}_{N, t}$ is lower semicontinuous and strictly convex on $\mathcal{M}^{1}(\mathbb{R}) \times \mathcal{M}^{1}(\mathbb{R})$, has compact level sets, is not identically $+\infty$, and is bounded from below. In principle, this result could be already enough to obtain sharp in $N$ estimates for $\mathcal{E}_{N, t}\left[\mu_{\mathrm{eq}}^{(N, t)}\right.$, $\left.v_{\mathrm{eq}}^{(N, t)}\right]$. Indeed, by relying on the analogous to the case of $\beta$-ensembles variational characterization of the minimizers and showing that these are actually Lebesgue continuous with compact connected supports, one may establish a system of two-coupled singular linear integral equations of truncated Wiener-Hopf type depending on the large-parameter $N$. These may be analyzed within the method developed by Krein's school after generalizing the work [29] and solving the $4 \times 4$ associated Riemann-Hilbert problem in the large- $N$ regime by the Deift-Zhou nonlinear steepest descent method [12,13]. However, these steps would definitely lead to an extremely cumbersome and long clamber, especially taken the minimal amount of information one needs, in the end, from such handlings. Therefore, it is more convenient to reduce the numbers of minimizers which ought to be thoroughly determined by providing a lower bound for $\mathcal{E}_{N, t}\left[\mu_{\mathrm{eq}}^{(N, t)}, \nu_{\mathrm{eq}}^{(N, t)}\right]$ whose estimation would demand less effort while still leading to the desired result.

A direct calculation shows that one has a simpler representation for $\mathcal{E}_{N, t}$ in terms of functionals only acting on one copy of a space of bounded measures:

$$
\begin{equation*}
\mathcal{E}_{N, t}[\mu, v]=\sum_{v= \pm} \mathcal{E}_{N}^{(v)}\left[\sigma_{t}^{(v)}\right] \quad \text { with } \sigma_{t}^{( \pm)}=t v \pm(1-t) \mu \tag{4.6}
\end{equation*}
$$

in which $\mathcal{E}_{N}^{(+)}$is a functional on $\mathcal{M}^{1}(\mathbb{R})$ while $\mathcal{E}_{N}^{(-)}$is a functional on $\mathcal{M}_{\mathfrak{s}}^{(2 t-1)}(\mathbb{R})$, the space of signed, bounded, measures on $\mathbb{R}$ of total mass $2 t-1$. These take the form

$$
\begin{align*}
& \mathcal{E}_{N}^{(+)}[\sigma]=\frac{1}{N} \int V_{N}(s) \mathrm{d} \sigma(s)-\frac{1}{2} \int \mathfrak{w}_{N}^{(+)}(s-u) \cdot \mathrm{d} \sigma(s) \mathrm{d} \sigma(u)  \tag{4.7}\\
& \mathcal{E}_{N}^{(-)}[\sigma]=-\frac{1}{2} \int \mathfrak{w}_{N}^{(-)}(s-t) \cdot \mathrm{d} \sigma(s) \mathrm{d} \sigma(u) \tag{4.8}
\end{align*}
$$

The two-body interactions appearing above involve $\mathfrak{w}$ and $\mathfrak{v}_{\alpha, \eta}$ introduced in (3.5) and (4.4)

$$
\mathfrak{w}_{N}^{( \pm)}(u)=\mathfrak{w}^{( \pm)}\left(\tau_{N} u\right) \quad \text { with }\left\{\begin{array}{l}
\mathfrak{w}^{(+)}(u)=\mathfrak{w}(u)+\frac{1}{2} \mathfrak{p}_{2 \pi \mathfrak{b}, 0^{+}}(u),  \tag{4.9}\\
\mathfrak{w}^{(-)}(u)=-\frac{1}{2} \mathfrak{w}_{2 \pi \mathfrak{b}, 0^{+}}(u) .
\end{array}\right.
$$

By going to Fourier space, one observes that

$$
\begin{equation*}
\varepsilon_{N}^{(-)}[\sigma]=\frac{1}{2} \int \mathrm{~d} \lambda|\mathcal{F}[\sigma](\lambda)|^{2} \frac{\sinh (\pi \mathfrak{\mathrm { b }} \lambda) \cdot \sinh (\pi \hat{\mathrm{b}} \lambda)}{\lambda \sinh \left(\frac{\pi}{2} \lambda\right)} \geq 0 \tag{4.10}
\end{equation*}
$$

where $\mathscr{F}[\sigma](\lambda)$ stands for the Fourier transform of the signed measure $\sigma$. Thus,

$$
\begin{equation*}
\mathcal{E}_{N, t}\left[\mu_{\mathrm{eq}}^{(N, t)}, v_{\mathrm{eq}}^{(N, t)}\right] \geq \mathcal{E}_{N}^{(+)}\left[t \nu_{\mathrm{eq}}^{(N, t)}+(1-t) \mu_{\mathrm{eq}}^{(N, t)}\right] \geq \mathcal{E}_{N}^{(+)}\left[\sigma_{\mathrm{eq}}^{(N)}\right] \tag{4.11}
\end{equation*}
$$

In the last line, we have used that $\varepsilon_{N}^{(+)}$is lower-continuous, has compact level sets, is strictly convex on $\mathcal{M}^{1}(\mathbb{R})$, bounded from below, and not identically $+\infty$, so as to ensure the existence of a unique minimizer thereof: $\varepsilon_{N}^{(+)}\left[\sigma_{\mathrm{eq}}^{(N)}\right]=\inf \left\{\varepsilon_{N}^{(+)}[\sigma]: \sigma \in \mathcal{M}^{1}(\mathbb{R})\right\}$.

### 4.4. Singular integral equation characterization of the minimizer $\sigma_{\mathrm{eq}}^{(N)}$

By using the variational characterization of the minimizer, see e.g., [11] for an exposition in the $\beta$-ensemble case, one reduces the construction of $\sigma_{\mathrm{eq}}^{(N)}$ to finding a solution to a singular integral equation on the Sobolev space $H_{s}\left(\left[a_{N} ; b_{N}\right]\right)$ driven by the operator

$$
\begin{equation*}
s_{N}[\phi](\xi)=f_{a_{N}}^{b_{N}}\left(\mathfrak{w}^{(+)}\right)^{\prime}\left[\tau_{N}(\xi-\eta)\right] \cdot \phi(\eta) \mathrm{d} \eta \tag{4.12}
\end{equation*}
$$

Indeed, upon introducing the effective potential subordinate to a function $\phi \in H_{s}\left(\left[a_{N} ; b_{N}\right]\right)$,

$$
\begin{equation*}
V_{N ; \mathrm{eff}}[\phi](\xi)=\frac{1}{N} V_{N}(\xi)-f_{a_{N}}^{b_{N}} \mathfrak{w}^{(+)}\left[\tau_{N}(\xi-\eta)\right] \cdot \phi(\eta) \mathrm{d} \eta \tag{4.13}
\end{equation*}
$$

one may formulate
Proposition 4.4. Let $a_{N}<b_{N}$ and $\varrho_{\mathrm{eq}}^{(N)} \in H_{S}\left(\left[a_{N} ; b_{N}\right]\right), 1 / 2<s<1$, solve

$$
\begin{equation*}
\left.\frac{1}{N \tau_{N}} V_{N}^{\prime}(x)=\varsigma_{N}\left[\varrho_{\mathrm{eq}}^{(N)}\right](x) \quad \text { on }\right] a_{N} ; b_{N}[ \tag{4.14}
\end{equation*}
$$

be subject to the conditions

$$
\begin{equation*}
\varrho_{\mathrm{eq}}^{(N)}(\xi) \geq 0 \quad \text { for } \xi \in\left[a_{N} ; b_{N}\right], \quad \int_{a_{N}}^{b_{N}} \varrho_{\mathrm{eq}}^{(N)}(\xi) \mathrm{d} \xi=1 \tag{4.15}
\end{equation*}
$$

and

$$
\begin{equation*}
V_{N ; \operatorname{eff}}\left[\varrho_{\mathrm{eq}}^{(N)}\right](\xi)>\inf \left\{V_{N ; \operatorname{eff}}\left[\varrho_{\mathrm{eq}}^{(N)}\right](\eta): \eta \in \mathbb{R}\right\} \quad \text { for any } \xi \in \mathbb{R} \backslash\left[a_{N} ; b_{N}\right] \tag{4.16}
\end{equation*}
$$

Then, the equilibrium measure $\sigma_{\mathrm{eq}}^{(N)}$ is supported on the segment $\left[a_{N} ; b_{N}\right]$ and continuous in respect to Lebesgue's measure with density $\varrho_{\mathrm{eq}}^{(N)}$. Moreover, the density takes the form

$$
\begin{equation*}
\varrho_{\mathrm{eq}}^{(N)}(\xi)=\sqrt{\left(b_{N}-\xi\right)\left(\xi-a_{N}\right)} \cdot h_{N}(\xi) \quad \text { with } h_{N} \in \bigodot^{\infty}\left(\left[a_{N} ; b_{N}\right]\right) \tag{4.17}
\end{equation*}
$$

The above proposition thus provides one with the following strategy for determining the equilibrium measure. One starts by solving the singular integral equation (4.14) for any endpoints $a_{N}$ and $b_{N}$. The inversion should be carried out in an appropriate functional space which is dictated by the local structure (4.17) of the equilibrium measure's density, as can be inferred from an analysis of the systems of loop equations associated with the probability measure on $\mathbb{R}^{N}$ naturally subordinate to the energy functional $\mathcal{E}_{N}^{(+)}$. The fact that $\S_{N}$ should
be inverted on $H_{s}\left(\left[a_{N} ; b_{N}\right]\right), 0<s<1$, imposes a constraint on $a_{N}$ and $b_{N}$. A second constraint is obtained from the fact that the equilibrium measure has unit mass (4.15). This is still not enough so as to be sure that the solution constructed in this way provides one with the equilibrium measure. For that to happen, one still needs to verify that the two positivity constraints (4.15)-(4.16) are fulfilled. The realization of such a program demands to have a thorough control on the inversion of $\varsigma_{N}$. The latter may be reached within the scheme developed in [29], by solving an auxiliary $2 \times 2$ Riemann-Hilbert problem.

### 4.5. The Riemann-Hilbert based inversion of the operator

In the following, we adopt the shorthand notations

$$
\begin{equation*}
\bar{a}_{N}=\tau_{N} a_{N}, \quad \bar{b}_{N}=\tau_{N} b_{N}, \quad \bar{x}_{N}=\tau_{N}\left(b_{N}-a_{N}\right) \tag{4.18}
\end{equation*}
$$

Consider the Riemann-Hilbert problem for a $2 \times 2$ matrix function $\chi \in \mathcal{M}_{2}(\mathcal{O}(\mathbb{C} \backslash \mathbb{R}))$ :

- $\chi$ has continuous $\pm$-boundary values on $\mathbb{R}$;
- there exist constant matrices $\chi^{(a)}$ with $\chi_{12}^{(1)} \neq 0$ such that when $\lambda \rightarrow \infty$,

$$
\chi(\lambda)= \begin{cases}\mathcal{P}_{L ; \uparrow}(\lambda) \cdot\left(\begin{array}{cc}
-\Im_{\lambda} \cdot \mathrm{e}^{\mathrm{i} \lambda \bar{x}_{N}} & 1 \\
-1 & 0
\end{array}\right) \cdot \frac{(-\mathrm{i} \lambda)^{\frac{3}{2} \sigma_{3}}}{\mathrm{e}^{-\mathrm{i} \frac{3}{2} \sigma_{3}}} \\
\quad \times\left(I_{2}+\frac{\chi^{(1)}}{\lambda}+\frac{\chi^{(2)}}{\lambda^{2}}+\mathrm{O}\left(\lambda^{-3}\right)\right) \cdot \mathrm{Q}(\lambda), & \lambda \in \mathbb{H}^{+}, \\
\mathcal{P}_{L ; \downarrow}(\lambda) \cdot\left(\begin{array}{cc}
-1 & \Im_{\lambda} \cdot \mathrm{e}^{-\mathrm{i} \lambda \bar{x}_{N}} \\
0 & 1
\end{array}\right) \cdot(\mathrm{i} \lambda)^{\frac{3}{2} \sigma_{3}} \\
\quad \times\left(I_{2}+\frac{\chi^{(1)}}{\lambda}+\frac{\chi^{(2)}}{\lambda^{2}}+\mathrm{O}\left(\lambda^{-3}\right)\right) \cdot \mathrm{Q}(\lambda), \quad \lambda \in \mathbb{H}^{-}\end{cases}
$$

in which the matrix Q takes the form

$$
\mathrm{Q}(\lambda)=\left(\begin{array}{cc}
0 & -\chi_{12}^{(1)} \\
\left\{\chi_{12}^{(1)}\right\}^{-1} & \mathfrak{q}_{1}+\lambda
\end{array}\right) \quad \text { with } \mathfrak{q}_{1}=\left(\chi_{11}^{(1)} \chi_{12}^{(1)}-\chi_{12}^{(2)}\right) \cdot\left\{\chi_{12}^{(1)}\right\}^{-1}
$$

- $\chi_{+}(\lambda)=G_{\chi}(\lambda) \cdot \chi_{-}(\lambda)$ for $\lambda \in \mathbb{R}$ where

$$
\begin{aligned}
& G_{\chi}(\lambda)=\left(\begin{array}{cc}
\mathrm{e}^{\mathrm{i} \lambda \bar{x}_{N}} & 0 \\
\frac{1}{\mathrm{i} \pi} \cdot R(\lambda) & -\mathrm{e}^{-\mathrm{i} \lambda \bar{x}_{N}}
\end{array}\right) \\
& \quad \text { with } R(\lambda)=2 \frac{\sinh (\pi \mathrm{~b} \lambda) \cdot \sinh (\pi \hat{\mathrm{b}} \lambda) \cdot \sinh \left(\frac{\pi}{2} \lambda\right)}{\cosh ^{2}\left(\frac{\pi}{2} \lambda\right)}
\end{aligned}
$$

Here $\mathfrak{s} \lambda=\operatorname{sgn}(\Re \lambda), \mathcal{O}(A)$ stands for the ring of holomorphic functions on $A$, while the O remainder appearing in matrix equalities should be understood entrywise. Moreover, we point out that the matrix $Q$ appearing in the asymptotic expansion for $\chi$ is chosen such that $\chi$ has the large- $\lambda$ behavior

$$
\begin{equation*}
\chi(\lambda)=\chi_{\uparrow / \downarrow}^{(\infty)}(\lambda) \cdot(\mp i \lambda)^{\frac{1}{2} \sigma_{3}}, \quad \lambda \in \mathbb{H}^{ \pm} \tag{4.19}
\end{equation*}
$$

with $\chi_{\uparrow / \downarrow}^{(\infty)}(\lambda)$ bounded at $\infty$.

The Deift-Zhou nonlinear steepest descent method [12,13] allows one to reduce the above Riemann-Hilbert problem into one that is uniquely solvable by the singular integral equation method of [6], provided that $N$ is large enough and $b_{N}-a_{N}>c>0$ uniformly in $N$.

The solution $\chi$ then provides one with a full description of the inverse of $\Im_{N}$.
Proposition 4.5. Let $0<s<1$. The operator $\S_{N}: H_{s}\left(\left[a_{N} ; b_{N}\right]\right) \rightarrow H_{s}(\mathbb{R})$ is continuous and invertible on its image:

$$
\begin{equation*}
\mathfrak{X}_{s}(\mathbb{R})=\left\{H \in H_{s}(\mathbb{R}): \int_{\mathbb{R}+\mathrm{i} \varepsilon^{\prime}} \chi_{12}(\mu) \mathcal{F}[H]\left(\tau_{N} \mu\right) \mathrm{e}^{-\mathrm{i} \mu \bar{b}_{N}} \cdot \frac{\mathrm{~d} \mu}{(2 \mathrm{i} \pi)^{2}}=0\right\} . \tag{4.20}
\end{equation*}
$$

More specifically, one has the left and right inverse relations

$$
\mathcal{W}_{N} \circ \Im_{N}=\mathrm{id} \quad \text { on } H_{s}\left(\left[a_{N} ; b_{N}\right]\right) \quad \text { and } \quad \varsigma_{N} \circ \mathcal{W}_{N}[H](\xi)=H(\xi) \quad \text { a.e. on }\left[a_{N} ; b_{N}\right]
$$

for any $H \in \mathfrak{X}_{s}(\mathbb{R})$. The operator $\mathcal{W}_{N}: \mathfrak{X}_{s}(\mathbb{R}) \rightarrow H_{s}\left(\left[a_{N} ; b_{N}\right]\right)$ is given, whenever it makes sense, as an encased oscillatorily convergent Riemann integral transform

$$
\begin{equation*}
\mathcal{W}_{N}[H](\xi)=\frac{\tau_{N}^{2}}{\pi} \int_{\mathbb{R}+2 \mathrm{i} \varepsilon^{\prime}} \frac{\mathrm{d} \lambda}{2 \mathrm{i} \pi} \int_{\mathbb{R}+\mathrm{i} \varepsilon^{\prime}} \frac{\mathrm{d} \mu}{2 \mathrm{i} \pi} \mathrm{e}^{-\mathrm{i} \tau_{N} \lambda\left(\xi-a_{N}\right)} W(\lambda, \mu) \mathrm{e}^{-\mathrm{i} \mu \bar{b}_{N} \mathcal{F}[H]\left(\tau_{N} \mu\right),} \tag{4.21}
\end{equation*}
$$

where $\varepsilon^{\prime}>0$ is small enough. The integral kernel

$$
\begin{equation*}
W(\lambda, \mu)=\frac{1}{\mu-\lambda}\left\{\frac{\mu}{\lambda} \cdot \chi_{11}(\lambda) \chi_{12}(\mu)-\chi_{11}(\mu) \chi_{12}(\lambda)\right\} \tag{4.22}
\end{equation*}
$$

is expressed in terms of the entries of the matrix $\chi$.
These pieces of information, along with the explicit, uniform on $\mathbb{C}$, large- $N$ expansion of the solution $\chi$ to the above Riemann-Hilbert problem and several technical estimates which allow one to check that (4.15)-(4.16) hold, allow one to formulate

Theorem 4.6. Let $N \geq N_{0}$ with $N_{0}$ large enough. Then the unique minimizer $\sigma_{\mathrm{eq}}^{(N)}$ of the functional $\varepsilon_{N}^{(+)}$introduced in (4.7) is absolutely continuous in respect to the Lebesgue measure with density $\varrho_{\mathrm{eq}}^{(N)}$ and is supported on the segment $\left[a_{N} ; b_{N}\right]$. The endpoints are the unique solutions to the equations

$$
a_{N}+b_{N}=0 \quad \text { and } \quad \vartheta \cdot \frac{\left(\bar{b}_{N}\right)^{2} \mathrm{e}^{\bar{b}_{N}}}{N} \cdot \mathrm{t}\left(2 \bar{b}_{N}\right) \cdot\left\{1+\mathrm{O}\left(\left(\bar{b}_{N}\right)^{5} \mathrm{e}^{-2 \bar{b}_{N}(1-\varepsilon)}\right)\right\}=1
$$

for any $1>\varepsilon>0$, and the remainder is smooth and differentiable in $\bar{b}_{N}$. Above, one has

$$
\vartheta=\frac{2 \varkappa}{3(2 \pi)^{\frac{5}{2}}} \cdot \frac{\Gamma(\mathfrak{b}, \hat{\mathfrak{b}})}{\mathfrak{b}^{\mathfrak{b}} \hat{\mathfrak{b}} \hat{\mathfrak{b}}},
$$

while, upon using the constants $w_{k}$ introduced below in (4.24),

$$
\begin{equation*}
\mathrm{t}\left(\bar{x}_{N}\right)=\frac{6}{\left(\bar{x}_{N}\right)^{2}}\left\{2+w_{2}-w_{1}-\frac{w_{1} w_{3}}{w_{2}}\right\} \underset{\bar{x}_{N} \rightarrow+\infty}{\sim} 1+\mathrm{O}\left(\frac{1}{\bar{x}_{N}}\right) . \tag{4.23}
\end{equation*}
$$

In particular, $\bar{b}_{N}$ is uniformly away from zero and admits the large $-N$ expansion

$$
\bar{b}_{N}=\ln N-2 \ln \ln N-\ln \vartheta+\mathrm{O}\left(\frac{\ln \ln N}{\ln N}\right)
$$

Finally, the density $\varrho_{\mathrm{eq}}^{(N)}$ of the equilibrium measure is expressed in terms of the integral transform of the potential $\varrho_{\mathrm{eq}}^{(N)}=\mathcal{W}_{N}\left[V_{N}^{\prime}\right] /\left(N \tau_{N}\right)$.

In the statement of the theorem, we made use of the coefficients $w_{k}$ arising in the $\lambda \rightarrow 0$ expansion below

$$
\begin{equation*}
2 \mathrm{i} \frac{\mathfrak{b}^{2 \mathrm{i} \mathrm{~b}} \hat{\mathrm{~b}}^{2 \mathrm{i} \hat{\mathrm{~b}} \lambda} 2^{\mathrm{i} \lambda}}{\lambda^{3} \mathfrak{b} \hat{\mathrm{~b}} \mathrm{e}^{\mathrm{i} \lambda \bar{x}_{N}}} \Gamma^{2}\binom{\frac{1}{2}+\mathrm{i} \frac{\lambda}{2}}{\frac{1}{2}-\mathrm{i} \frac{\lambda}{2}} \Gamma\binom{1-\mathrm{i} \mathrm{~b} \lambda, 1-\mathrm{i} \hat{\mathrm{~b}} \lambda, 1-\mathrm{i} \frac{\lambda}{2}}{\mathrm{i} \dot{\mathrm{~b}} \lambda, \mathrm{i} \hat{\mathrm{~b}} \lambda, \mathrm{i} \frac{\lambda}{2}}=\sum_{\ell=0}^{3} \frac{(-\mathrm{i})^{\ell} w_{\ell}}{\lambda^{3-\ell}}+\mathrm{O}(\lambda) . \tag{4.24}
\end{equation*}
$$

### 4.6. Estimation of the minimum

The closed-form expression for $\sigma_{\mathrm{eq}}^{(N)}$ in terms of the solution $\chi$ to the above Rie-mann-Hilbert problem and the close relation between the two-body interaction in the potential and the $\S_{N}$ operator's kernel allow one to exploit the system of jumps for $\chi$ so as to recast $\varepsilon_{N}^{(+)}\left[\sigma_{\text {eq }}^{(N)}\right]$ only in terms of $N, \bar{b}_{N}$, and $\chi$ evaluated at special points:

$$
\begin{aligned}
\mathcal{E}_{N}^{(+)}\left[\sigma_{\text {eq }}^{(N)}\right]= & \frac{\varkappa}{2 N} \cosh \left(\bar{b}_{N}\right)+\frac{\varkappa^{2} \mathrm{e}^{2 \bar{b}_{N}}}{8 \pi N^{2}}\left\{\chi_{12}^{2}(\mathrm{i})+2\left[\chi_{12}(\mathrm{i}) \chi_{11}^{\prime}(\mathrm{i})-\chi_{11}(\mathrm{i}) \chi_{12}^{\prime}(\mathrm{i})\right]\right\} \\
& -\frac{\varkappa \mathrm{e}^{\bar{b}_{N}}}{4 N}\left\{1+\mathrm{e}^{-\bar{x}_{N}}+\chi_{22 ;-}(0)\left[2 \chi_{11}(\mathrm{i})+\mathrm{i} \chi_{12}(\mathrm{i})\right]-2 \chi_{21 ;-}(0) \chi_{12}(\mathrm{i})\right\} .
\end{aligned}
$$

Once that one arrives to the above closed expression, it is a matter of direct calculations which build on the uniform on $\mathbb{C}$ large- $N$ asymptotic expansion for $\chi$ provided by the nonlinear steepest descent so as to infer the large- $N$ asymptotics

Proposition 4.7. One has the large- $N$ asymptotic behavior

$$
\begin{equation*}
\varepsilon_{N}^{(+)}\left[\sigma_{\mathrm{eq}}^{(N)}\right]=\frac{3 \pi^{4} \mathfrak{\mathrm { b }} \hat{\mathrm{~b}} \tilde{w}_{1}}{4\left(\bar{b}_{N}\right)^{3} \tilde{w}_{2} \mathrm{t}\left(2 \bar{b}_{N}\right)}+\frac{9 \pi^{4} \mathfrak{\mathrm { b }} \hat{\mathfrak{b}}}{8\left(\bar{b}_{N}\right)^{4} \mathrm{t}^{2}\left(2 \bar{b}_{N}\right)}\left\{1-\frac{2 \tilde{w}_{1}}{\bar{b}_{N} \tilde{w}_{2}}\right\}+\mathrm{O}\left(\mathrm{e}^{-2 \bar{b}_{N}(1-\varepsilon)}\right), \tag{4.25}
\end{equation*}
$$

where t is as introduced in Theorem 4.6 and we have rescaled the $w_{k}$ variables:

$$
\begin{equation*}
w_{1}=2 \bar{b}_{N} \tilde{w}_{1}, \quad w_{2}=2\left(\bar{b}_{N}\right)^{2} \tilde{w}_{2}, \quad \text { with } \tilde{w}_{k}=1+\mathrm{O}\left(\frac{1}{\bar{b}_{N}}\right) \quad \text { as } N \rightarrow+\infty . \tag{4.26}
\end{equation*}
$$

Together with Propositions 4.2-4.3 and the lower bound in (4.11), the above theorem yields Theorem 3.1.

## 5. CONCLUSION

In this paper we reviewed the bootstrap program approach to the rigorous construction of 1+1-dimensional integrable quantum field theories arising as appropriate quantizations of integrable classical evolution equations of 1+1-dimensional field theory. This was done on the example of the Sinh-Gordon quantum field theory which is the simplest and nontrivial instance of such model. The approach starts by proposing an appropriate Hilbert space on which such a model is realized. Then, it produces the form of the $\mathbf{S}$-matrix which governs the scattering in such a case. This S-matrix arises as a solution of certain symmetry
constrains on the scattering in a relativistically-invariant theory along with the requirement of the factorizability of scattering into a concatenation of two-particle processes. Then, the quantum fields, which are operator-valued distributions on functions of the space-time variables, are constructed as integral operators whose integral kernels satisfy a set of equations, the bootstrap program axioms (i)-(v), which should be taken as the basic axioms of the theory. These axiomatic equations strongly depend on the form of the S-matrix for the given theory. It turns out that the bootstrap program equations can be solved explicitly with the help of the algebraic setting provided by the quantum integrability of the model and, in particular, the Yang-Baxter equation satisfied by the S-matrix. Once one ends up with the set of explicit solutions to (i)-(v), it remains to check the consistency of the whole construction, in particular, that the so-constructed quantum fields do form an algebra and that they commute at space-like separations. The latter requirement is crucial for guaranteeing the causality of the so-constructed theory and thus it being viable as a per se quantum field theory. To check these last steps of the construction, one must show that the series of multiple integrals resulting from the integral operator's multiplications do converge. This was a long standing open question in this field and its solution [23], in the simplest case scenario, was discussed by the author in the last section of this paper.

There are still numerous open questions related to these topic: first of all, to implement the method of [23], for establishing the convergence of form factor expansions for the time-like separated two-point functions as well as the multipoint correlation functions in all possible regimes of separation between the operators. These questions definitely seem to be manageable within a finite time. Further, one would like to extend the methods of proving the convergence to more challenging but also more physically relevant models such as the $1+1$-dimensional integrable Sine-Gordon quantum field theory. There, the multitude of asymptotic particles, along with the presence of bound states and equal mass asymptotic particles, will definitely be a challenging, but hopefully surmountable task.

Last but not least, one should provide a thorough description of the correlation functions in the infrared limit, viz. when the Minkowski separation between the operator approaches zero. In the case of the two-point function given in (3.4) that would correspond to extracting the $r \rightarrow 0^{+}$limit.
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## ABSTRACT

We survey some recent mathematical progress in understanding singularities arising in solutions to the Einstein equations. After some quick discussions of background material, we focus on the following three topics:

- constructions of singular solutions to the Einstein vacuum equations,
- the singularity structure in the interior of generic dynamical black holes and the relation to the strong cosmic censorship conjecture,
- the formation of trapped surfaces, instabilities for the Einstein vacuum equations, and the relation to singularities.
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## 1. INTRODUCTION

We study the Cauchy problem for the celebrated Einstein equations for a $(3+1)$ dimensional Lorentzian manifold $(\mathcal{M}, g)$ with appropriate matter fields:

$$
\begin{equation*}
\operatorname{Ric}(g)-\frac{1}{2} S(g) g+\Lambda g=8 \pi T \tag{1.1}
\end{equation*}
$$

where $\operatorname{Ric}(g)$ and $S(g)$ are, respectively, the Ricci- and scalar-curvature tensors of $g, \Lambda \in \mathbb{R}$ is the cosmological constant, and $T$ is the stress-energy-momentum tensor describing the matter content in $\mathcal{M}$. Equation (1.1) is already highly nontrivial in vacuum, i.e., when $T \equiv 0$, and with vanishing cosmological constant $\Lambda=0$, in which case (1.1) reduces to

$$
\begin{equation*}
\operatorname{Ric}(g)=0 \tag{1.2}
\end{equation*}
$$

A fascinating feature of solutions to (1.2), or more generally (1.1), is the presence of singularities, which can arise even from regular initial data. The most well-known singularities are those occurring at the big bang or in the interior of black holes, though more exotic singularities are known. Viewing (1.1) as a system of partial differential equations, it is desirable to give a complete description of all possible singularities, a goal which at present seems far out of reach.

In this article, we instead survey some recent mathematical progress in the following specific physically interesting settings:
(i) We first discuss some local constructions of different types of singular solutions to (1.2) (Section 2).
(ii) We then turn to the discussion of singularities in the interior of dynamical black holes. This is closely related to the strong cosmic censorship conjecture, stated as Conjecture 1.3 below (Section 3).
(iii) Finally, we discuss how trapped surfaces form dynamically in solutions to (1.1). As we will see below, the formation of trapped surfaces is closely related to black holes and singularities (Section 4).

Before we turn to these topics, we first give some further context regarding singularities in general relativity in the remainder of the introduction.

### 1.1. The Cauchy problem in general relativity

Any discussion of the Cauchy problem in general relativity begins with the following fundamental theorem (see also the earlier [30]):

Theorem 1.1 (Choquet-Bruhat-Geroch [12]). Let $(\Sigma, \hat{g})$ be a Riemannian 3-manifold and $\hat{k}$ be a symmetric 2-tensor. Suppose $(\hat{g}, \hat{k})$ are sufficiently regular and satisfy the constraint equations. Then there exists a unique maximal Cauchy development $(\mathcal{M}, g)$ such that
(1) the metric $g$ solves (1.2),
(2) $(\Sigma, \hat{g}) \hookrightarrow(\mathcal{M}, g)$ isometrically, and $\hat{k}$ is the induced second fundamental form,
(3) any other development $\left(\mathcal{M}^{\prime}, g^{\prime}\right)$ satisfying (1) and (2) embeds into $(\mathcal{M}, g)$ isometrically.

In general, Theorem 1.1 does not guarantee the maximal Cauchy development to be geodesically complete. Thus, from the point of view of PDE theory, Theorem 1.1 should be viewed as a local existence result.

Under suitable smallness assumptions, the Choquet-Bruhat-Geroch theorem can be extended to a global result. More precisely, if the initial data are close to that of Minkowski spacetime, then the maximal Cauchy development is geodesically complete and converges to Minkowski for large times. This is the monumental stability of Minkowski theorem by Christodoulou-Klainerman [19].

In general, however, one must face the possibility of singularities. In particular, as we will see, singularities can arise from complete asymptotically flat initial data sets.

### 1.2. Singularities and black hole spacetimes

The simplest example of formation of singularity for (1.2) can be found in the Schwarzschild solution ( $\mathcal{M}_{M, 0}, g_{M, 0}$ ), where $M>0$ is the mass parameter, $\mathcal{M}_{M, 0}=\mathbb{R}^{2} \times$ $\mathbb{S}^{2}$, and in a local coordinate system, $g_{M, 0}$ is given by

$$
g_{M, 0}=-\left(1-\frac{2 M}{r}\right) d t^{2}+\left(1-\frac{2 M}{r}\right)^{-1} d r^{2}+r^{2} \gamma_{\mathbb{S}^{2}(1)}
$$

where $\gamma_{\mathbb{S}^{2}(1)}$ denotes the round metric on $\mathbb{S}^{2}(1)$. The Schwarzschild solution is depicted by the Penrose diagram in Figure 1.


## FIGURE 1

Schwarzschild as the maximal future Cauchy development of $\Sigma$.

Despite having smooth asymptotically flat initial data, the maximal future Cauchy development of Schwarzschild data has singularity inside the black hole region, depicted as the $\{r=0\}$ surface. What is a singularity? There are a few inequivalent ways to capture the "singular nature" of $\{r=0\}$ of Schwarzschild:
(i) (Geodesic incompleteness) Any causal geodesic entering the black hole must be incomplete and reach $\{r=0\}$ in finite time.
(ii) (Blowup of curvature) The curvature invariant $R^{\alpha \beta \mu \nu} R_{\alpha \beta \mu \nu} \rightarrow \infty$ as $r \rightarrow 0$.
(iii) (Infinitude of tidal deformation) Any observer heading towards the singularity will be infinitely torn apart.

### 1.3. Trapped surfaces and Penrose's incompleteness theorem

At first, one may hope that the Schwarzschild singularity only arises because Schwarzschild data are very special (e.g., because it is spherically symmetric). This was initially supported by the heuristics of Lifshitz-Khalatnikov [56]: they considered a class of asymptotically Kasner singularities (of which the Schwarzschild singularity is a particular example) and showed that they have one fewer functional degree of freedom compared to the Cauchy problem, which should mean that these singularities are highly nongeneric.

However, in a breakthrough work, Penrose [72] proved that singularities - at least in the sense of geodesic incompleteness - is a stable phenomenon. More precisely, he proved

Theorem 1.2 (Penrose). If $\Sigma$ is noncompact, and the maximal Cauchy development $(\mathcal{M}, g)$ contains a compact trapped surface, then $(\mathcal{M}, g)$ is future causally geodesically incomplete.

Since trappedness is a stable condition, and the Schwarzschild solution contains many compact trapped surfaces, Theorem 1.2 implies that given any sufficiently small perturbations of Schwarzschild data, the corresponding maximal Cauchy development must be future causally geodesically incomplete.

It should be noted that Penrose's fundamental theorem (Theorem 1.2) only asserts the geodesic incompleteness of the spacetime; indeed, one important goal of the subject is to understand when the incompleteness is tied to stronger senses of singularities of curvature or tidal deformation. Already for small perturbations of Schwarzschild data, the geodesic incompleteness can look very different from Schwarzschild! To see this, one needs not look further than the explicit Kerr family of solutions $\left(\mathcal{M}_{M, a}=\mathbb{R}^{2} \times \mathbb{S}^{2}, g_{M, a}\right)$ for $|a| \leq M, M>0$. When $a=0$, this reduces to the Schwarzschild subfamily. However, when $0<|a|<M$, the black hole region terminates with a smooth Cauchy horizon (see Figure 2); in particular, the solution remains completely smooth despite being geodesically incomplete!


FIGURE 2
Kerr as the maximal future Cauchy development of $\Sigma$, with a non-unique extension.

### 1.4. The cosmic censorship conjectures

The further mathematical study of singularities is guided by two important conjectures of Penrose known as the cosmic censorship conjectures. In a sense, both conjectures assert that some desirable features of the Schwarzschild singularity should be generic.

As we discussed above, the interior of the Kerr black hole does not have any singularities. This poses a challenge to the deterministic nature of Einstein's theory as it reflects a breakdown of global uniqueness: the maximal Cauchy development of Kerr data (when $0<|a|<M$ ) can be further extended (see Figure 2) - in infinitely many inequivalent ways - as a solution to the Einstein vacuum equations (1.2) beyond the smooth Cauchy horizon.

From this point of view, therefore, the Schwarzschild singularity is preferable to the smooth Kerr Cauchy horizon. Indeed, the first cosmic censorship conjecture asserts that the Schwarzschild case - as opposed to the Kerr case - should be generic.

Conjecture 1.3 (Strong cosmic censorship conjecture [17,76]). Maximal Cauchy developments of generic asymptotically flat initial data sets are inextendible as suitably regular Lorentzian manifolds.
(See also $[82,83]$ for interesting works on an analogous conjecture for cosmological, i.e., compact, spacetimes. They will not be further discussed here.)

Conjecture 1.3, if true, would resolve the breakdown of determinism. In particular, the smooth Kerr Cauchy horizon would be nongeneric. From the point of view of PDE theory, Conjecture 1.3 can be viewed as a global uniqueness conjecture.

At this point, the formulation of Conjecture 1.3 is quite general: in the process of proving the conjecture, one must make precise the notions of "genericity" and "suitable regularity." The regularity class in which the solution is inextendible can be thought of as a convenient way to measure the strength of the singularity. We will refer to "the $C^{k}$ formulation of Conjecture 1.3 " when we mean to impose $C^{k}$-inextendibility of the metric. Note that $C^{2}$-inextendibility is related to curvature blowup, while $C^{0}$-inextendibility can be thought of as a more severe blowup, related to the infinitude of the tidal deformation seen in Schwarzschild. As we will see later (see Section 3), we must carefully distinguish the different formulations in order to capture the precise nature of the singularity in the interior of generic dynamical black holes.

Another preferable feature of the Schwarzschild singularity is that it is hidden behind an event horizon, and thus not visible to far-away observers. A mathematical reformulation of this fact without explicitly referring to the singularities is to say that null infinity of Schwarzschild is complete. In fact, the full Kerr family of black holes, not just the Schwarzschild subfamily, possess a complete null infinity. This is conjectured to be generic:

Conjecture 1.4 (Weak cosmic censorship conjecture [17,73]). Maximal Cauchy developments of generic asymptotically flat initial data sets possess a complete null infinity.

Conjecture 1.4 can be viewed as a conjecture on global existence in the large; indeed, this is the best notion of global existence one can hope for in view of Theorem 1.2.

## 2. CONSTRUCTION OF SINGULARITIES

The first step towards understanding singularities in general relativity is to construct specific classes of singular solutions. Explicit singular solutions (including Schwarzschild
and Kasner) have, of course, been known for a long time. There are also many results where singularities are constructed using simplifying assumptions of symmetry and analyticity. However, more general constructions of singularities have only been achieved quite recently.

### 2.1. Spacelike singularities

While perhaps Schwarzschild or Kasner singularities are the simplest to write down, Lifshitz-Khalatnikov (see Section 1.3) argued that such singularities depend only on three functional degrees of freedom (i.e., one fewer than that for the Cauchy problem) and are thus nongeneric. Nonetheless, one can construct the full class of such singular solutions:

Theorem 2.1 (Fournodavlos-Luk [31]). There exists a class of asymptotically Kasner singular solutions to (1.2) parametrized by three functional degrees of freedom.

See $[44,51]$ and references therein for earlier works with symmetry and/or analyticity assumptions.

The key realization here is that the Einstein vacuum equations are, in fact, locally well-posed in a Gaussian coordinate system, i.e., in a gauge such that

$$
g=-d t^{2}+{ }^{(3)} g_{i j} d x^{i} d x^{j}
$$

for some Riemannian metric ${ }^{(3)} g$, which is realized by considering the wave equation for the second fundamental form and appropriate renormalizations. In this gauge, we can carry out a Fuchsian-type analysis to construct an approximate solution, and then upgrade the construction to a bona fide solution by performing singular energy estimates.

The singularities constructed in Theorem 2.1 are not expected to be stable. Nonetheless, these singularities are stable after restricting in suitable symmetry class:

Theorem 2.2 (Alexakis-Fournodavlos [1], Founodavlos-Rodnianski-Speck [32]). The singularities of Schwarzschild [1] and Kasner [32] are respectively stable under polarized axisymmetry and polarized $\mathbb{U}(1)$ symmetry.

Note that in these symmetry classes, the Cauchy data depend only on two functional degrees of freedom. On the other hand, [32] treats a much more general case - the so-called subcritical regime - which includes a large class of Kasner singularities (a) in vacuum in high dimensions and $(b)$ with matter fields in $(3+1)$ dimensions, without any symmetry assumptions.

It should be remarked that the influential paper [4] suggests that there should be a large class of spacelike singularities which are oscillatory (unlike the asymptotically Kasner singularities). Some progress has been made for a class of spatially homogeneous solutions [81]. However, its relevance in the spatially nonhomogeneous setting remains unclear.

### 2.2. Null singularities

It turns out that the Einstein vacuum equations admit a class of very different singular solutions which are much more stable! In contrast to Section 2.1, the singular hypersurfaces are null in these spacetimes. These solutions were first discovered in the context of the
study of strong cosmic censorship conjecture for various matter models; see Section 3 below. Such singularities are often called "weak" null singularities, as the metric can be extended continuously beyond the singularities and the tidal deformation remains finite. However, they should also be thought of as "essential" singularities, since (at least conjecturally) they cannot be extended in $W^{1, p}$ for any $p>1$.

Theorem 2.3 (Luk [57]). A class of stable weak null singularities exist for the vacuum equation (1.2) without any symmetry assumptions.

Analytic examples were previously constructed by Ori-Flanagan [71].
Like in the proof of Theorem 2.1 (and Theorem 2.2), the choice of coordinates lies at the heart of the proof. The proof uses a local coordinate system ( $u, \underline{u}, \theta^{1}, \theta^{2}$ ) adapted to a double null foliation, i.e., the metric takes the form

$$
\begin{equation*}
g=-4 \Omega^{2} d u d \underline{u}+\gamma_{A B}\left(d \theta^{A}-b^{A} d u\right)\left(d \theta^{B}-b^{B} d u\right) \tag{2.1}
\end{equation*}
$$

and the singular null hypersurface is a constant- $u$ or constant- $\underline{u}$ hypersurface (or both in the case of a bifurcate null singularity). The Einstein equations in this gauge have remarkable - both linear and nonlinear - structure. First, by introducing appropriately "renormalized" curvature components, one can recast the Einstein equations in the gauge (2.1) as a coupled system of hyperbolic-elliptic-transport system which avoids the most singular (non- $L^{1}$ ) components of curvature. Moreover, the system of equations have important nonlinear null structure so that the potentially most dangerous singular terms do not appear.

The proof of Theorem 2.3 was inspired by earlier works [61,62] by Luk-Rodnianski on the propagation and interaction of impulsive gravitational waves without symmetry assumptions. These solutions to (1.2), first discovered in symmetry classes (see [43,74]), contain null singularities which are weaker so that a local well-posedness theory still holds. (In this context, note also the more recent work $[65,66]$ which considers the interaction of three impulsive gravitational waves, for which one needs geometric constructions beyond (2.1).)

## 2.3. $\boldsymbol{\kappa}$-self-similar singularities and naked singularities

Self-similar singularities play an important role in many evolutionary PDEs. For the Einstein vacuum equations (1.2), Rodnianski-Shlapentokh-Rothman recently constructed a class of (what they called) $\kappa$-self-similar singularities. In fact, the singularities they constructed are naked singularities, i.e., spacetimes with incomplete future null infinities (cf. Conjecture 1.4).

Theorem 2.4 (Rodnianski-Shlapentokh-Rothman [84]). The Einstein vacuum equations (1.2) admit solutions with naked singularities.

If Conjecture 1.4 is true, then the naked singularities in Theorem 2.4 (and indeed any naked singularities) would be unstable. Nevertheless, Theorem 2.4 shows that in order to resolve Conjecture 1.4, one must come to terms with understanding "genericity."

A closely related construction was previously achieved by Christodoulou for the Einstein-scalar field system in spherical symmetry [15]. There are also numerical evidence of other regimes of (discretely) self-similar singularities [11,53].

## 3. BLACK HOLE INTERIORS AND THE STRONG COSMIC CENSORSHIP CONJECTURE

We now turn to the singularities that arise in black hole interiors. We have already seen the example of the singularity in a Schwarzschild black hole. We will soon also encounter black hole interiors with null singularities, just like those constructed in Section 2.2. However, unlike in Section 2, our main concern here is not only the local structure of the singularities (as in Sections 2.1, 2.2), but instead we are interested in what singularities are formed in dynamical evolution inside black holes.

In particular, we will be interested in the question of strong cosmic censorship (see Section 1.4), i.e., whether black hole interiors are indeed generically singular as in the Schwarzschild case.

### 3.1. Spherically symmetric model problems

The first results concerning the issues of black hole interiors and strong cosmic censorship were obtained under the assumption of spherical symmetry. The spherical symmetry assumption rules out the Kerr solution; nevertheless, if one couples the Einstein equations with a Maxwell field, the two-parameter family (parametrized by the mass and charge $M, Q$ ) of the Reissner-Nordström solution (when $0<|Q|<M$ ) also has a Penrose diagram given by Figure 2. In particular, these solutions have a smooth global bifurcate Cauchy horizon which can be extended nonuniquely as solutions to the Einstein-Maxwell system.

The early breakthroughs $[37,78,79]$ concerned the Einstein-Maxwell-null dust system in spherical symmetry. In these works of Hiscock, Poisson-Israel, it was already shown that both stability and instability aspects are present: the perturbed solution still has a Cauchy horizon, and the metric remains continuous up to the Cauchy horizon; it is only the higher derivatives, for instance, the Hawking mass, that blow up.

A more satisfactory spherically symmetry model, which involves a wave-type dynamical degree of freedom, is the Einstein-Maxwell-scalar field system:

$$
\begin{align*}
\operatorname{Ric}_{\mu \nu}-\frac{1}{2} g_{\mu \nu} R & =2\left(T_{\mu \nu}^{(\mathrm{sf})}+T_{\mu \nu}^{(\mathrm{em})}\right) \\
T_{\mu \nu}^{(\mathrm{sf})} & =\partial_{\mu} \phi \partial_{\nu} \phi-\frac{1}{2} g_{\mu \nu}\left(g^{-1}\right)^{\alpha \beta} \partial_{\alpha} \phi \partial_{\beta} \phi,  \tag{3.1}\\
T_{\mu \nu}^{(\mathrm{em})} & =\left(g^{-1}\right)^{\alpha \beta} F_{\mu \alpha} F_{\nu \beta}-\frac{1}{4} g_{\mu \nu}\left(g^{-1}\right)^{\alpha \beta}\left(g^{-1}\right)^{\gamma \sigma} F_{\alpha \nu} F_{\beta \sigma},
\end{align*}
$$

where $\phi$ is a real-valued scalar function and $F$ is a 2-form satisfying

$$
\begin{equation*}
\square_{g} \phi=0, \quad d F=0, \quad \nabla_{\nu} F^{\mu \nu}=0 . \tag{3.2}
\end{equation*}
$$

It turns out that spherical symmetry breaks the supercriticality of the problem, and, in fact, one can study the structure of the black hole interior for large data (i.e., not only those
which are small perturbations of Reissner-Nordström). For this model, it was proven that the Cauchy horizon is a generic feature!

Theorem 3.1 (Dafermos [20], Dafermos-Rodnianski [26]). Given any asymptotically flat, spherically symmetric, admissible data on $\Sigma=\mathbb{R} \times \mathbb{S}^{2}$, if the initial charge is not identically 0 , then the solution to (3.1) and (3.2) satisfies the following:
(1) each component of the black hole exterior converges to Reissner-Nordström,
(2) the black hole interior has a (null) Cauchy horizon as (at least) part of the boundary,
(3) the solution is extendible up to the Cauchy horizon with a continuous metric.

In particular, the $C^{0}$-formulation of the strong cosmic censorship conjecture is false.

In fact, it can be shown [21,52] based on Theorem 3.1 that when the initial charge is nonvanishing, then the solution either has the Penrose diagram of Reissner-Nordström, or else the boundary of the black hole interior has both null and spacelike components, as indicated in Figure 3. Put differently, Theorem 3.1 shows that when the charge is nonvanishing, the black hole interior, at least near timelike infinity $i^{+}$, looks more like Reissner-Nordström than Schwarzschild. This phenomenon is due to a subtle interplay between the amplification effect in the black hole interior and the decay in the black hole exterior. On the one hand, the local blue-shift effect present at the Reissner-Nordström Cauchy horizon [86] causes an exponential growth of waves. On the other hand, [26] established that waves in the black hole exterior decay with at least an inverse polynomial rate (as predicted by the linear heuristics of Price [80]), by understanding the dispersion of waves in the far-away region and the red-shift effect near the black hole event horizon. This decay competes with the exponential growth induced by the blue-shift effect, resulting in a black hole interior which is still $C^{0}$-extendible.

The $C^{0}$-extendibility result in Theorem 3.1, however, is not the end of the story. While the solution is extendible for all data with nonvanishing charge, the result is consistent with spacetime metrics arising from generic data having derivatives that blow up at the


## FIGURE 3

A possible Penrose diagram for Theorem 3.1.

Cauchy horizon. In fact, a conditional result was proven in [20], showing that the derivatives of the metric indeed blow up assuming some pointwise inverse polynomial lower bound.

More recently, it was proven that in fact the following version of the $C^{2}$-formulation of the strong cosmic censorship conjecture holds (unconditionally):

Theorem 3.2 (Luk-Oh [59,60]). There exists an open and dense subset of the set of initial data in Theorem 3.1 such that the maximal future Cauchy development is future inextendible as time-oriented Lorentzian manifold with a $C^{2}$-metric.

Like Theorem 3.1, the blowup in the interior proven in Theorem 3.2 results from an interplay of the decay in the exterior and the growth in the interior. Indeed, the proof of Theorem 3.2 proceeds by first showing that generically, waves in the black hole exterior obey an inverse polynomial lower bound (slightly different from that in [20]), and then proving that the solution is $C^{2}$-future inextendible whenever such a lower bound holds. In the course of the proof, a condition at null infinity is identified: we define a functional $\mathfrak{R}$, which can be computed only in terms of the radiation field and the Bondi mass at null infinity, such that $\mathfrak{R} \neq 0$ generically, and $\mathbb{R} \neq 0$ implies the desired inverse polynomial lower bound.

From the point of view of PDE theory, one may even hope that generic solutions are inextendible in $W_{\mathrm{loc}}^{1,2}$, so as to exclude the possibility of any extension as weak solutions to the Einstein equations [18]. The estimates in Theorem 3.2 indeed suggest that this may be true, though such a geometric statement is still unknown. Very recently, Sbierski [85] proved that generic solutions as in Theorem 3.2 are $C^{1}$-inextendible.

## 3.2. $C^{0}$-stability of the Kerr Cauchy horizon

While the above results completed the story for (3.1) in the spherically symmetric setting, it should be noted that the strong cosmic censorship conjecture concerns generic data. Spherically symmetric data are, of course, by definition far from generic!

In order to make progress towards the strong cosmic censorship conjecture without any symmetry assumptions, we investigate a perturbative regime near the Kerr solution. It has been shown that the presence of Cauchy horizons is a generic feature even outside of symmetry!

Theorem 3.3 (Dafermos-Luk [24]). Consider general vacuum initial data corresponding to the expected induced geometry of a dynamical black hole settling down to Kerr (with parameters $0<|a|<M$ ) on a suitable spacelike hypersurface $\Sigma_{0}$ in the black hole interior. Then the maximal future development spacetime $(\mathcal{M}, g)$ corresponding to $\Sigma_{0}$ is globally covered by a double null foliation and has a nontrivial Cauchy horizon $\mathrm{CH}^{+}$across which the metric is continuously extendible.

If the Kerr exterior is stable - as is widely expected (see [23,50]) - then Theorem 3.3 in particular implies that any small perturbations of 2-ended Kerr initial data lead to a black hole interior with a Cauchy horizon across which the metric is continuously extendible. In fact, assuming stability of Kerr exterior, it can be proven that for small perturbations of two-
ended Kerr data, the maximal future Cauchy development has a global bifurcate Cauchy horizon, as in given by Figure 2 [25].

However, the implications of Theorem 3.3 go beyond small perturbations of Kerr data. Indeed, it is sometimes conjectured - in the so-called final state conjecture [77] - that generic solutions settle down to finitely many Kerr exterior solutions moving away from each other. Moreover, one expects the asymptotically Schwarzschild (or asymptotically extremal; see Section 3.3.3) solutions to occur only for nongeneric data [23]. If this is true, then Theorem 3.3 would in fact apply to generic black hole interior near timelike infinity.

It should be noted that Theorem 3.3 does not indicate whether the Cauchy horizon is actually singular. In fact, Theorem 3.3 is proven as a stability theorem. The proof, however, relies only on very weak norms, consistent with the Cauchy horizon possibly being a weak null singularity.

One of the challenges of the proof of Theorem 3.3 is to control solutions to the Einstein vacuum equation using only weak norms consistent with the solution being only at least when measured in the worst direction $-C^{0} \cap W^{1,1}$. This is way below the threshold for well-posedness for the Einstein equations. Instead, the proof relies on the estimates developed in the construction of local weak null singularities without symmetry assumptions (cf. Theorem 2.3). At the same time, Theorem 3.3 requires an understanding of the decay towards timelike infinity in order to close the global problem. In particular, one needs to extend ideas in Theorem 3.1 to a setting without symmetry assumptions.

Even though Theorem 3.3 by itself does not show any blowup, on the basis of Theorem 3.2 and some model linear problems [3,27,35,64], it seems reasonable to expect that with generic data, the Cauchy horizon is a weak null singularity as in Theorem 2.3:

Conjecture 3.4. Generic small perturbations of two-ended Kerr data lead to a maximal Cauchy development where the global bifurcate Cauchy horizon is a weak null singularity.

In a similar manner to Theorem 3.2, one expects that the key to Conjecture 3.4 is to understand the precise rates of convergence in the black hole exterior.

### 3.3. Further problems concerning black hole interiors

While Theorem 3.3 (and Conjecture 3.4) gives the structure of the interior of generic dynamic asymptotically flat black hole near timelike infinity, we survey some other situations here, where the black hole interior is expected to be different. At the moment these are only understood under spherical symmetry or even just in a linear setting.

### 3.3.1. Breakdown of weak null singularities

For astrophysical gravitational collapse, the initial hypersurface does not have two ends. Instead, a black hole is expected to form from initial data on $\Sigma=\mathbb{R}^{3}$ (cf. Section 4). These solutions are in particular not globally close to Kerr, though as discussed in Section 3.2, Kerr is still relevant as they may arise as the asymptotic state for the black hole exterior. In this case, Theorem 3.3 still applies to show that the metric is close to Kerr in $C^{0}$
near timelike infinity. However, there are regions in the black hole which are far away from Kerr and cannot be treated by perturbative arguments.

To gain some insight, one returns to spherical symmetry: a convenient model to simultaneously study gravitational collapse and the (in)stability of the Cauchy horizons in black hole interior in spherical symmetry is the Einstein-Maxwell-charged scalar field system, i.e., unlike (3.1), the scalar field is complex-valued and charged.

With the above model, Van de Moortel considered that problem where the initial data are posed on $\mathbb{R}^{3}$. He proved that if a black hole forms and converges to ReissnerNordström in the exterior with appropriate rates, then the Cauchy horizon in the black hole interior is a weak null singularity as in Theorems 3.1 and 3.2 [89]. Even more interestingly, he also proved that the null boundary in the black hole interior must break down [90]! Conjecturally, this would mean that the singular boundary in the black hole has a null component and a spacelike component. See also the numerical works $[7,10]$.

### 3.3.2. Other singularities in the presence of matter

Other singularities can occur in the interior of black holes; some of these singularities may be specific to the matter models involved. Some examples include highly oscillatory null singularities arising in the interior of black holes when a charged scalar field oscillates in the black hole exterior [42], and violent nonlinear spacelike singularities in the interior of hairy black holes [34,91].

### 3.3.3. Extremal black holes

When $|a|=M>0$ for Kerr or $|Q|=M>0$ for Reissner-Nordström, these black hole spacetimes are known to be extremal. Though their black hole interiors have a somewhat different global structure, they have a smooth Cauchy horizon as in the subextremal case. Unlike their subextremal counterparts, however, the local blue shift at the Cauchy horizon degenerates in the extremal case.

The degeneration of the local blue shift suggests that a dynamical black hole settling down to an extremal black hole may in fact have a Cauchy horizon so that the solution is not only $C^{0}$-extendible, but also extendible as a weak solution to the Einstein equations. For a spherically symmetric model, this was studied numerically in [69] and has been later proven by Gajic-Luk [33]. Amusingly, in order to go beyond symmetry, even though the nonlinear theory is expected to be simpler than Theorem 3.3 in view of the weaker singularity, the linear theory appears to be more complicated.

Notice that this phenomenon, by itself, does not pose a threat to strong cosmic censorship, since asymptotically extremal black holes are only expected to arise from a nongeneric set of data!

### 3.3.4. Nonvanishing cosmological constant

When the cosmological constant $\Lambda \neq 0$ (but still in vacuum), (1.1) admits the Kerr-(anti-)de Sitter black hole solutions, which (when $|a| \neq 0$ ) like Kerr, admit smooth Cauchy horizons in the interior of the black hole. However, the stability properties of these Cauchy
horizons may turn out to be quite different from the $\Lambda=0$ case in Theorem 3.3 and Conjecture 3.4!

When $\Lambda>0$, at least when $|a|$ is sufficiently small, the nonlinear stability of Kerr-de Sitter has been established by Hintz-Vasy [36] and (unlike the Kerr case) is no longer a conjecture. Moreover, [36] shows that perturbations of Kerr-de Sitter data lead to solutions that converge exponentially fast back to Kerr-de Sitter. Thus the proof of Theorem 3.3 applies, mutatis mutandis, to show that the Kerr-de Sitter Cauchy horizon is $C^{0}$-stable.

However, the rapid exponential decay has the possibility to make Conjecture 3.4 false! To understand whether this happens seems to require determining the precise exponential rate of decay. This problem has attracted much heuristic and numerical works; see [ $6,9,28]$ and references therein.

When $\Lambda<0$, the situation is difficult (and interesting) for a different reason: even linear waves on Kerr-anti-de Sitter spacetime decay only logarithmically [39]. Kehle [41] has made some interesting progress for the linear (in)stability of the Cauchy horizon, showing that the stability properties depend on the Diophantine properties of the black hole parameters in a subtle way.

## 4. GRAVITATIONAL COLLAPSE, FORMATION OF TRAPPED SURFACES, AND THE WEAK COSMIC CENSORSHIP CONJECTURE

As discussed in Section 1.3, Penrose's theorem (Theorem 1.2) shows that geodesic incompleteness is intimately related to the presence of trapped surfaces. In this final section, we discuss how trapped surfaces are formed dynamically from initial data without trapped surfaces. This is particularly relevant in gravitational collapse where black holes form. Finally, in Section 4.4, we will discuss how trapped surface formation relates to the weak cosmic censorship conjecture.

### 4.1. Formation of trapped surfaces by focussing of gravitational radiation

In the explicit Schwarzschild and Kerr solutions, either a (marginally) trapped surface or an antitrapped surface is present in any initial hypersurface. Physically, one expects that trapped surfaces may form dynamically in gravitational collapse, i.e., they may arise even if the initial hypersurface has trivial topology and is far from having a trapped surface.

Examples of formation of trapped surfaces in the presence of matter have been constructed very early on $[70,75]$. The problem is much harder for the vacuum equations since any such construction is necessarily large data and (by Birkhoff's theorem) outside spherical symmetry. In a monumental breakthrough, Christodoulou constructed a large set of (stable) solutions in vacuum where trapped surfaces form dynamically from dispersed data via focussing of gravitational radiation.

Theorem 4.1 (Christodoulou [18]). Consider the characteristic initial value problem with data on two intersecting null hypersurfaces $H_{0}$ and $\underline{H}_{0}$ such that
(1) the data on $\underline{H}_{0}$ is that of an incoming cone in Minkowski space;
(2) the data on $H_{0}$ is given in a region where $0 \leq \underline{u} \leq \delta$ and the initial shear $\hat{\chi}$ obeys the upper bound

$$
\sum_{i+j \leq 10} \delta^{\frac{1}{2}}\left\|\nabla_{4}^{i} \nabla^{j} \hat{\chi}\right\|_{L^{\infty}} \leq C
$$

(3) the initial $\hat{\chi}$ on $H_{0}$ obeys the lower bound

$$
\inf _{\vartheta \in S^{2}} \int_{0}^{\delta}|\hat{\chi}|^{2}\left(\underline{u}^{\prime}, \vartheta\right) d \underline{u^{\prime}} \geq c>0
$$

Then, for $\delta>0$ sufficiently small, a trapped surface forms in the causal domain of the data.
The significance of the breakthrough work of Christodoulou goes beyond the trapped surface formation problem, as it is also the first large data long time result regarding the dynamics of the Einstein vacuum equation without any symmetry assumptions. What allowed Christodoulou to handle a large data regime was a novel idea of "short pulse": the incoming radiation is concentrated in a region with a short length scale $\delta$, so that despite the largeness, the nonlinear structure of the equations allowed Christodoulou to propagate a hierarchy of large and small estimates quantified by $\delta$ and to close all the estimates.

As was observed later in [63], as $\delta \rightarrow 0^{+}$, the spacetimes constructed by Christodoulou limit to a spacetime in which a null dust shell (i.e., the null dust is a delta measure on a null hypersurface) collapses and trapped surfaces form (thus the limit metric solves the Einstein equations with matter, even though for each $\delta>0$ the spacetime is vacuum). In other words, after understanding that solutions to the Einstein-null dust system can, in fact, arise as limits of vacuum solutions [8,40], the Christodoulou construction can be conceptually thought of as an approximation of the trapped surface formation examples with matter in [75, 87].

There are many subsequent simplifications and extensions of Theorem 4.1; see, for instance, $[48,54,55]$. We record two results that strengthen Theorem 4.1. The first improvement allows the focussing to occur only in some (as opposed to all) directions:

Theorem 4.2 (Klainerman-Luk-Rodnianski [46]). Suppose (1) and (2) of Theorem 4.1 hold, and the inf in (3) is replaced by a sup, i.e.,

$$
\sup _{\vartheta \in S^{2}} \int_{0}^{\delta}|\hat{\chi}|^{2}\left(\underline{u}^{\prime}, \vartheta\right) d \underline{u^{\prime}} \geq c>0
$$

then a trapped surface forms in the causal domain of the data.
Theorem 4.2 is achieved by combining the existence theorem in [18] with a deformation argument, which identifies a trapped surface by solving an elliptic inequality.

The second improvement allows the incoming radiation to be much weaker: on the one hand, the incoming radiation is only required to be large in a scale-invariant norm; on the other hand, in some situations the required lower bound can be much smaller than the upper bound:

Theorem 4.3 (An-Luk [2]). Assume (1) of Theorem 4.1 and replace (2) and (3) by
(2) the data on $H_{0}$ is given in a region where $0 \leq \underline{u} \leq \delta$ and the initial $\hat{\chi}$ obeys the upper bound

$$
\sum_{i+j \leq 10} \delta^{\frac{1}{2}}\left\|\nabla_{4}^{i} \nabla^{j} \hat{\chi}\right\|_{L^{\infty}} \leq a^{\frac{1}{2}}
$$

(3) the initial $\hat{\chi}$ on $H_{0}$ obeys the lower bound

$$
\inf _{\vartheta \in S^{2}}|\hat{\chi}|^{2}\left(\underline{u}^{\prime}, \vartheta\right) d \underline{u}^{\prime} \geq 4 b a^{\frac{1}{2}} \delta
$$

where $b \leq a$, $\delta a^{\frac{1}{2}} b<1$, and $b \geq b_{0}$ for some universal large constant $b_{0}$. Then there exists a trapped surface in the causal domain of the data.

The scale-invariant results in Theorem 4.3 are proven using weighted estimates capturing the precise growth rate of the geometric quantities close to the vertex of $\underline{H}_{0}$.

### 4.2. Instability of anti-de Sitter spacetime

In Theorem 4.1, Christodoulou arranged gravitational waves to focus so that the nonlinear effect on the geometry causes a trapped surface to form dynamically. In spectacular recent works, Moschidis has demonstrated - albeit only in a spherically symmetric setting a new trapped surface formation mechanism that goes beyond mere focussing of waves: he showed that nonlinear interaction of waves can enhance the focussing effect, which finally leads to trapped surface formation.

Moschidis' work is in the context of the AdS stability problem. The anti-de Sitter (AdS) spacetime ( $M_{\text {AdS }}=\mathbb{R}^{3+1}, g_{\text {AdS }}$ ), with $g_{\text {AdS }}$ given by

$$
g_{\mathrm{AdS}}=-\left(1-\frac{\Lambda r^{2}}{3}\right) d t^{2}+\left(1-\frac{\Lambda r^{2}}{3}\right)^{-1} d r^{2}+r^{2} \gamma_{\mathbb{S}^{2}(1)}
$$

is a solution to the Einstein vacuum equations with $\Lambda<0$. Since it is not globally hyperbolic, one needs to impose boundary conditions to study its stability properties. AdS is conjectured [22] to be unstable under reflective boundary conditions, and this has been studied heuristically and numerically [5]. (Nevertheless, it is expected to be stable under maximally dissipative conditions; see [38].)

In a series of remarkable recent works, Moschidis resolved the AdS instability conjecture for various matter models in spherical symmetry, showing that the AdS spacetime is unstable against trapped surface formation.

Theorem 4.4 (Moschidis). There exist arbitrarily small spherically symmetric perturbations of AdS data for
(1) the Einstein-null dust system with an inner mirror [67]
(2) the Einstein-massless Vlasov system [68]
(3) the Einstein-scalar field system [Moschidis, in preparation]
with reflective boundary conditions such that a trapped surface forms dynamically.

In particular, viewed as a solution to the above Einstein-matter systems with reflective boundary conditions, the AdS solution is unstable.

The proof of Theorem 4.4 constructs small perturbations of AdS consisting of many spherically symmetric matter beams with judiciously chosen widths and amplitudes. The basic underlying instability mechanism is as follows: whenever two such matter beams interact, the energy of the incoming beam is concentrated. Due to the reflective boundary condition, these beams interact many times, so much so that the nonlinear interaction eventually causes a trapped surface to form.

### 4.3. The bounded $\boldsymbol{L}^{\mathbf{2}}$-curvature theorem and beyond

Returning to the Einstein vacuum equations, we now know that the Moschidis instability - first established in spherical symmetry for various matter models in the AdS instability problem - can be adapted in the vacuum case without symmetry assumptions.

To provide some context for this instability in vacuum, we recall the celebrated bounded $L^{2}$-curvature theorem (first conjectured in [45]):

Theorem 4.5 (Klainerman-Rodnianski-Szeftel [49]). There exists $\epsilon_{0}>0$ such that if the initial data have $H^{2}$-norm $\leq \epsilon_{0}$, then the solution has $H^{2}$-norm $O\left(\epsilon_{0}\right)$ up to time $O(1)$.

As pointed out in [47, 49], $H^{2}$ is sharp for estimating the null conjugacy radius, which is an important step in the construction of the parametrix. It turns out that not only the techniques cannot be extended below $H^{2}$, but the result itself also cannot be improved:

Theorem 4.6 (Luk-Moschidis, in progress). There exists $\delta>0$ such that the following holds for every $s \in[2-\delta, 2)$ : For any $\epsilon>0$, there exist initial data such that the initial data have $H^{s}$-norms of size $\epsilon$, but the $H^{s}$-norms at time $O(1)$ are $\gtrsim \epsilon^{-1}$.

Notice that this is not an ill-posedness result in a fixed gauge. For instance, it has been previously proven in [29] that the Einstein vacuum equations in wave coordinates are ill-posed in $H^{2}$. In contrast, in Theorem 4.6 we proved that the $H^{s}$-norm becomes large in any coordinate system so that the metric remains $C^{0}$-close to the Minkowski metric.

Theorem 4.6 is an instability result in a Sobolev space above scaling. (The scalinginvariant norm would be $H^{3 / 2}$.) In particular, a corresponding instability result is false for model problems such as wave maps [88] or for the Einstein-scalar field system in spherical symmetry [14]. The underlying instability mechanism, which is based on quasilinear interaction of gravitational "wave packets," is quasilinear and anisotropic, and is inspired by the Moschidis mechanism used in Theorem 4.4.

Of course, Theorem 4.6 is only an instability result, and it does not say anything about the formation of trapped surfaces per se. We remark, however, that it is not so difficult to show that if smallness is imposed on the $H^{s}$ norm for $s>\frac{3}{2}$, then the initial hypersurface does not contain any trapped surfaces [58]. Extending the ideas in Theorem 4.6, one may imagine a scenario where the data are small in $H^{s}$ (for $s \in\left(\frac{3}{2}, 2\right)$ ), but then there is an evolutionary formation of trapped surfaces associated with the growth in the $H^{s}$-norm:

Problem 4.7. Is it possible to dynamically form a trapped surface with localized initial data that are small in $H^{s}$ for some $s \in\left[\frac{3}{2}, 2\right)$ ?

If the answer to Problem 4.7 is positive, then there would be a trapped surface formation mechanism for data even weaker than in Theorems 4.2 and 4.3.

### 4.4. Weak cosmic censorship conjecture

In [17], Christodoulou proposed a program to tackle the weak cosmic censorship conjecture (Conjecture 1.4). This program in particular relates weak cosmic censorship to the formation of trapped surfaces.

The strategy suggested in [17] is inspired by the spectacular work [16] which resolved the weak cosmic censorship conjecture for the Einstein-scalar field system in spherical symmetry. This latter work is, in fact, so far the only mathematical work which gives us some insights as to why naked singularities should be nongeneric. The strategy in [16] combines two ingredients: (i) a sharp trapped surface formation criterion [13], and (ii) a scale-invariant breakdown criterion [14]. Using (ii), Christodoulou further showed that small perturbations of naked singularities must be blue-shifted so that, using (i), he showed that trapped surfaces must form arbitrarily close by in the perturbed spacetime. As a result, for generic data, first singularities are preceded by trapped surfaces arbitrarily close by. From this, Christodoulou deduced that weak cosmic censorship holds for this model.

To tackle the weak cosmic censorship conjecture in vacuum without symmetry assumptions, Christodoulou introduced the following conjecture:

Conjecture 4.8 (Trapped surface conjecture, Christodoulou [17]). For generic asymptotically flat vacuum data on $\Sigma$, the maximal globally hyperbolic development has the following property: Given a terminal indecomposable past set $\mathcal{P}$, if $\mathcal{P} \cap \Sigma$ has compact closure, then
 face.

As pointed out in [17], Conjecture 4.8 has the advantage of being formulated locally, without referring to future null infinity (as in Conjecture 1.4).

At present, Conjecture 4.8 is far out of reach. In spherical symmetry, a sharp trapped surface formation result [13] has turned out to play a fundamental role for the analogue of Conjecture 4.8. The analysis outside symmetry is of course fundamentally more difficult, but one may hope that understanding the mechanisms for trapped surface formation (Sections 4.1-4.3) will likewise be relevant for Conjecture 4.8.
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Recently, classification problems of gapped ground state phases attracted a lot of attention in quantum statistical mechanics. We explain our operator algebraic approach to these problems.
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## 1. INTRODUCTION

In quantum mechanics, physical models are determined in terms of some selfadjoint operators called Hamiltonians. Recently, Hamiltonians whose spectrum has a gap between the lowest eigenvalue (which coincides with the infimum of the spectrum) and the rest of the spectrum attracted a lot of attention. Physically, these models are considered to be in normal phases, where no critical phenomena occur. Despite that, it has turned out that the structure of these normal gapped phases is actually mathematically interesting when we introduce some equivalence relation to them. Roughly speaking, we say that two models are equivalent if we can connect them smoothly within those normal phases. In spacial dimensions higher than one, it is believed (and partially proven) that there are multiple phases with respect to such classifications. If we further introduce some symmetry to the game, we obtain interesting mathematical structures, even in one dimension. In this paper, we explain the operator-algebraic approach to those problems.

## 2. FINITE-DIMENSIONAL QUANTUM MECHANICS

In order to motivate us for the operator algebraic framework of quantum statistical mechanics, we first recall finite-dimensional quantum mechanics in this section. In finitedimensional quantum mechanics, physical observables are represented by elements of $\mathrm{M}_{n}$, the algebra of $n \times n$-matrices. Each positive matrix $\rho$ with $\operatorname{Tr} \rho=1$ (called a density matrix) defines a physical state by

$$
\omega_{\rho}: \mathrm{M}_{n} \ni A \mapsto \operatorname{Tr}(\rho A) \in \mathbb{C} .
$$

We call this map $\omega_{\rho}$ a state. Clearly, it is positive, i.e., $\omega_{\rho}\left(A^{*} A\right) \geq 0$ and normalized $\omega_{\rho}(\mathbb{I})=1$. This corresponds to the procedure of taking expectation values of each physical observables $A \in \mathrm{M}_{n}$, in the physical state $\omega_{\rho}$. Note that the set of all states forms a convex compact set. Its extremal points are called pure states. A state $\omega_{\rho}$ is pure if and only if $\rho$ is a rank-one projection.

Time evolution (Heisenberg dynamics) is given by a self-adjoint matrix $H$, called a Hamiltonian, via the formula

$$
\begin{equation*}
\mathrm{M}_{n} \ni A \mapsto \tau_{t}(A):=e^{i t H} A e^{-i t H}, \quad t \in \mathbb{R} . \tag{2.1}
\end{equation*}
$$

Let $p$ be the spectral projection of $H$ corresponding to the lowest eigenvalue. A state $\omega_{\rho}(A):=\operatorname{Tr} \rho A$ on $\mathrm{M}_{n}$ is said to be a ground state of $H$ if the support of $\rho$ is under $p$. The ground state is unique if and only if $p$ is a rank one projection, i.e., if the lowest eigenvalue of $H$ is nondegenerate. In this case, the unique ground state is of the form $\omega_{p}(A):=\operatorname{Tr} p A$, and it is pure because $p$ has rank one.

Sometimes we consider time-dependent Hamiltonians $H(t)$. Then the time evolution of an observable $A \in \mathrm{M}_{n}$ is given by a solution $\tau_{t}(A)$ of the differential equation

$$
\frac{d}{d t} \tau_{t}(A)=i\left[H(t), \tau_{t}(A)\right], \quad \tau_{0}(A)=A, \quad A \in \mathrm{M}_{n}
$$

When the Hamiltonian is time-dependent $H(t)=H$, this reduces to the above Heisenberg dynamics $e^{i t H} A e^{-i t H}$.

Symmetry plays an important role in physics. Let $G$ be a finite group and suppose that there is a group action $\beta: G \rightarrow \operatorname{Aut}\left(\mathrm{M}_{n}\right)$ given by unitaries $V_{g}, g \in G$,

$$
\beta_{g}(A):=\operatorname{Ad}\left(V_{g}\right)(A), \quad A \in \mathrm{M}_{n}, g \in G
$$

Here and thereafter, $\operatorname{Aut}(\mathcal{A})$ for a $*$-algebra $\mathcal{A}$ denotes the automorphism group of $\mathcal{A}$. If a Hamiltonian $H$ satisfies $\beta_{g}(H)=H$ for all $g \in G$, we say that $H$ is $\beta$-invariant. If a $\beta$ invariant Hamiltonian $H$ has a unique ground state $\omega_{p}(A):=\operatorname{Tr} p A$, then this unique ground state $\omega_{p}$ is $\beta$-invariant $\omega_{p}\left(\beta_{g}(A)\right)=\omega_{p}(A), A \in \mathrm{M}_{n}$, because the spectral projection $p$ is $\beta$-invariant, i.e., $\beta_{g}(p)=p$.

## 3. QUANTUM SPIN SYSTEMS

Operator-algebraic framework of quantum statistical mechanics allows us to extend the framework of finite-dimensional quantum mechanical systems to infinite dimensions. Let $2 \leq d \in \mathbb{N}$ and $v \in \mathbb{N}$ be fixed. Physically, $\frac{d-1}{2}$ denotes the size of on-site spin (spin quantum number) and $v$ denotes the spacial dimension. We denote by $\mathbb{S}_{\mathbb{Z}^{\nu}}$ the set of all finite subsets of $\mathbb{Z}^{\nu}$. To each finite subset $\Lambda \in \mathbb{S}_{\mathbb{Z}^{\nu}}$ we associate a finite-dimensional $C^{*}$-algebra

$$
\mathcal{A}_{\Lambda}:=\bigotimes_{\Lambda} \mathrm{M}_{d}
$$

Here, $\mathrm{M}_{d}$ is the algebra of $d \times d$-matrices. The $v$-dimensional quantum spin system $\mathcal{A}_{\mathbb{Z}^{v}}$ is the $C^{*}$-inductive limit of this inductive net, given by the natural inclusion. For each infinite subset $\Gamma$, we may define $\mathcal{A}_{\Gamma}$ in exactly the same manner. The $C^{*}$-algebra $\mathcal{A}_{\Gamma}$ can be naturally regarded as a $C^{*}$-subalgebra of $\mathcal{A}_{\mathbb{Z}^{v}}$. We say that an element $A$ has support in $\Gamma$ if it belongs to $\mathcal{A}_{\Gamma}$. If an automorphism $\alpha$ acts trivially on $\mathcal{A}_{\Gamma^{c}}$ for some $\Gamma \subset \mathbb{Z}^{v}$, we say that $\alpha$ has support in $\Gamma$. The set of all elements in $\mathcal{A}_{\mathbb{Z}^{\nu}}$ with finite support is called a local algebra and denoted by $\mathcal{A}_{\text {loc }}$.

A state $\omega$ on $\mathcal{A}_{\Gamma}$ is defined to be a linear functional on $\mathcal{A}_{\Gamma}$ with $\omega(\mathbb{I})=1$ which is positive in the sense that $\omega\left(A^{*} A\right) \geq 0$ for any $A \in \mathcal{A}_{\Gamma}$. The map $\mathcal{A}_{\Gamma} \ni A \mapsto \omega(A) \in \mathbb{C}$ corresponds to the procedure of taking the expectation value of a physical observable $A$ in our physical state $\omega$. The set of all states on $\mathcal{A}_{\Gamma}$ forms a convex weak $*$-compact set. Its extremal points are called pure states. By the Krein-Milman theorem, the set of states is the weak*-closure of the convex envelope of pure states. See [6] for more details.

For each state, we can associate a representation of $\mathscr{A}_{\Gamma}$ essentially uniquely.
Theorem 3.1 (GNS representation). For each state $\omega$ on $\mathcal{A}_{\Gamma}$, there exist a representation $\pi_{\omega}$ of $\mathcal{A}_{\Gamma}$ on a Hilbert space $\mathscr{H}_{\omega}$ and a unit vector $\Omega_{\omega} \in \mathscr{H}_{\omega}$ such that

$$
\begin{equation*}
\omega(A)=\left\langle\Omega_{\omega}, \pi_{\omega}(A) \Omega_{\omega}\right\rangle, \quad A \in \mathcal{A}_{\Gamma}, \quad \text { and } \quad \mathscr{H}_{\omega}=\overline{\pi_{\omega}\left(\mathcal{A}_{\Gamma}\right) \Omega_{\omega}} . \tag{3.1}
\end{equation*}
$$

Here, - denotes the norm closure. It is unique up to unitary equivalence.
The triple $\left(\mathscr{H}_{\omega}, \pi_{\omega}, \Omega_{\omega}\right)$ is called the GNS triple of $\omega$. We frequently consider the commutant or bicommutant of $\pi_{\omega}\left(\mathscr{A}_{\Gamma}\right)$. For a $*$-algebra $\mathcal{M}$ acting on a Hilbert space $\mathscr{H}$,
we denote by $\mathcal{M}^{\prime}$ the set of all elements in $\mathscr{B}(\mathscr{H})$ (the set of all bounded operators on $\mathscr{H}$ ) commuting with every element in $\mathcal{M}$. The algebra $\mathcal{M}^{\prime}$ is called a commutant of $\mathcal{M}$, and the commutant of $\mathcal{M}^{\prime}$ is called bicommutant and denoted by $\mathcal{M}^{\prime \prime}$.

For a pure state $\omega$, it is known that $\pi_{\omega}$ is irreducible (i.e., there is no nontrivial closed subspace of $\mathscr{H}_{\omega}$ invariant under $\left.\pi_{\omega}\left(\mathcal{A}_{\Gamma}\right)\right)$ and $\pi_{\omega}\left(\mathcal{A}_{\Gamma}\right)$ is dense in $\mathscr{B}\left(\mathscr{H}_{\omega}\right)$ with respect to the strong operator topology. This property can be rephrased as $\pi_{\omega}\left(\mathscr{A}_{\Gamma}\right)^{\prime \prime}=\mathscr{B}\left(\mathscr{H}_{\omega}\right)$.

Given GNS representations, we can introduce some equivalence relation between states. We say that two states $\omega, \varphi$ on $\mathcal{A}_{\Gamma}$ are equivalent (denoted $\omega \simeq \varphi$ ) if and only if the corresponding GNS representations are unitarily equivalent. For a state $\omega$ and an automorphism $\alpha$ on $\mathcal{A}_{\Gamma}$, if $\omega$ and $\omega \circ \alpha$ are equivalent, then there is a unitary $u$ on the GNS Hilbert space $\mathscr{H}_{\omega}$ implementing $\alpha$ in the sense

$$
\begin{equation*}
\operatorname{Ad}(u) \circ \pi_{\omega}=\pi_{\omega} \circ \alpha \tag{3.2}
\end{equation*}
$$

This is because $\pi_{\omega} \circ \alpha$ is a GNS representation of $\omega \circ \alpha$. In our context of quantum spin systems, we can see that two states $\omega, \varphi$ are equivalent if they can be approximated by a local perturbation of each other. More precisely, $\omega$ can be approximated arbitrarily well in the norm topology of $\mathcal{A}_{\mathbb{Z}^{2}}^{*}$ by states of the form $\varphi\left(A^{*} \cdot A\right)$, with $A \in \mathcal{A}_{\text {loc }}$, and vice versa. Physically, it means that $\omega$ and $\varphi$ are macroscopically the same.

There is yet another equivalence relation between states, which is called quasiequivalence. Two states $\omega, \varphi$ are said to be quasiequivalent if there is a $*$-isomorphism $\iota$ : $\pi_{\omega}\left(\mathcal{A}_{\Gamma}\right)^{\prime \prime} \rightarrow \pi_{\varphi}\left(\mathcal{A}_{\Gamma}\right)^{\prime \prime}$ such that $\pi_{\varphi}(A)=\iota \circ \pi_{\omega}(A)$, for all $A \in \mathcal{A}_{\Gamma}$. Note that if two states are equivalent, they are quasiequivalent. The converse is not true in general, but if the states are pure, it is true.

In the operator-algebraic framework of quantum spin systems, physical models are specified with a map called interaction. An interaction $\Phi$ is a map $\Phi: \Im_{\mathbb{Z}^{v}} \rightarrow \mathcal{A}_{\text {loc }}$ satisfying

$$
\Phi(X)=\Phi(X)^{*} \in \mathcal{A}_{X}
$$

for all $X \in \mathbb{S}_{\mathbb{Z}^{\nu}}$. Physically, this $\Phi(X)$ indicates an interaction term between spins inside of $X$.

The easiest type of interaction is an on-site interaction, satisfying

$$
\begin{equation*}
\Phi(X)=0 \quad \text { if }|X| \neq 1 \tag{3.3}
\end{equation*}
$$

It means that the only possibly nonzero interaction terms are of the form $\Phi(\{\mathbf{x}\})$, with $\mathbf{x} \in \mathbb{Z}^{\nu}$. (Here and thereafter, $|X|$ indicates the number of elements in $X$.) Note that all interaction terms commute with each other for such interactions.

Physically, we are more interested in interactions that have nonzero interaction terms between different sites of $\mathbb{Z}^{\nu}$. For example, let $\left\{S_{j}\right\}_{j=1,2,3}$ be generators of the irreducible representation of $\mathfrak{s u}(2)$ on $\mathbb{C}^{d}$. Then an interaction of $\mathcal{A}_{\mathbb{Z}}$ given by

$$
\begin{equation*}
\Phi(\{x, x+1\})=\sum_{j=1}^{3} S_{j}^{(x)} S_{j}^{(x+1)}, \quad x \in \mathbb{Z} \tag{3.4}
\end{equation*}
$$

is called the antiferromagnetic Heisenberg chain, which has been extensively studied.

Now, given an interaction, we would like to define a dynamics on $\mathcal{A}_{\mathbb{Z}^{\nu}}$ out of it. For this, we need to assume that $\Phi$ is "suitably local." The simplest condition among such is the condition of the uniform boundedness and finite range. An interaction is of finite range if there exists an $m \in \mathbb{N}$ such that $\Phi(X)=0$ for $X$ with a diameter larger than $m$. It is uniformly bounded if it satisfies $\sup _{X \in \mathbb{S}_{\mathbb{Z}^{v}}}\|\Phi(X)\|<\infty$. We can relax this restriction extensively. More generally, we define norms on interactions and consider interactions with finite norms; see [40].

Given a suitably local interaction, we may define a $C^{*}$-dynamics, i.e., strongly continuous one-parameter group of automorphisms on $\mathcal{A}_{\mathbb{Z}^{v}}$. For an interaction $\Phi$ and a finite set $\Lambda \subset \mathbb{Z}^{\nu}$, we define the local Hamiltonian on $\Lambda$ by

$$
\begin{equation*}
\left(H_{\Phi}\right)_{\Lambda}:=\sum_{X \subset \Lambda} \Phi(X) \tag{3.5}
\end{equation*}
$$

Then we consider the Heisenberg dynamics given by the local Hamiltonian $e^{i t\left(H_{\Phi}\right)_{\Lambda}} A e^{-i t\left(H_{\Phi}\right)_{\Lambda}}$ and take the thermodynamic limit. If our interaction $\Phi$ is suitably local, for example, if it is a uniformly bounded finite-range interaction, the limit

$$
\begin{equation*}
\tau_{\Phi}^{t}(A)=\lim _{\Lambda \rightarrow \mathbb{Z}^{v}} e^{i t\left(H_{\Phi}\right)_{\Lambda}} A e^{-i t\left(H_{\Phi}\right)_{\Lambda}}, \quad t \in \mathbb{R}, A \in \mathcal{A}_{\mathbb{Z}^{v}} \tag{3.6}
\end{equation*}
$$

exists and defines a dynamics $\tau_{\Phi}$ on $\mathcal{A}_{\mathbb{Z}^{\nu}}$. The reason why we consider the dynamics $\tau_{\Phi}$ instead of Hamiltonians is because there is no mathematically meaningful limit of local Hamiltonians $\left(H_{\Phi}\right)_{\Lambda}$ as $\Lambda \rightarrow \mathbb{Z}^{v}$, while the limit (3.6) makes sense. For this reason, in the operator-algebraic framework of quantum statistical mechanics, we talk about dynamics instead of Hamiltonians.

For the same reason, a ground state is defined in terms of the dynamics $\tau_{\Phi}$. Let $\delta_{\Phi}$ be the generator of $\tau_{\Phi}$. A state $\omega$ on $\mathcal{A}_{\mathbb{Z}^{v}}$ is called a $\tau_{\Phi}$-ground state if the inequality

$$
\begin{equation*}
-i \omega\left(A^{*} \delta_{\Phi}(A)\right) \geq 0 \tag{3.7}
\end{equation*}
$$

holds for any element $A$ in the domain $\mathscr{D}\left(\delta_{\Phi}\right)$ of $\delta_{\Phi}$. We occasionally say a ground state of $\Phi$ instead of a $\tau_{\Phi}$-ground state. We denote by $\boldsymbol{\mathcal { G }}_{\Phi}$ the set of all ground states of $\Phi$. Clearly, $\mathcal{E}_{\Phi}$ is a weak*-compact convex set, and it is known that its extremal points ex $\boldsymbol{\mathcal { G }}_{\Phi}$ consists of pure states (see [7, theorem 5.3.37]).

Let $\left(\mathscr{H}_{\omega}, \pi_{\omega}, \Omega_{\omega}\right)$ be the GNS triple of a $\tau_{\Phi}$-ground state $\omega$. Then there exists a unique positive operator $H_{\omega, \Phi}$ on $\mathscr{H}_{\omega}$ such that $e^{i t H_{\omega, \Phi}} \pi_{\omega}(A) \Omega_{\omega}=\pi_{\omega}\left(\tau_{\Phi}^{t}(A)\right) \Omega_{\omega}$, for all $A \in \mathcal{A}_{\mathbb{Z}^{\nu}}$ and $t \in \mathbb{R}$. We call this $H_{\omega, \Phi}$ the bulk Hamiltonian associated with $\omega$. Note that $\Omega_{\omega}$ is an eigenvector of $H_{\omega, \Phi}$ with eigenvalue 0 (see [7, PROPOSITION 5.3.19]).

Let us consider the corresponding condition for a finite quantum system $\mathrm{M}_{n}$ with dynamics given by a Hamiltonian $H$ (2.1). Let $p$ be the spectral projection of $H$ corresponding to the lowest eigenvalue $E_{0}$. Recall that a state $\omega$ on $\mathrm{M}_{n}$ is given by a density matrix $\rho$ with the formula $\omega(A)=\operatorname{Tr} \rho A$. Let $s(\rho)$ be the support projection of this $\rho$. Then one can check that $\omega$ is a $\tau$-ground state if and only if $s(\rho)$ satisfies $s(\rho) \leq p$. Recall that the last condition is the very definition of the ground state in finite-dimensional quantum mechanics. In fact, note that the generator $\delta$ of $\tau$ in (2.1) is $\delta(A)=i[H, A]$. If $s(\rho) \leq p$, then we have

$$
-i \omega\left(A^{*} \delta(A)\right)=\omega\left(A^{*}\left(H-E_{0}\right) A\right) \geq 0, \quad A \in \mathrm{M}_{n}
$$

hence $\omega$ is a $\tau$-ground state. Conversely, suppose that $\omega$ is a $\tau$-ground state. For any unit eigenvectors $\xi, \eta$ of $H$ with $H \xi=E_{0} \xi, H \eta=E \eta$, for $E>E_{0}$, set $A \in \mathrm{M}_{n}$ to be a matrix satisfying $A \zeta=\langle\eta, \zeta\rangle \xi$ for any $\zeta \in \mathbb{C}^{n}$. Substituting this $A$, we get

$$
0 \leq-i \omega\left(A^{*} \delta(A)\right)=\left(E_{0}-E\right)\langle\eta, \rho \eta\rangle .
$$

Because $E_{0}-E<0$, this means that $\langle\eta, \rho \eta\rangle=0$ for any such $\eta$. Hence we conclude that $p \rho p=\rho$, namely, $s(\rho) \leq p$. It means that our definition in the operator-algebraic framework can be regarded as a natural generalization of the usual definition of a ground state to infinite systems.

Note, in general, that there can be many states satisfying condition (3.7). Namely, the ground state need not be unique. If the ground state is unique, it is automatically an extremal point of $\boldsymbol{\mathscr { S }}_{\boldsymbol{\Phi}}$. As a result, it is pure.

The systems we are interested in, in this paper, are those with gapped ground states.
Definition 3.1. We say that $\Phi$ has gapped ground states in the bulk if the following hold:
(i) The bulk Hamiltonian $H_{\omega, \Phi}$ of any pure $\tau_{\Phi}$-ground state $\omega$ has 0 as its nondegenerate eigenvalue.
(ii) There exists a constant $\gamma>0$ such that

$$
\begin{equation*}
\sigma\left(H_{\omega, \Phi}\right) \backslash\{0\} \subset[\gamma, \infty) \tag{3.8}
\end{equation*}
$$

for any pure $\tau_{\Phi}$-ground state $\omega$. Here $\sigma\left(H_{\omega, \Phi}\right)$ denotes the spectrum of $H_{\omega, \Phi}$.
We denote by $\mathcal{P}$ the set of all uniformly bounded finite-range interactions with gapped ground states in the bulk.

An interaction $\Phi$ is said to have a unique gapped ground state if its ground state is unique and gapped in the sense of Definition 3.1; see $[1,17,18,42-44]$ for examples of such models. If we consider the corresponding condition for a finite system $\mathrm{M}_{n}$ with dynamics (2.1). This condition corresponds to the situation that "the lowest eigenvalue of $H$ is nondegenerate and the difference between the lowest eigenvalue and the second-lowest eigenvalue is at least $\gamma$." One remarkable property of the unique gapped ground state is the exponential decay of correlation functions.

Theorem 3.2 ([22,37,39]). Let $\Phi$ be a uniformly bounded finite-range interaction with a unique gapped ground state $\omega_{\Phi}$. Then the correlation functions of $\omega_{\Phi}$ decay exponentially fast: there exist constants $\mu>0$ and $C>0$ such that for all $A \in \mathcal{A}_{X}, B \in \mathcal{A}_{Y}$, with finite $X, Y \subset \mathbb{Z}^{\nu}$,

$$
\left|\omega_{\Phi}(A B)-\omega_{\Phi}(A) \omega_{\Phi}(B)\right| \leq C\|A\|\|B\||X| e^{-\mu d(X, Y)}
$$

holds. Here $d(X, Y)$ denotes the distance between $X$ and $Y$.
This means $\omega_{\Phi}$ is "almost like a product state."

## 4. PATHS OF AUTOMORPHISMS GENERATED BY TIME-DEPENDENT INTERACTIONS

In the previous section, we considered time-independent interactions, and derived a $C^{*}$-dynamics out of them. The same procedure can be carried out for time-dependent interactions to derive strongly continuous paths of automorphisms. (Recall that in finitedimensional quantum mechanics, we also considered time-dependent Hamiltonians.) Let $\Phi:[0,1] \ni t \rightarrow \Phi_{t}=(\Phi(X ; t))$ be a piecewise-continuous path of interactions. Namely, for each finite $X$, the matrix-valued function $[0,1] \ni t \rightarrow \Phi(X ; t) \in \mathcal{A}_{X}$ is piecewise continuous. We then define the path of local Hamiltonians $\left(H_{\Phi_{t}}\right)_{\Lambda}:=\sum_{X \subset \Lambda} \Phi(X ; t)$ for each finite subset $\Lambda$ of $\mathbb{Z}^{\nu}$ and consider the solution $\alpha_{\Phi, t, \Lambda}(A)$ of the differential equation

$$
\frac{d}{d t} \alpha_{\Phi, t, \Lambda}(A)=i\left[\left(H_{\Phi_{t}}\right)_{\Lambda}, \alpha_{\Phi, t, \Lambda}(A)\right], \quad \alpha_{\Phi, 0, \Lambda}(A)=A
$$

If the interactions along this path are suitably local, analogous to those considered in the previous section, then the thermodynamic limit

$$
\alpha_{\Phi, t}(A)=\lim _{\Lambda \rightarrow \mathbb{Z}^{v}} \alpha_{\Phi, t, \Lambda}(A), \quad A \in \mathcal{A}_{\mathbb{Z}^{v}}
$$

exists and defines a strongly continuous path of automorphisms $\alpha_{\Phi, t}$. We denote by QAut $\left(\mathcal{A}_{\mathbb{Z}^{v}}\right)$ the set of all automorphisms $\alpha=\alpha_{\Phi, t}$ generated by some time-dependent interactions $\Phi$ in this manner. It forms a subgroup of the automorphism group $\operatorname{Aut}\left(\mathcal{A}_{\mathbb{Z}^{\nu}}\right)$ on $\mathcal{A}_{\mathbb{Z}}{ }^{\nu}$.

Due to the fact that $\alpha \in \operatorname{QAut}\left(\mathcal{A}_{\mathbb{Z}^{v}}\right)$ is given out of local interactions, it shows some nice locality properties. The most famous one is the Lieb-Robinson bound, which has been extensively studied and used $[4,22,37,39,4 \bullet]$. It gives an estimate on $\|[\alpha(A), B]\|$ for $A \in \mathcal{A}_{X}$, $B \in \mathcal{A}_{Y}$, which decays as the distance between finite subsets $X$ and $Y$ goes to infinity.

The other property that is satisfied by $\alpha \in \mathrm{QAut}\left(\mathcal{A}_{\mathbb{Z}^{v}}\right)$ is the factorization property. It basically says that we can split $\alpha$ into two along any cut of the system modulo some error terms localized around the boundary. For example, in one-dimensional systems, if we cut the system into two parts at the origin, we have

$$
\begin{equation*}
\alpha=\operatorname{Ad}(v) \circ\left(\alpha_{L} \otimes \alpha_{R}\right) \tag{4.1}
\end{equation*}
$$

where $\alpha_{L}$ is an automorphism on the left infinite chain $\mathcal{A}_{L}:=\mathcal{A}_{(-\infty,-1] \cap \mathbb{Z}}$, while $\alpha_{R}$ is an automorphism on the right infinite chain $\mathcal{A}_{R}:=\mathcal{A}_{[0, \infty) \cap \mathbb{Z}}$. The term $\operatorname{Ad}(v)$ is an inner automorphism given by some unitary $v$ in $\mathcal{A}_{\mathbb{Z}}$, which corresponds to the "error around the boundary." In a two-dimensional system, for example, we have the following when we cut the system into two by the $y$-axis. For $0<\theta<\frac{\pi}{2}$, we define a double cone $C_{\theta}$ by

$$
\begin{equation*}
C_{\theta}:=\left\{(x, y) \in \mathbb{Z}^{2}| | y|\leq \tan \theta \cdot| x \mid\right\} . \tag{4.2}
\end{equation*}
$$

Furthermore, $H_{L}, H_{R}, H_{U}, H_{D}$ denotes left/right and upper/lower half-planes, and $C_{\theta, L}:=$ $C_{\theta} \cap H_{L}, C_{\theta, R}:=C_{\theta} \cap H_{R}$. For any $0<\theta<\frac{\pi}{2}$, there is $\alpha_{L} \in$ Aut $\mathcal{A}_{H_{L}}, \alpha_{R} \in$ Aut $\mathscr{A}_{H_{R}}$, and $\Theta \in \operatorname{Aut} \mathcal{A}_{\left(C_{\theta}\right)^{c}}$ such that

$$
\begin{equation*}
\alpha=\operatorname{Ad}(v)\left(\alpha_{L} \otimes \alpha_{R}\right) \circ \Theta . \tag{4.3}
\end{equation*}
$$

Actually, $\alpha$ can be cut in many directions simultaneously. The factorization property is a simple but strong analytical property, which turns out to be useful in the analysis of gapped ground state phases [36,45-47, 49].

Another property we note about $\alpha \in \mathrm{QAut}\left(\mathcal{A}_{\mathbb{Z}^{v}}\right)$ is that it does not create a longrange entanglement. For example, it satisfies the following property. If $A$ and $B$ are observables localized in finite regions far away from each other, then $\alpha$ almost preserves the tensor product form of $A \otimes B$, namely, there are operators $\tilde{A}, \tilde{B}$ strictly localized in some finite disjoint areas such that $\tilde{A} \otimes \tilde{B}$ approximates $\alpha(A \otimes B)$ in the norm topology. In fact, our $\alpha$ can be regarded as a version of a quantum circuit with finite depth, which is regarded as a quantum circuit which does not create long-range entanglement [3]. From this point of view, we say a state has a short-range entanglement if it is of the form

$$
\begin{equation*}
\left(\bigotimes_{x \in \mathbb{Z}^{v}} \rho_{x}\right) \circ \alpha, \tag{4.4}
\end{equation*}
$$

with infinite tensor product state $\otimes_{x \in \mathbb{Z}^{\nu}} \rho_{\boldsymbol{x}}$ and an automorphism $\alpha \in \operatorname{QAut}\left(\mathcal{A}_{\mathbb{Z}^{v}}\right)$. Otherwise, we say it has a long-range entanglement.

In the physics literature, the classification of states with respect to local unitaries is considered [14]. Two states are equivalent if there is a local unitary connecting them. In our framework, these local unitaries can be understood as automorphisms in QAut $\left(\mathcal{A}_{\mathbb{Z}^{v}}\right)$, and the classification in [14] can be reformulated as follows. For two states $\omega_{1}, \omega_{0}$ on $\mathcal{A}_{\mathbb{Z}^{\nu}}$, we write $\omega_{1} \sim_{1 . u}$. $\omega_{0}$ if there is an automorphism $\alpha \in \operatorname{QAut}\left(\mathcal{A}_{\mathbb{Z}^{v}}\right)$ such that $\omega_{1}=\omega_{0} \circ \alpha$. This gives some equivalence relation. From the fact that automorphisms in QAut $\left(\mathcal{A}_{\mathbb{Z}^{v}}\right)$ do not create long-range entanglement, this is one physically natural criterion of classification of states.

## 5. THE CLASSIFICATION OF GAPPED GROUND STATE PHASES

The automorphisms in $\operatorname{QAut}\left(\mathcal{A}_{\mathbb{Z}^{v}}\right)$ are of fundamental importance in the classification problem of gapped ground state phases. In a word, ground state spaces of two interactions $\Phi_{0}, \Phi_{1} \in \mathcal{P}$ (Definition 3.1) are connected to each other via such automorphisms if they are equivalent in the classification of gapped ground state phases. In this section, we introduce such a theorem, called the automorphic equivalence. The automorphic equivalence started as Hasting's adiabatic lemma [23] in finite-dimensional quantum mechanical system. There have been seminal mathematical improvements and generalizations after that $[4,40]$ in the context of the thermodynamic limit of quantum spin systems. Here we introduce a version from [33], where we require the spectral gap only in the infinite systems (i.e., the setting in Section 3).

The classification problem of gapped ground states in infinite systems can be roughly described as follows.

We say that two interactions $\Phi_{0}, \Phi_{1} \in \mathcal{P}$ are equivalent if there is a path of interactions $\Phi:[0,1] \rightarrow \mathcal{P}$ satisfying the following conditions:
(1) $\Phi(0)=\Phi_{0}$ and $\Phi(1)=\Phi_{1}$;
(2) $[0,1] \ni s \mapsto \Phi(X ; s) \in \mathcal{A}_{X}$ is continuous and piecewise $C^{1}$. The interaction $\Phi(s)$ and its derivative are of finite range, bounded with respect to some norm uniformly in $s \in[0,1]$ (see (ii)-(iv) of Assumption 1.2 in [33]);
(3) For each pure $\tau_{\Phi_{0}}$-ground state $\varphi_{0}$, there is a unique smooth path of states $\varphi_{s}$ where each $\varphi_{s}$ is a pure $\tau_{\Phi(s)}$-ground state. (Here, smooth means the expectation value of some class of elements in $\mathcal{A}_{\mathbb{Z}^{v}}$ with respect to $\varphi_{s}$ is differentiable, and its derivative is not too large compared to some norm; see [33, AssumpTION 1.2(VII)].) For each $s \in[0,1]$, the map ex $\mathcal{E}_{\Phi_{0}} \ni \varphi_{0} \mapsto \varphi_{s} \in \operatorname{ex} \mathcal{E}_{\Phi_{s}}$ gives a bijection;
(4) The gap is uniformly bounded from below by some $\gamma>0$ along the path, i.e., $\sigma\left(H_{\psi_{s}, \Phi(s)}\right) \backslash\{0\} \subset[\gamma, \infty)$ for all $s \in[0,1]$ and a pure $\tau_{\Phi_{s}}$-ground state $\psi_{s}$.

We write $\Phi_{0} \sim \Phi_{1}$ if $\Phi_{0}, \Phi_{1} \in \mathcal{P}$ are equivalent in this sense.
The automorphic equivalence in this setting is given as follows.
Theorem 5.1 ([33]). If $\Phi_{0} \sim \Phi_{1}$, then there is an $\alpha \in \operatorname{QAut}\left(\mathcal{A}_{\mathbb{Z}^{v}}\right)$ such that

$$
\begin{equation*}
\boldsymbol{\mathcal { E }}_{\Phi_{1}}=\boldsymbol{\mathcal { E }}_{\Phi_{0}} \circ \alpha \tag{5.1}
\end{equation*}
$$

Proof. We use the notation above for $\Phi_{0} \sim \Phi_{1}$. From Remark 1.4 of [33], there is a path of automorphisms $\alpha_{s} \in \operatorname{QAut}\left(\mathcal{A}_{\mathbb{Z}^{v}}\right)$ satisfying $\varphi_{s}=\varphi_{0} \circ \alpha_{s}$ for each state $\varphi_{0}, \varphi_{s}$ in (3). This $\alpha_{s}$ is independent of the choice of $\varphi_{0}$. Because $\boldsymbol{\mathcal { E }}_{\Phi(s)}$ is a convex weak*-compact set, it coincides with the weak*-closure of the convex hull of extremal points of $\boldsymbol{\mathcal { S }}_{\Phi(s)}$. Hence we see that this $\alpha_{s}$ maps $\mathscr{E}_{\Phi(0)}$ to $\mathscr{E}_{\Phi(s)}$ bijectively.

Hence automorphisms in $\operatorname{QAut}\left(\mathcal{A}_{\mathbb{Z}^{v}}\right)$ connect ground state spaces of $\Phi_{0}$ and $\Phi_{1}$. For this reason, this class of automorphisms is of fundamental importance. The point here is that it is not only that there is some automorphism connecting the ground state spaces, but also that we know the details of the automorphisms.

Note that for interactions $\Phi_{1}, \Phi_{0} \in \mathcal{P}$ with unique ground states $\omega_{\Phi_{1}}, \omega_{\Phi_{0}}, \Phi_{1} \sim \Phi_{0}$ implies $\omega_{\Phi_{1}} \sim_{\text {l.u. }} \omega_{\Phi_{0}}$ by Theorem 5.1. At the moment of writing, it is not clear to us if the converse is true.

We call an on-site interaction (defined in (3.3)) with a unique gapped ground state a trivial interaction. The unique ground state $\omega_{\Phi_{0}}$ of a trivial interaction $\Phi_{0}$ is of infinite tensor product form. One can easily see that any two trivial interactions are equivalent. The equivalence class $\mathscr{P}_{0}$ of interactions including these trivial interactions is called a trivial phase. Any interaction $\Phi$ in the trivial phase has a unique ground state, and, by Theorem 5.1, it has a short-range entanglement (4.4).

## 6. SYMMETRY PROTECTED TOPOLOGICAL (SPT) PHASES

The trivial phase $\mathscr{P}_{0}$ consists of interactions that are connected to trivial interactions, and as a result, its ground state has a short-range entanglement which is basically the same
as product states. From this point of view, the trivial phase itself may not be that interesting. However, if we introduce some symmetry to the game, we can extract some interesting mathematical structure out of it. This is so-called symmetry protected topological (SPT) phases, which were introduced by Gu and Wen [12,13,21]. Throughout this section, $\omega_{\Phi}$ for $\Phi \in \mathcal{P}_{0}$ indicates the unique ground state of $\Phi$.

In this talk, as a symmetry, we consider an on-site finite group symmetry, which is defined as follows. (A study on the global reflection symmetry in one-dimensional systems can be found in [46].) We fix a finite group $G$ and a (projective) unitary representation $U$ of $G$ on $\mathbb{C}^{d}$. Then there is a unique automorphism $\beta_{g}$ satisfying

$$
\beta_{g}(A)=\left(\bigotimes_{x \in \Lambda} U(g)\right) A\left(\bigotimes_{x \in \Lambda} U(g)^{*}\right), \quad g \in G, A \in \mathcal{A}_{\Lambda}, \Lambda \in \mathbb{S}_{\mathbb{Z}^{v}}
$$

Clearly, this gives an action of $G$ on $\mathcal{A}_{\mathbb{Z}^{v}}$, i.e., $\beta_{g} \beta_{h}=\beta_{g h}$ for $g, h \in G$. We call this action of $G$, an on-site symmetry given by $G$ and $U$. We say an interaction $\Phi$ is $\beta$-invariant if $\beta_{g}(\Phi(X))=\Phi(X)$ for all $X \in \mathbb{S}_{\mathbb{Z}^{v}}$ and $g \in G$. For a ground state $\varphi$ of a $\beta$-invariant interaction $\Phi$, one can check that $\varphi \circ \beta_{g}$ is also a ground state of $\Phi$. Therefore, if a $\beta$-invariant interaction $\Phi$ has a unique ground state $\omega_{\Phi}$, the ground state is $\beta$-invariant, $\omega_{\Phi} \circ \beta_{g}=\omega_{\Phi}$.

What we are interested in, in this section, is the set of all $\beta$-invariant interactions in the trivial phase $\mathcal{P}_{0}$. We denote the set of all such interactions by $\mathcal{P}_{0, \beta}$. We would like to classify them with respect to the following criterion. Two interactions $\Phi_{0}, \Phi_{1}$ are $\beta$ equivalent if there is a smooth path of interactions in $\mathcal{P}_{0, \beta}$ satisfying the conditions (1)-(4) we saw in Section 5. We write $\Phi_{0} \sim_{\beta} \Phi_{1}$ in this case. The difference between $\sim$ and $\sim_{\beta}$ is that we require the symmetry to be preserved along the path. Because of this additional condition, there can be interactions $\Phi_{0}, \Phi_{1} \in \mathcal{P}_{0, \beta}$, which satisfy $\Phi_{0} \sim \Phi_{1}$ (by definition) but not $\Phi_{0} \sim_{\beta} \Phi_{1}$. In other words, $\mathcal{P}_{0, \beta}$ may split into possibly multiple equivalence classes. The resulting equivalence classes are the symmetry-protected topological (SPT) phases.

For this SPT classification problem, physicists and algebraic topologists have a conjecture $[26,56]$. They say that SPT-phases should be understood in terms of the invertible quantum field theory. As a result, for a finite group $G$, SPT-phases should be classified by the Pontryagin dual of bordism group on the classifying space $B G$ of $G$. In one and two dimensions, these Pontryagin duals are $H^{2}(G, \mathrm{U}(1)), H^{3}(G, \mathrm{U}(1))$. In fact, we can derive these group-cohomology-valued invariants out of our general microscopic models of in those dimensions.

Theorem $6.1([45,47])$. There is an $H^{2}(G, \mathrm{U}(1))$-valued invariant for one-dimensional SPTphases. There is an $H^{3}(G, \mathrm{U}(1))$-valued invariant for two-dimensional SPT-phases.

For the rest of this section, we explain how to find such invariants out of general models. In the analysis of gapped ground state phases, there is a general guiding principle to find an invariant. That is, cut the system into two and look at the edge. This principle is sometimes called the bulk-edge correspondence. In order to derive the invariant in Theorem 6.1, we follow this principle and restrict our group action $\beta$ to the half of the system.

Namely, we consider the group actions

$$
\begin{equation*}
\beta_{g}^{R}:=\operatorname{id}_{\mathcal{A}_{L}} \otimes \bigotimes_{x \geq 0} \operatorname{Ad}(U(g)), \quad \beta_{g}^{U}:=\operatorname{id}_{\mathcal{A}_{H_{D}}} \otimes \bigotimes_{(x, y) \in H_{U}} \operatorname{Ad}(U(g)), \tag{6.1}
\end{equation*}
$$

in one and two dimensions, respectively. We investigate the effect of these actions on our unique ground state $\omega_{\Phi}$ for $\Phi \in \mathcal{P}_{0, \beta}$.

Let us start with one-dimensional systems. Recall that $\omega_{\Phi}$ has a short-range entanglement, and is $\beta$-invariant. From these facts, we expect that the effect of $\beta^{R}$ is not much recognizable on the left infinite chain, far away from the origin. On the other hand, on the right infinite chain, far away from the origin, the differences between $\beta$ and $\beta^{R}$ are not much recognizable. Combining this and the fact that $\omega_{\Phi}$ is $\beta$-invariant, we conclude that the effect of $\beta^{R}$ is not much recognizable on the right infinite chain, far away from the origin. As a result, we expect that the effect of $\beta^{R}$ on $\omega_{\Phi}$ should be localized around the origin. In other words, $\omega_{\Phi}$ and $\omega_{\Phi} \circ \beta_{g}^{R}$ are macroscopically the same. It turns out to be true, mathematically, in the following sense.

Proposition 6.1. The states $\omega_{\Phi}$ and $\omega_{\Phi} \circ \beta_{g}^{R}$ are equivalent.
This can be seen very easily. Recall from the definition that $\Phi \in \mathcal{P}_{0}$ means $\Phi \sim$ $\Phi_{0}$ with some trivial interaction $\Phi_{0}$. By Theorem 5.1, we have $\omega_{\Phi}=\omega_{\Phi_{0}} \circ \alpha$ with some $\alpha \in \mathrm{QAut}\left(\mathcal{A}_{\mathbb{Z}}\right)$. Recall that, as a trivial interaction, $\Phi_{0}$ has a unique ground state of infinite tensor product form. In particular, we can write $\omega_{\Phi_{0}}$ as $\omega_{\Phi_{0}}=\omega_{L} \otimes \omega_{R}$ with pure states $\omega_{L}$, $\omega_{R}$ on the left and right infinite chains $\mathcal{A}_{L}, \mathcal{A}_{R}$, respectively. Recall also that our $\alpha$ satisfies the factorization property (4.1). Combining these facts, we conclude that

$$
\begin{equation*}
\omega_{\Phi} \simeq\left(\omega_{L} \otimes \omega_{R}\right) \circ\left(\alpha_{L} \otimes \alpha_{R}\right) \tag{6.2}
\end{equation*}
$$

with some automorphisms $\alpha_{L}, \alpha_{R}$ on $\mathcal{A}_{L}, \mathcal{A}_{R}$. From this and the invariance of $\omega_{\Phi}$ under $\beta_{g}$, we see that $\omega_{L} \alpha_{L} \beta_{g}^{L} \otimes \omega_{R} \alpha_{R} \beta_{g}^{R} \simeq \omega_{L} \alpha_{L} \otimes \omega_{R} \alpha_{R}$, where $\beta^{L}, \beta^{R}$ are the restrictions of $\beta$ to the left and right infinite chains, respectively. This implies $\omega_{R} \alpha_{R} \beta_{g}^{R} \simeq \omega_{R} \alpha_{R}$, hence we get

$$
\begin{equation*}
\omega_{\Phi} \beta_{g}^{R} \simeq \omega_{L} \alpha_{L} \otimes \omega_{R} \alpha_{R} \beta_{g}^{R} \simeq \omega_{L} \alpha_{L} \otimes \omega_{R} \alpha_{R} \simeq \omega_{\Phi} \tag{6.3}
\end{equation*}
$$

proving the claim.
Note from Section 3 that Proposition 6.1 means $\beta_{g}^{R}$ is implementable by a unitary $u_{g}$ in the GNS representation $\left(\mathscr{H}_{\omega_{\Phi}}, \pi_{\omega_{\Phi}}\right)$ of $\omega_{\Phi}$, i.e.,

$$
\begin{equation*}
\operatorname{Ad}\left(u_{g}\right) \circ \pi_{\omega_{\Phi}}=\pi_{\omega_{\Phi}} \circ \beta_{g}^{R} \tag{6.4}
\end{equation*}
$$

Because $\beta^{R}$ is a group action, we have

$$
\begin{equation*}
\operatorname{Ad}\left(u_{g} u_{h}\right) \circ \pi_{\omega_{\Phi}}=\pi_{\omega_{\Phi}} \circ \beta_{g}^{R} \beta_{h}^{R}=\pi_{\omega_{\Phi}} \circ \beta_{g h}^{R}=\operatorname{Ad}\left(u_{g h}\right) \circ \pi_{\omega_{\Phi}}, \quad g, h \in G . \tag{6.5}
\end{equation*}
$$

Recall that $\omega_{\Phi}$ is a unique ground state of $\Phi$, hence it is pure. As a result, $\pi_{\omega_{\Phi}}\left(\mathcal{A}_{\mathbb{Z}}\right)$ is dense in $\mathscr{B}\left(\mathscr{H}_{\omega_{\Phi}}\right)$ with respect to the strong operator topology. From this, (6.5) implies that there is some $\sigma(g, h) \in \mathrm{U}(1)$ such that

$$
\begin{equation*}
u_{g} u_{h}=\sigma(g, h) u_{g h}, \quad g, h \in G . \tag{6.6}
\end{equation*}
$$

In other words, $\left(u_{g}\right)$ forms a projective representation. As a result, we obtain $H^{2}(G, \mathrm{U}(1))$ valued index out of it.

Using the automorphic equivalence Theorem 5.1 and the factorization property of the automorphism therein, one can show that it is in fact an invariant of our classification $\sim_{\beta}$ [45]. The point of the proof is, when $\Phi_{0} \sim_{\beta} \Phi_{1}$, that the time-dependent interactions giving $\alpha \in \operatorname{QAut}\left(\mathcal{A}_{\mathbb{Z}}\right)$ in Theorem 5.1 can be taken to be $\beta$-invariant. Proposition 6.1 itself holds for general $\beta$-invariant unique gapped ground state. This is thanks to the theorem by Matsui [31] showing the split property for unique gapped ground states. Projective representations associated to split states have been known since the year 2000 [30] among operator algebraists. What is new here is that the associated cohomology class is an invariant of our classification. In fact, this $H^{2}(G, \mathrm{U}(1))$-valued index is a complete invariant of pure $\beta$-invariant split states with respect to some classification [48]. This index can be used to show Lieb-Schultz-Mattistype theorems $[2,29,30,38]$ (no-go theorems for the existence of unique gapped ground state under some symmetry), for finite groups symmetries [50,51].

For two dimensions, $\omega_{\Phi} \circ \beta_{g}^{U}$ is not equivalent to $\omega_{\Phi}$ in general. However, an analogous argument as in the one-dimensional case lets us expect that the effect of $\beta_{g}^{U}$ should be localized around the $x$-axis. In fact, it turns out to be true mathematically.

Proposition 6.2. For any $0<\theta<\frac{\pi}{2}$, there are $\eta_{g, L} \in \operatorname{Aut}\left(\mathcal{A}_{C_{\theta, L}}\right)$ and $\eta_{g, R} \in \operatorname{Aut}\left(\mathcal{A}_{C_{\theta, R}}\right)$ such that

$$
\omega_{\Phi} \circ \beta_{g}^{U} \simeq \omega_{\Phi}\left(\eta_{g, L} \otimes \eta_{g, R}\right)
$$

It means macroscopically that the effect of $\beta_{g}^{U}$ on $\omega_{\Phi}$ is localized around $C_{\theta, L}$ and $C_{\theta, R}$ for any $0<\theta<\frac{\pi}{2}$. This $\eta_{g, R}$ is our source of the $H^{3}(G, \mathrm{U}(1))$-valued index.

Now we fix some $0<\theta<\frac{\pi}{2}$, and set $\gamma_{g}^{R}:=\beta_{g}^{U R} \circ \eta_{g, R}^{-1}, \gamma_{g}^{L}:=\beta_{g}^{U L} \circ \eta_{g, L}^{-1}$ with $\eta_{g, R}, \eta_{g, L}$ for this $\theta$. Here, $\beta_{g}^{U R}, \beta_{g}^{U L}$ are group actions of $G$ given by

$$
\begin{aligned}
& \beta_{g}^{U R}:=\operatorname{id}_{\left(H_{U} \cap H_{R}\right)^{c} \otimes} \bigotimes_{(x, y) \in H_{U} \cap H_{R}} \operatorname{Ad}(U(g)), \\
& \beta_{g}^{U L}:=\operatorname{id}_{\left(H_{U} \cap H_{L}\right)^{c} \otimes} \bigotimes_{(x, y) \in H_{U} \cap H_{L}} \operatorname{Ad}(U(g)) .
\end{aligned}
$$

From Proposition 6.2, we have

$$
\begin{equation*}
\omega_{\Phi} \circ\left(\gamma_{g}^{L} \otimes \gamma_{g}^{R}\right) \simeq \omega_{\Phi}, \quad g \in G \tag{6.7}
\end{equation*}
$$

On the other hand, recall from the definition that $\Phi \in \mathscr{P}_{0}$ means $\Phi \sim \Phi_{0}$ with some trivial interaction $\Phi_{0}$. By Theorem 5.1, we have $\omega_{\Phi}=\omega_{\Phi_{0}} \circ \alpha$, with $\alpha \in \operatorname{QAut}\left(\mathcal{A}_{\mathbb{Z}^{v}}\right)$ satisfying the factorization property, i.e.,

$$
\begin{equation*}
\alpha=\operatorname{Ad}(v) \circ\left(\alpha_{L} \otimes \alpha_{R}\right) \circ \Theta, \quad \alpha_{L} \in \operatorname{Aut} \mathscr{A}_{H_{L}}, \alpha_{R} \in \operatorname{Aut} \mathcal{A}_{H_{R}}, \Theta \in \operatorname{Aut} \mathscr{A}_{C_{\theta}^{c}}^{c} \tag{6.8}
\end{equation*}
$$

for our fixed $\theta$. Recall that as a trivial interaction, $\Phi_{0}$ has a unique ground state $\omega_{\Phi_{0}}$ of infinite tensor product form. In particular, we can write $\omega_{\Phi_{0}}$ as $\omega_{\Phi_{0}}=\omega_{L} \otimes \omega_{R}$ with pure states $\omega_{L}, \omega_{R}$ on $\mathcal{A}_{H_{L}}, \mathcal{A}_{H_{R}}$, respectively. Combining these, we conclude that

$$
\begin{equation*}
\omega_{\Phi} \simeq\left(\omega_{L} \otimes \omega_{R}\right) \circ\left(\alpha_{L} \otimes \alpha_{R}\right) \circ \Theta . \tag{6.9}
\end{equation*}
$$

Repeated use of (6.7) gives

$$
\begin{equation*}
\omega_{\Phi} \circ\left(\gamma_{g}^{L} \gamma_{h}^{L}\left(\gamma_{g h}^{L}\right)^{-1} \otimes \gamma_{g}^{R} \gamma_{h}^{R}\left(\gamma_{g h}^{R}\right)^{-1}\right) \simeq \omega_{\Phi} \tag{6.10}
\end{equation*}
$$

Applying (6.9) to this, we obtain

$$
\begin{align*}
& \left(\omega_{L} \otimes \omega_{R}\right) \circ\left(\alpha_{L} \otimes \alpha_{R}\right) \circ \Theta \circ\left(\gamma_{g}^{L} \gamma_{h}^{L}\left(\gamma_{g h}^{L}\right)^{-1} \otimes \gamma_{g}^{R} \gamma_{h}^{R}\left(\gamma_{g h}^{R}\right)^{-1}\right) \\
& \quad \simeq\left(\omega_{L} \otimes \omega_{R}\right) \circ\left(\alpha_{L} \otimes \alpha_{R}\right) \circ \Theta . \tag{6.11}
\end{align*}
$$

Note that

$$
\begin{equation*}
\gamma_{g}^{R} \gamma_{h}^{R}\left(\gamma_{g h}^{R}\right)^{-1}=\left(\beta_{g}^{U R} \eta_{g, R}^{-1}\left(\beta_{g}^{U R}\right)^{-1}\right)\left(\beta_{g h}^{U R} \eta_{h, R}^{-1} \eta_{g h, R}\left(\beta_{g h}^{U R}\right)^{-1}\right) \in \operatorname{Aut}\left(\mathcal{A}_{C_{\theta, R}}\right) . \tag{6.12}
\end{equation*}
$$

Similarly, we have $\gamma_{g}^{L} \gamma_{h}^{L}\left(\gamma_{g h}^{L}\right)^{-1} \in \operatorname{Aut}\left(\mathcal{A}_{C_{\theta, L}}\right)$. Therefore, they commute with $\Theta \in$ $\operatorname{Aut}\left(\mathcal{A}_{\boldsymbol{A}} C_{\theta}^{c}\right)$. From this and (6.11), we obtain
$\left(\omega_{L} \otimes \omega_{R}\right) \circ\left(\alpha_{L} \otimes \alpha_{R}\right) \circ\left(\gamma_{g}^{L} \gamma_{h}^{L}\left(\gamma_{g h}^{L}\right)^{-1} \otimes \gamma_{g}^{R} \gamma_{h}^{R}\left(\gamma_{g h}^{R}\right)^{-1}\right) \simeq\left(\omega_{L} \otimes \omega_{R}\right) \circ\left(\alpha_{L} \otimes \alpha_{R}\right)$, which implies

$$
\begin{equation*}
\omega_{R} \alpha_{R} \gamma_{g}^{R} \gamma_{h}^{R}\left(\gamma_{g h}^{R}\right)^{-1} \simeq \omega_{R} \alpha_{R} . \tag{6.13}
\end{equation*}
$$

Recall from Section 3 that this means the automorphism $\gamma_{g}^{R} \gamma_{h}^{R}\left(\gamma_{g h}^{R}\right)^{-1}$ is implementable by a unitary $u(g, h)$ in the GNS representation $\left(\mathscr{H}_{R}, \pi_{R}\right)$ of $\omega_{R} \alpha_{R}$, i.e.,

$$
\begin{equation*}
\operatorname{Ad}(u(g, h)) \pi_{R}=\pi_{R} \gamma_{g}^{R} \gamma_{h}^{R}\left(\gamma_{g h}^{R}\right)^{-1} \tag{6.14}
\end{equation*}
$$

Note also that (6.9) and (6.7) imply
$\left(\omega_{L} \otimes \omega_{R}\right) \circ\left(\alpha_{L} \otimes \alpha_{R}\right) \circ \Theta \circ\left(\gamma_{g}^{L} \otimes \gamma_{g}^{R}\right) \simeq\left(\omega_{L} \otimes \omega_{R}\right) \circ\left(\alpha_{L} \otimes \alpha_{R}\right) \circ \Theta$.
Therefore, with $\left(\mathscr{H}_{L}, \pi_{L}\right)$ a GNS representation of $\omega_{L} \alpha_{L}$, there is a unitary $W_{g}$ on $\mathscr{H}_{L} \otimes \mathscr{H}_{R}$ implementing $\Theta \circ\left(\gamma_{g}^{L} \otimes \gamma_{g}^{R}\right) \circ \Theta^{-1}$ in the GNS representation $\left(\mathscr{H}_{L} \otimes \mathscr{H}_{R}, \pi_{L} \otimes \pi_{R}\right)$ of $\omega_{L} \alpha_{L} \otimes \omega_{R} \alpha_{R}$, i.e.,

$$
\begin{equation*}
\operatorname{Ad}\left(W_{g}\right)\left(\pi_{L} \otimes \pi_{R}\right)=\left(\pi_{L} \otimes \pi_{R}\right) \circ \Theta \circ\left(\gamma_{g}^{L} \otimes \gamma_{g}^{R}\right) \circ \Theta^{-1} \tag{6.16}
\end{equation*}
$$

For these $u(g, h)(6.14)$ and $W_{g}(6.16)$, we claim that there are $c(g, h, k) \in \mathrm{U}(1)$ such that

$$
\begin{align*}
& \operatorname{Ad}\left(W_{g}\right)\left(\mathbb{I}_{L} \otimes u(h, k)\right) \cdot\left(\mathbb{I}_{L} \otimes u(g, h k)\right) \\
& \quad=c(g, h, k)\left(\mathbb{I}_{L} \otimes u(g, h) u(g h, k)\right), \quad g, h, k \in G . \tag{6.17}
\end{align*}
$$

To see this, consider $\pi_{L} \otimes \pi_{R} \gamma_{g}^{R} \gamma_{h}^{R} \gamma_{k}^{R}$. On the one hand, with the repeated use of (6.14), we have

$$
\begin{align*}
\pi_{L} \otimes \pi_{R} \gamma_{g}^{R} \gamma_{h}^{R} \gamma_{k}^{R} & =\operatorname{Ad}\left(\mathbb{I}_{L} \otimes u(g, h)\right)\left(\pi_{L} \otimes \pi_{R} \gamma_{g h}^{R} \gamma_{k}^{R}\right) \\
& =\operatorname{Ad}\left(\mathbb{I}_{L} \otimes u(g, h) u(g h, k)\right)\left(\pi_{L} \otimes \pi_{R} \circ \gamma_{g h k}^{R}\right) \tag{6.18}
\end{align*}
$$

On the other hand, note that both of $\gamma_{h}^{R} \gamma_{k}^{R}\left(\gamma_{h k}^{R}\right)^{-1}$ and $\gamma_{g}^{R}\left(\gamma_{h}^{R} \gamma_{k}^{R}\left(\gamma_{h k}^{R}\right)^{-1}\right)\left(\gamma_{g}^{R}\right)^{-1}$ commute with $\Theta$ as before. Hence we have

$$
\begin{align*}
& \operatorname{id}_{L} \otimes \gamma_{g}^{R}\left(\gamma_{h}^{R} \gamma_{k}^{R}\left(\gamma_{h k}^{R}\right)^{-1}\right)\left(\gamma_{g}^{R}\right)^{-1} \\
& \quad=\Theta\left(\gamma_{g}^{L} \otimes \gamma_{g}^{R}\right) \Theta^{-1}\left(\operatorname{id}_{L} \otimes \gamma_{h}^{R} \gamma_{k}^{R}\left(\gamma_{h k}^{R}\right)^{-1}\right) \Theta\left(\gamma_{g}^{L} \otimes \gamma_{g}^{R}\right)^{-1} \Theta^{-1} \tag{6.19}
\end{align*}
$$

From this and repeated use of (6.14), (6.16), we have

$$
\begin{align*}
\pi_{L} \otimes & \pi_{R} \gamma_{g}^{R} \gamma_{h}^{R} \gamma_{k}^{R} \\
= & \left(\pi_{L} \otimes \pi_{R}\right) \Theta\left(\gamma_{g}^{L} \otimes \gamma_{g}^{R}\right) \Theta^{-1}\left(\operatorname{id}_{L} \otimes \gamma_{h}^{R} \gamma_{k}^{R}\left(\gamma_{h k}^{R}\right)^{-1}\right) \Theta\left(\gamma_{g}^{L} \otimes \gamma_{g}^{R}\right)^{-1} \\
& \times \Theta^{-1}\left(\mathrm{id}_{L} \otimes \gamma_{g}^{R} \gamma_{h k}^{R}\right) \\
= & \operatorname{Ad}\left(W_{g}\left(\mathbb{I}_{L} \otimes u(h, k)\right) W_{g}^{*}\left(\mathbb{I}_{L} \otimes u(g h, k)\right)\right)\left(\pi_{L} \otimes \pi_{R} \gamma_{g h k}^{R}\right) . \tag{6.20}
\end{align*}
$$

Comparing this and (6.18), we have

$$
\begin{align*}
& \operatorname{Ad}\left(\mathbb{I}_{L} \otimes u(g, h) u(g h, k)\right)\left(\pi_{L} \otimes \pi_{R}\right) \\
& \quad=\operatorname{Ad}\left(W_{g}\left(\mathbb{I}_{L} \otimes u(h, k)\right) W_{g}^{*}\left(\mathbb{I}_{L} \otimes u(g h, k)\right)\right)\left(\pi_{L} \otimes \pi_{R}\right) \tag{6.21}
\end{align*}
$$

Note that, because $\left(\mathscr{H}_{L} \otimes \mathscr{H}_{R}, \pi_{L} \otimes \pi_{R}\right)$ is a GNS representation of a pure state $\omega_{L} \alpha_{L} \otimes$ $\omega_{R} \alpha_{R},\left(\pi_{L} \otimes \pi_{R}\right)\left(\mathscr{A}_{\mathbb{Z}^{2}}\right)$ is dense in $\mathscr{B}\left(\mathscr{H}_{L} \otimes \mathscr{H}_{R}\right)$ with the strong operator topology. As a result, (6.21) implies our claim (6.17).

The situation in (6.14), (6.17) is pretty much similar to that of cocycle actions [15,24]. In fact, following the argument in [24], we can show that $c(g, h, k)$ satisfies the 3-cocycle relation. Hence, out of it, we obtain an $H^{3}(G, \mathrm{U}(1))$-valued index. Using the automorphic equivalence Theorem 5.1 and the factorization property of the automorphism therein, one can show that it is in fact an invariant of our classification $\sim_{\beta}$.

A derivation of indices for SPT-phases was initially carried out in tensor network models, matrix product states MPS [52-54] in one dimension, and projected entangled pair states [32]. Our indices coincide with theirs in those models. In other words, thanks to those works, there are many examples. Our approach introduced in this section is operator algebraic. Recently, some quantum information based approaches were reported [25,55].

## 7. ANYONS IN TOPOLOGICAL PHASES

In this section, we consider the classification $\sim_{1 . u}$. in two dimensions. Recall that states which are equivalent to an infinite tensor product state with respect to $\sim_{1 . u}$. are said to have a short-range entanglement, and otherwise they are said to have a long-range entanglement. It is frequently said that in the two-dimensional systems, the existence of an "anyon" means the long-range entanglement of the state [28]. In this section, we formulate this statement in our operator-algebraic setting.

An anyon is a string-like excitation with a braiding structure. How to formulate an anyon mathematically is a nontrivial question of mathematical physics. Our answer, motivated by AQFT [27] and studies of Kitaev models $[10,19,34,35]$ is that it is a superselection
sector. It is defined in terms of cones. By a cone we mean a subset of $\mathbb{Z}^{2}$ of the form

$$
\Lambda_{\boldsymbol{a}, \theta, \varphi}:=\left\{\boldsymbol{x} \in \mathbb{Z}^{2} \mid(\boldsymbol{x}-\boldsymbol{a}) \cdot \boldsymbol{e}_{\theta}>\cos \varphi \cdot\|\boldsymbol{x}-\boldsymbol{a}\|\right\}
$$

with some $\boldsymbol{a} \in \mathbb{R}, \theta \in \mathbb{R}$, and $\varphi \in(0, \pi)$. Here we set $\boldsymbol{e}_{\theta}:=(\cos \theta, \sin \theta)$. For a cone $\Lambda:=\Lambda_{\boldsymbol{a}, \theta, \varphi}$ and $\boldsymbol{b} \in \mathbb{R}^{2}, \varepsilon>0$, we set $\Lambda_{\varepsilon}+\boldsymbol{b}:=\Lambda_{\boldsymbol{a}+\boldsymbol{b}, \theta, \varphi+\varepsilon},|\arg \Lambda|:=2 \varphi$, and $\boldsymbol{e}_{\Lambda}:=\boldsymbol{e}_{\theta}$.

Definition 7.1. Let $\left(\mathscr{H}, \pi_{0}\right)$ be an irreducible representation of $\mathscr{A}_{\mathbb{Z}^{2}}$. We say that a representation $\pi$ of $\mathscr{A}_{\mathbb{Z}^{2}}$ on $\mathscr{H}$ satisfies the superselection criterion for $\pi_{0}$ if

$$
\left.\pi\right|_{\mathcal{A}_{\Lambda^{c}}} \simeq \text { u.e. }\left.\pi_{0}\right|_{\mathscr{A}_{\Lambda^{c}}},
$$

for any cone $\Lambda$ in $\mathbb{Z}^{2}$. (Here, $\simeq_{\text {u.e. }}$ means that the two representations are unitarily equivalent.) Such representations are called superselection sectors for $\pi_{0}$.

Superselection sectors are objects studied extensively in AQFT. In the context of quantum spin systems, P. Naaijkens and his coauthors carried out studies on Kitaev's quantum double model from the point of view of superselection sectors [10, 19, 34,35], where they drove a braiding structure.

We can see the importance of the sector theory for us from the fact that it is an invariant of $\sim_{1 . u \text {. }}$.

Theorem 7.1 ([36]). Let $\left(\mathscr{H}, \pi_{0}\right)$ be an irreducible representation and let $\alpha \in \operatorname{QAut}\left(\mathcal{A}_{\mathbb{Z}^{2}}\right)$. Suppose that a representation $\pi$ satisfies the superselection criterion for $\pi_{0}$. Then $\pi \circ \alpha$ satisfies the superselection criterion for $\pi_{0} \circ \alpha$.

Let $\omega_{1}, \omega_{0}$ be pure states such that $\omega_{1} \sim_{\text {I. } .}$. $\omega_{0}$ with $\omega_{1}=\omega_{0} \circ \alpha, \alpha \in \operatorname{QAut}\left(\mathcal{A}_{\mathbb{Z}^{2}}\right)$. Then, by Theorem 7.1, $\alpha$ gives a bijection between the set of all superselection sectors of $\pi_{\omega_{0}}$ and the set of all superselection sectors of $\pi_{\omega_{1}}$.

The proof of Theorem 7.1 is a simple argument using the factorization property. For $\varepsilon>0$, analogous to (4.3), we have a decomposition

$$
\begin{equation*}
\alpha=\operatorname{Ad}(v) \circ \Xi \circ\left(\alpha_{\Lambda} \otimes \alpha_{\Lambda^{c}}\right), \tag{7.1}
\end{equation*}
$$

where $\alpha_{\Lambda}, \alpha_{\Lambda^{c}}, \Xi$ are automorphisms on $\mathcal{A}_{\Lambda}, \mathcal{A}_{\Lambda^{c}}, \mathcal{A}_{\Lambda_{\varepsilon}}$, respectively. (We choose $\varepsilon>0$ small enough so that $\Lambda_{\varepsilon}$ is still a cone.) Then for a superselection sector $\pi$ for $\pi_{0}$, we have

$$
\begin{align*}
& \left.\left.\pi \circ \alpha\right|_{\mathcal{A}_{\Lambda}} \sim_{\text {u.e. }} \pi \circ \Xi \circ \alpha_{\Lambda}\right|_{\mathcal{A}_{\Lambda}}=\left.\left.\pi\right|_{\mathcal{A}_{\Lambda}} \circ \Xi \circ \alpha_{\Lambda}\right|_{\mathcal{A}_{\Lambda}} \\
& \left.\left.\left.\sim_{\text {u.e. }} \pi_{0}\right|_{\mathcal{A}_{\Lambda_{\varepsilon}}} \circ \Xi \circ \alpha_{\Lambda}\right|_{\mathcal{A}_{\Lambda}} \sim_{\text {u.e. }} \pi_{0} \circ \alpha\right|_{\mathcal{A}_{\Lambda}}, \tag{7.2}
\end{align*}
$$

proving the claim.
We say that $\pi_{0}$ has a trivial sector theory if any representation satisfying the superselection criterion for $\pi_{0}$ is quasiequivalent to $\pi_{0}$. Otherwise, we say $\pi_{0}$ has a nontrivial sector theory. One can show that for a pure state of infinite tensor product form, its GNS representation has a trivial sector theory [36]. Combing this and Theorem 7.1, we obtain the following.

Corollary 7.1. If a pure state has a short-range entanglement, then its GNS representation has a trivial sector theory.

In other words, the existence of nontrivial superselection sectors implies the longrange entanglement. If we regard superselection sectors as anyons, it is a mathematical realization of the folklore saying that the existence of anyons implies long-range entanglement of the state.

The reason why we expect superselection sectors to be related to anyons comes from AQFT. Using the tools from AQFT, in [11] Cha-Naaijkens-Nachtergaele derived a braiding structure in a general setting of semigroup of almost localized endomorphisms in quantum spin systems. It is well known that anyons show up in AQFT surprisingly naturally [5, 8,9, 16, 20, 27]. More precisely, under some condition called Haag duality, a braided $C^{*}$-tensor category can be associated to the irreducible representation with nontrivial sector theory. The Haag duality is the property $\pi_{0}\left(\mathscr{A}_{\Lambda^{c}}\right)^{\prime}=\pi_{0}\left(\mathscr{A}_{\Lambda}\right)^{\prime \prime}$, for all cones $\Lambda$ in $\mathbb{Z}^{2}$.

The problem for us about introducing this condition in quantum spin systems is that it does not look to be plausible that this condition is stable under automorphisms in QAut $\left(\mathcal{A}_{\mathbb{Z}^{2}}\right)$. Recalling that automorphisms in $\operatorname{QAut}\left(\mathcal{A}_{\mathbb{Z}^{2}}\right)$ are the fundamental operations in the classification problem of gapped ground state phases, this situation is not convenient for us. For this reason, we introduce a weaker version of Haag duality.

Definition 7.2 (Approximate Haag duality [49]). Let $\left(\mathscr{H}, \pi_{0}\right)$ be an irreducible representation of $\mathcal{A}_{\mathbb{Z}^{2}}$. We say that $\left(\mathscr{H}, \pi_{0}\right)$ satisfies the approximate Haag duality if the following conditions hold: For any $\varphi \in(0,2 \pi)$ and $\varepsilon>0$ with $\varphi+4 \varepsilon<2 \pi$, there is some $R_{\varphi, \varepsilon}>0$ and decreasing functions $f_{\varphi, \varepsilon, \delta}(t), \delta>0$ on $\mathbb{R}_{\geq 0}$ with $\lim _{t \rightarrow \infty} f_{\varphi, \varepsilon, \delta}(t)=0$ such that
(i) for any cone $\Lambda$ with $|\arg \Lambda|=\varphi$, there is a unitary $U_{\Lambda, \varepsilon} \in \mathcal{U}(\mathscr{H})$ satisfying

$$
\begin{equation*}
\pi_{0}\left(\mathcal{A}_{\Lambda^{c}}\right)^{\prime} \subset \operatorname{Ad}\left(U_{\Lambda, \varepsilon}\right)\left(\pi_{0}\left(\mathcal{A}_{\left(\Lambda-R_{\varphi, \varepsilon} \boldsymbol{e}_{\Lambda}\right)_{\varepsilon}}\right)^{\prime \prime}\right) \tag{7.3}
\end{equation*}
$$

and
(ii) for any $\delta>0$ and $t \geq 0$, there is a unitary $\tilde{U}_{\Lambda, \varepsilon, \delta, t} \in \pi_{0}\left(\mathcal{A}_{\Lambda_{\varepsilon+\delta}-t e_{\Lambda}}\right)^{\prime \prime}$ satisfying

$$
\begin{equation*}
\left\|U_{\Lambda, \varepsilon}-\tilde{U}_{\Lambda, \varepsilon, \delta, t}\right\| \leq f_{\varphi, \varepsilon, \delta}(t) \tag{7.4}
\end{equation*}
$$

The good point about this weaker version is that we know it is stable under automorphisms in $\mathrm{QAut}\left(\mathcal{A}_{\mathbb{Z}^{2}}\right)$.

Proposition 7.1. Let $\left(\mathscr{H}, \pi_{0}\right)$ be an irreducible representation of $\mathcal{A}_{\mathbb{Z}^{2}}$ satisfying the approximate Haag duality. Then for any automorphism $\alpha \in \mathrm{QAut}\left(\mathcal{A}_{\mathbb{Z}^{2}}\right),\left(\mathscr{H}, \pi_{0} \circ \alpha\right)$ also satisfies the approximate Haag duality.

It turns out that even with this weaker version of Haag duality and the setting of gapped ground state phases (which is different from that of AQFT), we can still derive a braided $C^{*}$-tensor category (see [41] for the definition) out of superselection sectors where, unlike endomorphisms, the multiplication rule is not a priori given [49]. The proof is a modification of the argument in AQFT and some additional argument using the gap condition Definition 3.1. More precisely, let $\Phi$ be a uniformly bounded finite range interaction on $\mathcal{A}_{\mathbb{Z}^{2}}$ with gapped ground states. Let $\omega$ be a pure $\tau_{\Phi}$-ground state with a GNS representation
$\left(\mathscr{H}, \pi_{0}, \Omega\right)$. We assume that $\pi_{0}$ has a nontrivial sector theory, and $\pi_{0}$ satisfies the approximate Haag duality. Fix some $\theta \in \mathbb{R}$ and $\varphi \in(0, \pi)$, and denote by $\mathscr{C}_{(\theta, \varphi)}$ the set of all cones whose angle does not intersects with $[\theta-\varphi, \theta+\varphi]$. We set

$$
\begin{equation*}
\mathcal{B}_{(\theta, \varphi)}:=\overline{\bigcup_{\Lambda \in \mathcal{C}_{(\theta, \varphi)}} \pi_{0}\left(\mathcal{A}_{\Lambda^{c}}\right)^{\prime}} . \tag{7.5}
\end{equation*}
$$

Here - denotes the norm closure. Using the approximate Haag duality, using the argument in [9], each superselection sector $\rho: \mathcal{A}_{\mathbb{Z}^{2}} \rightarrow \mathscr{B}\left(\mathscr{H}_{\omega}\right)$ for $\pi_{0}$ extends to an endomorphism on $\mathscr{B}_{(\theta, \varphi)}$. We denote the extension by the same symbol $\rho$. Via these extensions, we can introduce compositions between superselection sectors. With this composition as a tensor, the superselection sectors of $\pi_{0}$ are the objects of our braided $C^{*}$-tensor category. Our morphisms are given by the intertwiners. Namely, for objects $\rho, \sigma$, the morphisms from $\rho$ to $\sigma$ are bounded operators $R$ on $\mathscr{H}$ such that $R \rho(A)=\sigma(A) R$, for any $A \in \mathcal{A}_{\mathbb{Z}^{2}}$. The set of all morphisms from $\rho$ to $\sigma$ is denoted by $(\rho, \sigma)$. Note that $(\rho, \sigma)$ is a Banach space and $(\rho, \rho)$ is a $C^{*}$-algebra. Following AQFT, the tensor of morphisms $R_{1} \in\left(\rho_{1}, \sigma_{1}\right), R_{2} \in\left(\rho_{2}, \sigma_{2}\right)$ are defined by

$$
\begin{equation*}
R_{1} \otimes R_{2}:=R_{1} \rho_{1}\left(R_{2}\right) \in\left(\rho_{1} \otimes \rho_{2}, \sigma_{1} \otimes \sigma_{2}\right) \tag{7.6}
\end{equation*}
$$

In fact, each intertwiner belongs to $\mathscr{B}_{(\theta, \varphi)}$ such that $\rho_{1}\left(R_{2}\right)$ is well-defined. Using the gap inequality and the nontriviality of the sector theory, we can show for any cone $\Lambda$ that $\pi_{0}\left(\mathscr{A}_{\Lambda}\right)^{\prime \prime}$ is either type $\mathrm{II}_{\infty}$ or type III factor. It means that there are isometries $u_{\Lambda}, v_{\Lambda} \in$ $\pi_{0}\left(\mathcal{A}_{\Lambda}\right)^{\prime \prime}$ such that $u_{\Lambda} u_{\Lambda}^{*}+v_{\Lambda} v_{\Lambda}^{*}=\mathbb{I}$. Using this, for any superselection sectors $\rho$, $\sigma$, we can define their direct sum $\rho \bigoplus \sigma: \mathcal{A}_{\mathbb{Z}^{2}} \rightarrow \mathcal{B}\left(\mathscr{H}_{0}\right)$ by

$$
\begin{equation*}
(\rho \bigoplus \sigma)(A):=u_{\Lambda} \rho(A) u_{\Lambda}^{*}+v_{\Lambda} \sigma(A) v_{\Lambda}^{*}, \quad A \in \mathcal{A}_{\mathbb{Z}^{2}} \tag{7.7}
\end{equation*}
$$

From the same fact, we can also define subobjects. Namely, if $p \in(\rho, \rho)$ is a nonzero projection, we can find some superselection sector $\sigma$ and an isometry $v$ such that $v v^{*}=p$ and $\rho(A) v=v \sigma(A)$ for all $A \in \mathcal{A}_{\mathbb{Z}^{2}}$. Hence we obtain the following theorem.

Theorem 7.2 ([49]). In the above setting, superselection sectors of $\pi_{0}$ form a braided $C^{*}$ tensor category. If two of such states $\omega_{\Phi_{1}}, \omega_{\Phi_{2}}$ satisfy $\omega_{\Phi_{1}} \sim_{1 . u} . \omega_{\Phi_{2}}$, then corresponding braided $C^{*}$-tensor categories are monoidally equivalent.
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[^0]:    3 By hyperbolic, we mean that $\mu_{0}$-a.e. point has stable and unstable manifolds of positive length. By Bernoulli, we mean that it is isomorphic to a Bernoulli shift, which implies also that $\mu_{0}$ is ergodic and $K$-mixing.

[^1]:    1 Originally, the Chowla conjecture was formulated for the Liouville function $\lambda: \mathbb{N} \rightarrow$ $\{-1,1\}$ and concerned all correlations. Liouville function depends on the parity of all prime factors (counted with multiplicities) and clearly satisfies $\boldsymbol{\mu}=\boldsymbol{\lambda} \cdot \boldsymbol{\mu}^{2}$.

[^2]:    12 In other words, before 2015, we had no chances to prove Sarnak's conjecture, as we were already stuck in a relatively simple class of dynamical systems with zero entropy.
    13 On the other hand, this strategy leads to the study of internal disjointness properties of measure-preserving systems which is of independent interest in ergodic theory.

[^3]:    19 The reader can check that the Koopman representation of the special flow defined below is indeed the genuine induced representation of the Koopman operator associated to the automorphism.

[^4]:    22 Veech in [38], only for the zero entropy class, gives a rather complicated proof based on the concept of quasi-factors by Glasner and Weiss. For this particular class, the proof is also implicit in [1].
    23 The lemma is also valid for the logarithmic way of averaging, which seems to be the first result of that type in the literature.

[^5]:    $1 \quad$ On $\omega$ and/or on the nonlinearity.
    2 Namely the linear actions have a small variation for all times.
    3 Coming from well posedness and the fact that the nonlinearity is at least cubic.

[^6]:    6 Note that saying that $H$ has scaling $\geq \mathrm{d}$ means that its Taylor series has minimal degree of homogeneity $\geq \mathrm{d}+2$.
    7 The Poisson brackets are defined as $\{S, H\}:=d S\left(X_{H}\right)$.

[^7]:    2 We emphasize that $\left(-\Delta_{\Omega}\right)_{\mathrm{DR}}^{-\sigma}$ is not the inverse to $\left(-\Delta_{\Omega}\right)_{\mathrm{DR}}^{\sigma}$.
    3 Notice that by the result of [4] the duality $\left(u,\left.w\right|_{y=0}\right)$ is well defined.

[^8]:    4 Notice that $w_{-\sigma}^{\mathrm{NSp}}(x, y)$ is defined up to an additive constant. By assumption $(u, \mathbf{1})=0$, the functional $\tilde{\mathcal{E}}_{-\sigma}^{\mathrm{Sp}}\left(w_{-\sigma}^{\mathrm{NSp}}\right)$ does not depend on the choice of the constant.
    5 We assume in addition that $(u, \mathbf{1})=0$ in two cases:

[^9]:    2 In the case when $p$ is not an integer, one has also to assume that $s$ is compatible with the smoothness of the nonlinear term.
    3 In fact, typically one has a slightly stronger result including the persistence of regularity: if $u_{0} \in H^{s^{\prime}}$ with $s^{\prime}>s$, then the solution stays in $H^{s^{\prime}}$ as long as it exists in $H^{s}$.

[^10]:    1 For simplicity, throughout we consider systems where the Hilbert space has a tensor product structure. It is straightforward to extend these results to the case where fermions obeying canonical anticommutation relations are present; roughly, this is done by replacing certain commutators with anticommutators as needed. We omit this for simplicity in this presentation.

